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Abstract 

 

A boost converter plays a crucial role in wind energy generation systems. The DC-DC boost 

converter is critical for adapting the variable and often low-voltage output from wind turbines 

to a stable, higher voltage level suitable for further processing, storage, or grid integration. It 

plays a key role in maximizing energy capture, improving power quality, and ensuring the 

efficient operation of wind energy systems. However, the presence of a right-half-plane (RHP) 

zero is a significant limitation in boost converters, especially in control design and system 

performance. The right-half-plane zero in a boost converter introduces significant challenges, 

particularly in terms of control bandwidth, stability, and response time. These limitations affect 

the overall performance of the boost converter, requiring careful consideration and often 

complex compensation strategies to mitigate their impact. In this regard, it has been observed 

in literature that periodic or multi-rate controllers are capable of mitigating the effect of such 

NMP zeros by means of their loop-zero placement capabilities. This work presents an two-loop 

control topology that comprises of a PI controller in the inner loop and a generalized 2-rate 

controller at the outer loop. The robustness as yielded by the 2-rate controller is found to be 

much better than the PI controller ones. Finally, the proposed methodology is implemented in 

an Wind Turbine Generating system via MATLAB Simulink environment.  

 

Key words: DC-DC Boost Converter, Wind Turbine, 2-periodic control, 2-rate control. 
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Chapter 1 

Introduction and Literature Review 

 

1.1 Introduction: 

Wind energy has emerged as one of the most promising renewable energy sources, offering a 

sustainable and eco-friendly alternative to fossil fuels. The integration of wind energy into the 

electrical grid, however, presents several technical challenges. One key challenge is the 

variability and intermittency of wind, which leads to fluctuating output voltages from wind 

turbines. To address this issue, DC-DC boost converters play a crucial role in stabilizing and 

optimizing the voltage levels, enabling efficient power transfer from wind turbines to the grid 

or energy storage systems. 

1.1.1 Wind Energy Conversion Systems 

A typical wind energy conversion system consists of the following components: 

1. Wind Turbine: Converts kinetic energy from the wind into mechanical energy. 

2. Generator: Converts mechanical energy from the turbine into electrical energy, 

typically producing variable AC or DC output depending on the generator type. 

3. Power Electronic Converter: Includes DC-DC converters, which regulate the voltage 

and ensure compatibility with the grid or energy storage systems [35]. 
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4. Control System: Manages the operation of the turbine and converter, often 

incorporating MPPT to maximize energy extraction [35]. 

1.1.2 DC-DC Boost Converters 

A DC-DC boost converter is an electronic device that steps up (boosts) a lower input DC 

voltage to a higher output DC voltage. It operates based on the principle of energy storage in 

inductors and capacitors, using switching elements like transistors to control the energy 

transfer. The main components of a boost converter include: 

• Inductor: Stores energy when the switch is on and releases it when the switch is off. 

• Capacitor: Smoothens the output voltage. 

• Diode: Prevents the capacitor from discharging back into the circuit. 

• Switch (usually a MOSFET): Controls the charging and discharging of the inductor. 

1.1.3 Role of Boost Converters in Wind Energy Applications 

1. Voltage Regulation: Wind turbines generate a variable output voltage due to 

fluctuating wind speeds. The DC-DC boost converter steps up this variable voltage to 

a consistent, higher voltage level suitable for grid connection or battery charging [35]. 

This ensures a stable power supply regardless of changes in wind conditions. 

2. Maximum Power Point Tracking (MPPT): To maximize the efficiency of wind 

energy conversion, it's essential to operate the wind turbine at its optimal power point. 

The DC-DC boost converter, in combination with MPPT algorithms, adjusts the 

turbine's operating point by varying the duty cycle of the converter. This dynamic 

adjustment ensures that the maximum possible energy is harvested from the wind [35]. 

3. Grid Integration: For wind energy systems that are connected to the electrical grid, it 

is crucial to match the voltage levels with those of the grid. A DC-DC boost converter 

can step up the turbine's output to match the grid's requirements, ensuring seamless 

integration and efficient power transfer [36]. 

4. Battery Charging: In off-grid wind energy systems or hybrid systems with energy 

storage, the generated power needs to be stored in batteries. Since batteries require a 

specific charging voltage, a DC-DC boost converter can adjust the turbine's output to 

the appropriate voltage level for efficient battery charging, thereby enhancing the 

overall system reliability. 
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5. Enhancing System Efficiency: By optimizing the voltage levels and ensuring that the 

wind turbine operates close to its maximum power point, DC-DC boost converters 

contribute to the overall efficiency of the wind energy system [35]. This leads to better 

energy yield and a lower cost per kilowatt-hour of electricity generated. 

1.2 Wind energy and wind turbine: 

Wind energy, a prominent renewable energy source, converts the kinetic energy of wind into 

electricity, offering a sustainable alternative to fossil fuels. The process by which air masses 

move across the Earth’s surface due to uneven solar heating is well-established in the literature. 

Wind turbines are the primary technology used to capture this kinetic energy and convert it into 

mechanical and electrical energy [1]. 

1.2.1 Wind Energy 

The environmental benefits of wind energy are extensively documented. Unlike fossil fuels, 

wind energy production does not result in greenhouse gas emissions or water contamination, 

making it a clean energy source as described in [2]. Additionally, the reliance on finite resources 

like coal and natural gas is reduced, enhancing energy security [3]. The economic advantages 

are also significant; after installation, wind farms incur relatively low operational costs, and 

they stimulate job creation in various sectors, including manufacturing, installation, and 

maintenance [4]. 

Nevertheless, wind energy presents certain challenges. Wind speed variability, which leads to 

intermittent power generation, necessitates backup systems or energy storage solutions to 

maintain a stable electricity supply [5]. Furthermore, the ecological impacts of wind turbine 

installation, such as bird and bat mortality and noise pollution, require careful site selection 

and technological advances to mitigate [6]. 

1.2.2 Wind Turbines 

Wind turbines are central to converting wind energy into electricity. These systems typically 

include rotor blades, a nacelle, a gearbox, a generator, and a tower. The rotor blades capture 

wind energy and convert it into rotational motion, which is subsequently transformed into 

electricity by the generator [7]. Advances in wind turbine design, materials, and control systems 

have greatly improved their efficiency, leading to taller turbines with longer blades that capture 
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more energy [8]. Innovations in control systems have optimized turbine operations across 

varying wind conditions, as mentioned in [9]. 

Two main types of wind turbines are highlighted in the literature: horizontal-axis wind turbines 

(HAWTs) and vertical-axis wind turbines (VAWTs). HAWTs, which are more widely used due 

to their higher efficiency, have their rotor axis parallel to the ground. Conversely, VAWTs, 

which have a perpendicular rotor axis, are beneficial in specific scenarios, such as areas with 

turbulent wind or space constraints [10]. 

Wind turbines can be installed onshore or offshore. Onshore wind farms are more common due 

to lower installation costs, while offshore wind farms benefit from stronger, more consistent 

winds, leading to higher energy output. However, offshore installations are more complex and 

costly, requiring advanced technology and maintenance practices to ensure efficiency, as 

discussed. 

In summary, wind energy and wind turbines represent a promising solution for sustainable 

energy production. Despite challenges such as variability and ecological impact, ongoing 

advancements in technology continue to improve the efficiency and reliability of wind energy 

systems, paving the way for a more sustainable energy future. 

1.3 Boost Converter: 

A boost converter, also known as a step-up converter, is a type of DC-DC converter that 

increases (or "boosts") the input voltage to a higher output voltage. DC-DC boost converters 

are integral to the efficient operation of wind energy systems. It plays a key role in voltage 

stabilization, MPPT, grid compatibility, and energy storage integration [35]. By optimizing the 

voltage levels and ensuring that wind turbines operate at their maximum efficiency, boost 

converters contribute to the overall effectiveness and reliability of wind energy systems.  

1.3.1 Operating Principle 

The basic operation of a boost converter is relatively straightforward. It consists of four main 

components: an inductor, a switch (usually a transistor), a diode, and a capacitor. The operation 

can be divided into two primary modes: 
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1. Switch On Mode: 

 

 

 

 

 

 

 

When the switch is closed (turned on), the input voltage is applied across the inductor. This 

causes the inductor to store energy in the form of a magnetic field. During this time, the diode 

is reverse-biased, preventing current from flowing to the output [37]. 

Let us say the switch is on for a time TON and is off for a time TOFF. We define the time period, 

T, as T= TON + TOFF. 

Let us now define another term, the duty cycle, D = 
𝑇𝑂𝑁

𝑇
 

Using KVL in the inductor loop: 

𝑉𝑖𝑛 = 𝑉𝐿 = 𝐿
𝑑𝑖𝐿

𝑑𝑡
                                                                          (1.1) 

=>
𝑑𝑖𝐿

𝑑𝑡
=

∆𝑖𝐿

∆𝑡
=

∆𝑖𝐿

𝐷𝑇
=

𝑉𝑖𝑛

𝐿
                                                        (1.2)                                                                          

Since the switch is closed for a time TON = DT we can say that Δt = DT. 

∴ (∆𝑖𝐿)𝑐𝑙𝑜𝑠𝑒𝑑 = (
𝑉𝑖𝑛

𝐿
)𝐷𝑇                                                        (1.3) 

Fig.2: Switch On and Diode Off [11] 

 

 

Fig.1: A Boost Converter [11] 
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While performing the analysis of the Boost converter, we have to keep in mind that the inductor 

current is continuous and this is made possible by selecting an appropriate value of L. The 

inductor current in steady state rises from a value with a positive slope to a maximum value 

during the ON state and then drops back down to the initial value with a negative slope [11]. 

Therefore, the net change of the inductor current over anyone complete cycle is zero. 

2. Switch Off Mode: 

 

 

 

 

 

 

Since, the switch is open for a time  𝑇𝑂𝐹𝐹 = 𝑇 − 𝑇𝑂𝑁 = 𝑇 − 𝐷𝑇 = (1 − 𝐷)𝑇 

We can say that ∆𝑡 = (1 − 𝐷)𝑇 

In this mode using KVL we get: 

(∆𝑖𝐿)𝑜𝑝𝑒𝑛 = (
𝑉𝑜−𝑉𝑖𝑛

𝐿
) (1 − 𝐷)𝑇                                           (1.4)    

It is already established that the net change of the inductor current over any one complete cycle 

is zero. 

∴ (∆𝑖𝐿)𝑐𝑙𝑜𝑠𝑒𝑑 + (∆𝑖𝐿)𝑜𝑝𝑒𝑛 = 0                                             (1.5) 

      =>
𝑉𝑜

𝑉𝑖𝑛
=

1

1−𝐷
                                                            (1.6) 

The duty cycle (D) varies between 0 and 1. 

1.3.2 Application of Boost Converter 

Boost converters are used in a wide range of applications: 

• Battery-Powered Devices: To step up the voltage from a battery to a higher level 

required by the device circuitry. 

Fig.3: Switch Off and Diode On [11] 
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• Renewable Energy Systems: In photovoltaic (solar) systems, boost converters are 

used to step up the low voltage output from solar panels to a higher voltage for grid-tie 

inverters or battery charging [35]. 

• Power Supply Systems: In systems where the input voltage may drop below the 

required operating level, a boost converter can maintain a stable output voltage  [12,13]. 

1.3.3 Challenges and Design Considerations 

Designing a boost converter involves several challenges, including managing the non-

minimum phase behaviour, selecting appropriate components, and ensuring stability under 

varying load conditions. 

• Non-Minimum Phase Behaviour: The boost converter exhibits a right-half-plane zero 

in its transfer function, which can complicate control design. Advanced control 

strategies are often employed to manage this issue. 

• Component Selection: The inductor size, switch rating, and diode selection must be 

carefully chosen to handle the desired power levels while minimizing losses. 

• Stability and Transient Response: Ensuring a fast transient response and maintaining 

stability under load changes are crucial, particularly in dynamic applications like power 

supplies for portable electronics [14,15,16]. 

The boost converter is a versatile and widely used power conversion device that plays a critical 

role in many modern electronic systems. Its ability to efficiently step up voltage levels makes 

it indispensable in applications ranging from consumer electronics to renewable energy 

systems. Ongoing advancements in control techniques and component technologies continue 

to enhance the performance and efficiency of boost converters, enabling their use in 

increasingly demanding applications. 

1.3.4 Control Strategies implemented for DC-DC boost Converters 

Implementing a control strategy in a DC-DC boost converter is crucial to ensure optimal 

performance, efficiency, and stability of the system. The control strategy primarily focuses on 

regulating the output voltage, maintaining a constant output despite variations in the input 

voltage or load, and maximizing the efficiency of the conversion process. Below is an overview 

of the key aspects of implementing a control strategy in a DC-DC boost converter: 
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1.3.5 The Control Objectives 

The main objectives of a control strategy in a DC-DC boost converter are: 

• Output Voltage Regulation: Maintain a stable output voltage regardless of changes in 

input voltage or load conditions. 

• Efficiency Optimization: Minimize energy losses during conversion. 

• Dynamic Response: Quickly respond to changes in input or load to minimize 

transients. 

• Protection: Prevent over-voltage, over-current, and other fault conditions [38]. 

Different control strategies offer various advantages depending on the specific application and 

performance requirements. Below are some of the key control strategies commonly used in 

DC-DC boost converters: 

Voltage-mode control is a widely used control strategy where the output voltage is regulated 

by comparing it to a reference voltage. The error between the reference and the actual output 

voltage is processed by a compensator, usually a Proportional-Integral-Derivative (PID) 

controller, which adjusts the duty cycle of the switch to maintain the desired output voltage[39]. 

• Pros: 

o Simple to implement. 

o Well-suited for applications with relatively stable input voltage and load 

conditions. 

• Cons: 

o May have slower dynamic response compared to current-mode control. 

o Less effective in handling large variations in input voltage. 

Current-mode control adds an inner current loop to the voltage loop. This strategy regulates 

the inductor current directly, in addition to the output voltage. The inner loop controls the 

inductor current by adjusting the duty cycle based on the error between the measured current 

and a reference current. The outer voltage loop adjusts the reference current to maintain the 

desired output voltage. 

• Pros: 

o Improved dynamic response and stability. 
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o Inherent over-current protection. 

o Better performance under varying input voltage and load conditions. 

• Cons: 

o More complex to implement due to the need for current sensing. 

o Potential for subharmonic oscillation in continuous conduction mode (CCM), 

requiring slope compensation. 

Hysteretic control, also known as bang-bang control, directly regulates the output voltage by 

turning the switch on or off based on whether the output voltage is above or below certain 

thresholds [38]. This approach is known for its simplicity and fast dynamic response. 

• Pros: 

o Extremely simple to implement. 

o Fast response to changes in load or input voltage. 

• Cons: 

o Results in variable switching frequency, which can complicate filter design and 

EMI management. 

o Less precise control compared to other strategies. 

Sliding mode control is a non-linear control method that forces the system to operate on a 

predefined sliding surface, regardless of disturbances or parameter variations. It is robust and 

capable of handling large variations in input and load. 

• Pros: 

o Robust to parameter variations and external disturbances. 

o Good dynamic performance and fast response. 

• Cons: 

o Complex to design and implement. 

o Potential for chattering (rapid switching), which can cause wear on components 

and generate EMI. 

Average current mode control is a variation of current-mode control where the control loop 

regulates the average value of the inductor current, rather than its peak value. This method 

provides smoother operation and can be more stable than peak current-mode control [39]. 
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• Pros: 

o Smooth and stable operation. 

o Good performance in both continuous and discontinuous conduction modes. 

• Cons: 

o Requires more complex control circuitry and accurate current sensing. 

Digital control involves using a microcontroller or digital signal processor (DSP) to implement 

the control strategy. It allows for more sophisticated algorithms, such as adaptive control, 

predictive control, or even machine learning-based control. 

• Pros: 

o Flexibility to implement complex control algorithms. 

o Easier to integrate with digital systems and communication protocols. 

o Ability to implement adaptive control that adjusts parameters in real-time. 

• Cons: 

o Requires analog-to-digital conversion, which introduces sampling delay and 

potential quantization errors. 

o Higher cost and complexity compared to analog control. 

Proportional-Integral-Derivative (PID) control is a classic control strategy that combines 

three terms: proportional, integral, and derivative. The proportional term responds to the 

current error, the integral term accounts for past errors, and the derivative term predicts future 

errors. This combination provides a balance of speed, stability, and accuracy [39]. 

• Pros: 

o Widely used and well-understood. 

o Good balance between response speed and stability. 

• Cons: 

o Requires tuning of three parameters (P, I, D), which can be complex in some 

systems. 

o May not perform well in highly non-linear systems without additional 

adjustments. 
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Fuzzy logic control is a non-linear control method that mimics human decision-making. It 

uses a set of fuzzy rules to handle imprecise inputs and provides smooth control actions. This 

method is particularly useful in systems with a high degree of uncertainty or non-linearity. 

• Pros: 

o Handles non-linearities and uncertainties well. 

o No need for precise mathematical modelling. 

• Cons: 

o Requires expert knowledge to define fuzzy rules. 

o Computationally intensive, particularly for real-time applications. 

Predictive control anticipates future system behaviour based on a model of the converter and 

adjusts the control inputs to optimize performance. This method is effective in systems where 

the dynamics are well understood and can be predicted accurately. 

• Pros: 

o Optimizes control actions based on future predictions. 

o Can improve efficiency and response time. 

• Cons: 

o Requires a precise model of the system. 

o Computationally demanding, especially for real-time applications. 

Implementing a control strategy in a DC-DC boost converter is a critical step in achieving 

reliable and efficient performance. Choosing the right control strategy for a DC-DC boost 

converter depends on the specific requirements of the application, including the desired 

performance, complexity, and cost constraints. Voltage-mode and current-mode controls are 

the most commonly used, offering a good balance between simplicity and performance. For 

applications requiring fast response or robustness to disturbances, advanced techniques like 

sliding mode, digital control, or predictive control may be more appropriate [39]. Proper 

design, implementation, and tuning of these control strategies are essential to achieving optimal 

performance in DC-DC boost converters. Advanced strategies, such as digital control and 

sliding mode control, offer additional robustness and flexibility, making them suitable for 

modern, high-performance applications. 
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1.4 Motivation 

It is important to recognize that boost converters contain NMP zeros. LTI systems that include 

both unstable poles and NMP zeros typically suffer from poor stability margins when controlled 

using LTI controllers. However, multi-rate control strategies have been shown to address the 

limitations of LTI controllers effectively. Therefore, employing multi-rate control in boost 

converter systems presents a promising solution. Boost converters are utilized in wind turbines 

to step up the low voltage generated by the turbine to a higher voltage required for efficient 

energy transfer and grid integration. This study explores the application multi-rate controllers 

for the compensation of boost converters, which are commonly used in wind turbine systems.  

 

1.5 Thesis Organization 

Chapter 1 explores about wind energy, wind turbine and also boost converter. The operating 

principle of boost converter is discussed here. Finally, it discusses the motivation behind this 

thesis. 

 

Chapter 2 describes the wind turbine in detail stating its working principle, components, 

advantages, challenges and its mathematical modelling. Then a MATLAB simulation is 

provided showing the working of a boost converter with the wind turbine as its input. 

 

Chapter 3 includes simulation of a boost converter using PWM. Then the small signal model 

of a boost converter is discussed. A key aspect of this thesis – two-loop PI compensation of 

boost converter is analysed. 

 

Chapter 4 revisits a 1-DOF 2-periodic controller configuration along with multi-rate control. 

Also a generalised 2-rate controller is discussed along with an example. 

 

Chapter 5 shows use of generalised 2-rate control for a boost converter in a two-loop 

configuration with wind turbine as the reference source of input energy. 
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Chapter 2 

Wind Turbine: Mathematical Modelling and MATLAB 

Simulation 

 

2.1 Wind Turbine: 

Wind turbines are sophisticated devices that convert the kinetic energy of wind into electrical 

energy. They play a crucial role in the global shift towards renewable energy sources, offering 

a sustainable alternative to fossil fuels. Despite some challenges, ongoing technological 

advancements are making wind energy more efficient and cost-effective, ensuring it will play 

a central role in the future energy landscape. 

 

2.1.1 Working Principle: 

A wind turbine turns wind energy into electricity using the aerodynamic force from the rotor 

blades, which work like an airplane wing or helicopter rotor blade. When wind flows across 

the blade, the air pressure on one side of the blade decreases. The difference in air pressure 

across the two sides of the blade creates both lift and drag. The force of the lift is stronger than 

the drag and this causes the rotor to spin. The rotor connects to the generator, either directly (if 

it’s a direct drive turbine) or through a shaft and a series of gears (a gearbox) that speed up the 

rotation and allow for a physically smaller generator. This translation of aerodynamic force to 

rotation of a generator creates electricity [26,29].  

 

https://www.energy.gov/eere/wind/explore-wind-turbine
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2.1.2 Components: 

A typical wind turbine consists of several key components, each serving a distinct function: 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1: Function and description of different components of a wind turbine 

Component Name Function Description 

Blades Capture the wind's energy. Aerodynamically shaped to 

maximize lift and minimize 

drag. The most common 

configuration is three blades. 

Rotor Converts wind energy into 

rotational energy. 

Includes the blades and the 

hub. When the wind blows, it 

causes the rotor to spin. 

 

Pitch: Controls the angle of the 

blades. 

Adjusts the blade angle to 

control the rotational speed 

and optimize efficiency, 

especially during high winds 

to prevent damage. 

Fig.4: Components of a wind turbine[30] 
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Low-speed Shaft Transfers the rotational 

energy from the rotor to the 

gearbox. 

 

Connects the rotor to the 

gearbox, rotating at the same 

low speed as the rotor. 

 

Gearbox Increases the rotational 

speed. 

Steps up the speed from the 

low-speed shaft to the high-

speed shaft, which is 

necessary for efficient 

electricity generation. 

 

Brake Stops the rotor in emergency 

conditions. 

Ensures the turbine can be 

safely stopped for 

maintenance or during 

extreme wind conditions. 

Yaw Drive Rotates the nacelle to face 

the wind. 

 

Ensures the rotor is optimally 

aligned with the wind 

direction. 

Yaw Motor Powers the yaw drive. An electric motor that drives 

the yaw system to rotate the 

nacelle. 

 

Tower Elevates the turbine 

components. 

Supports the nacelle and 

rotor blades at a height where 

wind speeds are higher and 

more consistent. 

Nacelle Houses critical components Contains the gearbox, 

generator, and other essential 

parts, protecting them from 

the environment. 
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Generator Converts mechanical energy 

into electrical energy. 

Uses electromagnetic 

induction to generate 

electricity from the rotational 

energy provided by the high-

speed shaft. 

Controller Manages the operation of the 

turbine. 

Monitors the turbine’s status 

and controls its operation, 

including start-up, shut-

down, and optimization. 

High-speed Shaft Transfers energy from the 

gearbox to the generator. 

Rotates at a higher speed 

than the low-speed shaft, 

suitable for efficient 

generator operation. 

 

Anemometer Measures wind speed. Provides data to the 

controller to optimize the 

turbine's operation based on 

wind conditions. 

Wind Vane Measures wind direction. Helps the yaw drive and yaw 

motor to correctly orient the 

nacelle and rotor towards the 

wind. 

 

 

2.1.3 Types of Wind Turbines: 

1. Horizontal Axis Wind Turbines (HAWTs): These are the most common type, with 

the main rotor shaft and electrical generator at the top of a tower. They must be pointed 

into the wind to function efficiently. 
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2. Vertical Axis Wind Turbines (VAWTs): These have the main rotor shaft arranged 

vertically. VAWTs do not need to be pointed into the wind, making them suitable for 

locations where wind direction is variable [28]. 

 

 

 

2.1.4 Advantages and Challenges: 

Advantages: 

• Renewable Energy Source: Wind energy is abundant, inexhaustible, and available in 

many parts of the world. 

• Low Operational Costs: Once installed, wind turbines have relatively low 

maintenance and operation costs. 

• Environmental Benefits: Wind turbines produce no emissions during operation, 

significantly reducing the carbon footprint compared to fossil fuel-based power plants. 

Challenges: 

• Intermittency: Wind is not always constant, and energy production can be 

unpredictable. 

• Initial Costs: The initial investment for wind turbine installation can be high. 

• Aesthetic and Environmental Impact: Some people find wind turbines visually 

unappealing, and they can have impacts on local wildlife, particularly birds and bats. 

Fig.5: Types of wind turbine 
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2.2 Mathematical Modelling of Wind Turbine: 

Mathematical modelling of wind turbines involves deriving the equations that describe the 

physical behaviour and performance of the turbine under various wind conditions [25]. The 

model includes the aerodynamics of the rotor, the mechanics of the drive train, the dynamics 

of the generator, and the control systems. 

2.2.1 Aerodynamics of the Rotor: 

▪ The power extracted by the wind turbine from the wind is given by the power equation: 

      Pturbine =
1

2
ρAv3Cp(λ, β)                                               (2.1) 

where: 

•  Pturbine is the power extracted by the turbine (W) 

• ρ is the air density (kg/m³), the density of the air affects how much kinetic energy is in 

the wind. Higher density means more energy 

• A is the swept area of the rotor (m²), the area through which the wind passes. Larger 

area means more wind is captured 

• v is the wind speed (m/s), since power is proportional to the cube of the wind speed, 

small increases in wind speed lead to large increases in power. 

• Cp(λ, β) is the power coefficient, which is a function of the tip-speed ratio λ and the 

pitch angle β. 

Derivation: 

The kinetic energy (E) of an object with mass (m) and velocity (v) is given by: 

      E =
1

2
mv2                                                           (2.2) 

For a stream of air with a mass flow rate (ṁ) and velocity (v), the kinetic energy per second 

(power) is: 
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     Pwind =
1

2
ṁv2                                                      (2.3) 

The mass flow rate (ṁ) of the air passing through the rotor swept area (A) is: 

ṁ = ρAv                                                       (2.4) 

where: 

• ρ is the air density (kg/m³), 

• A is the swept area of the rotor (A = πR2where R is the radius of the rotor), 

• v is the wind speed (m/s). 

Substituting the mass flow rate into the kinetic energy equation gives: 

        Pwind =
1

2
ρAv3                                                 (2.5) 

This equation represents the total power available in the wind. However, not all this power can 

be captured by the wind turbine. 

The power extracted by the turbine (Pturbine) is a fraction of the total power in the wind, 

determined by the power coefficient (Cp): 

     Pturbine =
1

2
ρAv3Cp                                             (2.6) 

The power coefficient (Cp) is a dimensionless factor that is typically determined through 

experimental data or complex numerical simulations. It represents the efficiency of the turbine 

in converting the kinetic energy of the wind into mechanical energy. It is a function of the tip-

speed ratio (λ) and the blade pitch angle (β): 

Cp = f(λ, β)                                                   (2.7) 

The tip-speed ratio λ is defined as [25]: 

λ =
blade tip speed

wind speed
=

ωR

v
  

where:

(2.8) 
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• ω is the rotational speed of the rotor (rad/s), 

• R is the radius of the rotor (m). 

Combining these steps, the power extracted by the wind turbine from the wind is given by: 

Pturbine =
1

2
ρAv3Cp(λ, β)                                         (2.9)                          

2.2.2 Mechanics of the Drive Train 

The drive train model links the rotor to the generator. The rotational dynamics of the rotor are 

described by: 

                                                                    Jr (
dω

dt
) = Tr − Tg − Drω                                      (2.10)                

where: 

• Jr is the moment of inertia of the rotor (kg·m²), 

• 
dω

dt
 is the angular acceleration of the rotor (rad/s²), 

• Tr is the aerodynamic torque produced by the rotor (N·m), 

• Tg is the generator torque (N·m), 

• Dr is the damping coefficient of the rotor (N·m·s). 

The aerodynamic torque Tr  can be expressed as: 

    Tr =
P

ω
=

1

2
ρAv3 Cp(λ,β)

ω
                                       (2.11) 

2.2.3 Dynamics of the Generator: 

The electrical power generated by the generator Pg is given by: 

Pg = ηgTgω                                                 (2.12) 

where: ηg is the efficiency of the generator. 
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The dynamics of the generator can be modelled using the generator's electrical characteristics 

and control system. For a simplified model, we can assume a linear relationship between the 

generator torque Tg and the electrical power output. 

2.2.4 Control Strategies: 

Wind turbines use control systems to optimize performance and ensure safety. Two common 

control mechanisms are: 

• Pitch Control: Adjusts the blade pitch angle 𝛽 to regulate the power output and rotor 

speed. The control objective is to maintain optimal Cp and protect the turbine from 

excessive wind speeds. 

• Torque Control: Adjusts the generator torque Tg to control the rotor speed ω. This can 

be done using feedback loops to maintain the desired tip-speed ratio λ. 

The control algorithms are often implemented using PID (Proportional-Integral-Derivative) 

controllers, with set points derived from the desired operating conditions of the turbine. 

2.2.5 Coupled System Equations: 

Combining the above models, the overall system of equations describing the wind turbine 

dynamics is [25]: 

•    Aerodynamic power:  Pturbine =
1

2
ρAv3Cp(λ, β)  

• Tip-speed ratio:    λ =
ωR

v
 

•    Rotor dynamics:  Jr (
dω

dt
) =

1

2
ρAv3 Cp(λ,β)

ω
− Tg − Drω 

•    Generator power:  Pg = ηgTgω 

•    Control laws:  𝛽 = 𝑓(𝑣, 𝜔, 𝑃)  and   𝑇𝑔 = 𝑔(𝑣,𝜔, 𝑃) ,  

where 𝑓 and 𝑔 represent the control algorithms for pitch and torque control respectively. 
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2.3 Wind Turbine simulation using PMSG and Boost Converter: 

A wind turbine converts kinetic energy from wind into mechanical energy as the rotor blades 

spin. This mechanical energy rotates the shaft of a Permanent Magnet Synchronous Generator 

(PMSG), which then generates alternating current (AC) electrical energy through 

electromagnetic induction. The generated AC voltage is rectified to direct current (DC) and fed 

into a boost converter, which steps up the DC voltage to a higher, more stable level suitable for 

grid integration or other applications. 

The system is implemented using MATLAB Simulink with the following set of values: 

• Pitch angle = 0° 

• Wind speed = 12m/s 

• Generator power(Pg)=12.3KW 

• Tip-speed ratio:    λ = 8.1 

• Radius of rotor (R) = 1.3m 

• Rated generator speed (ω)= 
λ x wind speed

𝑅
=

8.1∗12

1.3
= 74.769

𝑟𝑎𝑑

𝑠
 

• Capacitance at input of boost converter (C1) = 450e-6 F 

• Inductor(L)= 8e-3 H 

• Boost converter capacitance (C)= 8e-6 F 

• Resistance(R)=200Ω 

• Duty ratio(D)=0.5 

                          

 

 

Fig.6:  Wind Turbine simulation using PMSG and Boost Converter 
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For an input of 118.5V to the boost converter we are getting 231.9V. Ideally for D=0.5 the 

output should have been 237V, hence an offset is observed in the obtained value, which can be 

further compensated by using suitable controller. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.7: Output voltage curve of wind turbine simulation 
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Chapter 3 

Small Signal AC Equivalent Model and Double-Loop PI-

compensation of Boost Converter  

 

3.1 MATLAB simulation of Boost Converter: 

A brief overview and the description of DC-DC Boost converter is discussed in Section 1.3.1. 

This section presents a simulation of a DC-DC Boost converter circuit using MATLAB 

Simulink platform.   

A boost converter steps up the input DC voltage to a higher output voltage by storing energy 

in an inductor during the "on" phase of a switch and releasing it through a diode and capacitor 

during the "off" phase. The output voltage 𝑉𝑜𝑢𝑡 is given by the equation: 

𝑉𝑜𝑢𝑡 =
𝑉𝑖𝑛

1 − 𝐷
    (𝑎𝑠 𝑑𝑒𝑟𝑖𝑣𝑒𝑑 𝑖𝑛 𝑒𝑞𝑛 (1.6)) 

where 𝑉𝑖𝑛 is the input voltage and 𝐷 is the duty cycle (the fraction of time the switch is "on"). 

As 𝐷 increases, the output voltage increases. 

In MATLAB Simulink a boost converter is implemented, using specific component values for 

the inductor, capacitor, and load resistance. The pulse generator provided the control signal to 

the switch, defining the duty cycle for the converter. 

The parameters values considered for simulation are as follows: 

• Input DC voltage(𝑉𝑖𝑛) = 15V 
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• Inductor(L)=8mH 

• Capacitor(C)=8𝜇F 

• Resistor(R)=200Ω 

• Duty ratio(D)=0.5 i.e. 50% hence, 𝐷́= (1-D) = 0.5 

  

 

So, here we can see that 15V DC voltage is steeped up into 29.42V due to given duty ratio of 

0.5. Ideally it should had been 30V, hence here also an offset is observed, which we can 

compensate by use of controller. The output voltage response is shown in Figure 9. 

 

 

Fig.8: A DC-DC boost converter simulink model 

Fig.9: Output voltage response of Fig.8 simulation 
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3.2 Small signal AC model of a Boost Converter: 

A boost converter circuit is considered with symbols having usual meanings: 

 

Now, there can be two conditions with S-ON and S-OFF. Analysing that two conditions: 

1. With S-ON and S̅-OFF: 

 

By applying KVL in the left loop of Fig-11 we get, 

                                                                            𝐿
𝑑𝑖𝐿

𝑑𝑡
= 𝑣𝑖𝑛                                                            (3.1)      

Whereas, from the right loop of same Fig we get, 

                                                              𝑖𝐶 = 𝐶
𝑑𝑣𝐶

𝑑𝑡
= −𝑖𝑜 = −

𝑣𝑜

𝑅
                                                (3.2)  

By small ripple approximation we can write the above two equations as [32]: 

                                                                𝑣𝐿 = 𝐿
𝑑𝑖𝐿

𝑑𝑡
=< 𝑣𝑖𝑛 >𝑇𝑠

                                                  (3.3)    

                                                      𝑎𝑛𝑑  𝑖𝐶 = 𝐶
𝑑𝑣𝐶

𝑑𝑡
= −

<𝑣𝑜>𝑇𝑠

𝑅
                                                    (3.4)     

This < > signifies the average value of the voltage or current present inside it. 

In this case the input current 𝑖𝑖𝑛 = 𝑖𝐿                                                                                (3.5) 

Fig.10: A DC-DC boost converter circuit diagram 

Fig.11: Switch-ON condition 
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2. With 𝑆̅-ON and 𝑆-OFF:  

 

By KVL in the loop shown above we get: 

                                                                           𝐿
𝑑𝑖𝐿

𝑑𝑡
= 𝑣𝑖𝑛 − 𝑣𝑜                                                      (3.6)   

By KCL at node A we get: 

                                                                       𝑖𝐶 = 𝑖𝐿 − 𝑖𝑜 = 𝑖𝐿 −
𝑣𝑜

𝑅
                                               (3.7)   

By small ripple approximation we can write the above two equations as [32]: 

                                                          𝑣𝐿 = 𝐿
𝑑𝑖𝐿

𝑑𝑡
=< 𝑣𝑖𝑛 >𝑇𝑠

−< 𝑣𝑜 >𝑇𝑠
                 

                                                         𝑎𝑛𝑑   𝑖𝐶 = 𝐶
𝑑𝑣𝐶

𝑑𝑡
=< 𝑖𝐿 >𝑇𝑠

−
<𝑣𝑜>𝑇𝑠

𝑅
                          (3.9)            

In this case also the input current 𝑖𝑖𝑛 = 𝑖𝐿                                                                  (3.10) 

Now, by averaging the inductor voltage, capacitor current and input current from the above two 

cases conditions we get [32]: 

• Inductor voltage:                    < 𝑣𝐿 >𝑇𝑠
=< 𝑣𝑖𝑛 >𝑇𝑠

− (1 − 𝑑) < 𝑣𝑜 >𝑇𝑠
         (3.11) 

‘d’ signifies the average duty cycle, (1-d) is multiplied with < 𝑣𝑜 >𝑇𝑠
 because it exists only 

when S-OFF 

• Capacitor current:      < 𝑖𝐶 >𝑇𝑠
= (1 − 𝑑) < 𝑖𝐿 >𝑇𝑠

−
<𝑣𝑜>𝑇𝑠

𝑅
                          (3.12) 

(1-d) is multiplied with < 𝑖𝐿 >𝑇𝑠
 because it exists only when S-OFF 

• Input current:     < 𝑖𝑖𝑛 >𝑇𝑠
 =< 𝑖𝐿 >𝑇𝑠

                                                             (3.13) 

 

Fig.12: Switch-OFF condition 

(3.8) 
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Considering some superimposed small AC variations over DC quiescent values: 

< 𝑣𝑖𝑛 >= 𝑉𝑖𝑛 + 𝑣𝑖𝑛; < 𝑖𝐿 >= 𝐼𝐿 + 𝑖̂𝐿; 𝑑 = 𝐷 + 𝑑̂;< 𝑣0 >= 𝑉0 + 𝑣0; < 𝑖𝑖𝑛 >= 𝐼𝑖𝑛 + 𝑖̂𝑖𝑛 

Next, the non-linear models needs to be linearized [32].  

• Perturbation of Inductor voltage equation: 

                     < 𝑣𝐿 >𝑇𝑠
= 𝐿

𝑑<𝑖𝐿>𝑇𝑠

𝑑𝑡
=< 𝑣𝑖𝑛 >𝑇𝑠

− (1 − 𝑑) < 𝑣𝑜 >𝑇𝑠
                              (3.14) 

                         => 𝐿
𝑑(𝐼𝐿+𝑖𝐿̂)

𝑑𝑡
= (𝑉𝑖𝑛 + 𝑣𝑖𝑛̂) − (1 − (𝐷 + 𝑑)̂)(𝑉𝑜 + 𝑣𝑜̂)                     (3.15) 

By solving we get: 

𝐿
𝑑𝑖𝐿̂

𝑑𝑡
= (𝑉𝑖𝑛 + 𝑣𝑖𝑛̂) + 𝑑̂𝑉𝑜 − (1 − 𝐷)[ 𝑉𝑜 + 𝑣𝑜̂]                 (3.16) 

 

 

 

 

 

 

 

 

• Perturbation of Capacitor current equation: 

< 𝑖𝐶 >𝑇𝑠
= 𝐶

𝑑<𝑣𝑜>𝑇𝑠

𝑑𝑡
= (1 − 𝑑) < 𝑖𝐿 >𝑇𝑠

−
<𝑣𝑜>𝑇𝑠

𝑅
                       (3.17) 

=> 𝐶
𝑑(𝑉𝑜+𝑣𝑜)̂

𝑑𝑡
= (1 − (𝐷 + 𝑑)̂)[𝐼𝐿 + 𝑖𝐿̂] −

𝑉𝑜+𝑣𝑜̂

𝑅
                          (3.18) 

By solving we get: 

𝐶
𝑑𝑣𝑜̂

𝑑𝑡
= (1 − 𝐷)[𝐼𝐿 + 𝑖𝐿̂] − 𝑑̂𝐼𝐿 −

𝑉𝑜+𝑣𝑜̂

𝑅
                            (3.19) 

 

 

 

 

Fig.13: Inductor loop equation model 

Fig.14: Capacitor node equation model 
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• Input current equation: 

       < 𝑖𝑖𝑛 > =< 𝑖𝐿 >𝑇𝑠
                                           (3.20)  

=>  𝐼𝑖𝑛 + 𝑖𝑖𝑛̂ = 𝐼𝐿 + 𝑖𝐿̂                                           (3.21) 

 Figures-13 and 14 and the input current equation can be now combined to form a circuit as: 

Where, the circuits can be joined by replacing the dotted portion with DC-Transformer [32]  

 

 

Thus the AC equivalent model will be as shown in Fig. 17: 

 

 

 

    Fig.15: Small signal equivalent circuit model of boost converter (without DC transformer) 

Fig-16: Small Signal Equivalent Circuit Model of Boost Converter 

  Fig.17: Small signal AC equivalent circuit model of boost converter 

Fig.16: Small signal equivalent circuit model of boost converter 
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3.3 PI Compensation of Boost Converter: 

Single PID control is often insufficient to ensure the dynamic response of both voltage and 

current outputs simultaneously in systems like DC-DC boost converters. Hence, a double-loop 

PI controller simplifies the design process as boost converters have a Right Half Plane Zero 

(RHPZ) structure, making their control complex. So, double-loop control addresses this issue 

by providing simultaneous control of both voltage and current outputs, especially double-loop 

PI control helps to maintain stability, especially in the face of disturbances and model 

uncertainties [34]. 

Below given are some steps on how to implement double-loop PI compensation on boost 

converter. 

3.3.1 Finding the transfer function: 

From the given Fig.17 it is clear that V ̂in
 and  d̂ are two major control inputs of the boost 

converter. 

The output voltage ( V̂o) can be expressed as the superposition of two control inputs as given 

below [31]: 

V̂o(s) = GV̂in
∗ V̂in(s) + Gd̂ ∗ d̂                                         (3.22) 

Now, GV̂in
 is obtained by keeping one of the control input ( V̂in ) active and at the same time 

another control input ( d̂ ) is deactivated. 

Hence, the equivalent circuit after referring primary to secondary side we get: 

 

Fig.18: Equivalent circuit to find Gv̂in
 after referring primary to secondary side 
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Voltage Division Rule is applied; 

      

V̂o
V̂in

D′  =
R||

1

sC

sLD′2+(R||
1

sC
)
                                          (3.23) 

Upon simplification, we can say; 

GV̂in
=  

V̂o

V̂in
| (d̂ = 0) =

RD′

s2(LCR)+sL+RD′2                          (3.24) 

Now, Gd̂ is obtained by keeping one of the control input (d̂) active and at the same time 

deactivating another control input ( V̂in )  

Hence, the equivalent circuit after referring primary to secondary side we get; 

 

Applying nodal analysis at A; 

V̂o

R||
1

sC

+ ILd̂ +
V̂o−

d̂Vo
D′

sL

D′2

= 0                                       (3.25) 

Upon simplification we get [34]; 

Gd̂ =  
V̂o

d̂
|(V̂in = 0) =

RD′Vo−sRLIL

s2(LCR)+sL+RD′2                             (3.26) 

Now, during the double loop DC-DC boost converter design, the output voltage (V̂o) and the 

inductor current (îL) have to be measured. Therefore, the open-loop transfer functions “G1” and 

“G2” are derived respectively in the following equations. 

Transfer function “G1” between inductor current and duty ratio 
îL

d̂
|(V̂in = 0) is also obtained 

from Fig-19 by keeping control input ( d̂ ) active and at the same time deactivating another 

control input (V̂in ). 

Fig.19: Equivalent circuit to find Gd̂  after referring primary to secondary side 
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Applying KCL at point A; 

−îLD
′ + ILd̂ +

V̂o

R||
1

sC

= 0                                          (3.27) 

Upon simplification we get; 

          V̂o =
îLR−ILd̂R

sRC+1
                                                  (3.28) 

Applying KVL at loop 1; 

    
d̂Vo

D′
−

îLsL

D′2
− V̂o = 0                                             (3.29) 

Upon simplification and by replacing V̂o from eqn. (3.29) we get [34]; 

         G1 = 
îL

d̂
|(V̂in = 0) =

sVoC+2ILD′

s2LC+
sL

R
+D′2

                                (3.30) 

Similarly, transfer function between output voltage and the inductor current “G2” is obtained 

from Fig-20 [34]: 

G2 =
Gd̂

G1
=

V̂o
d̂
îL
d̂

=
V̂o

îL
|(V̂in = 0) =

D′Vo−sLIL

sVoC+2D′IL
                      (3.31) 

Substituting values of all defined terms in transfer functions “G1” and “G2” they can be 

expressed as 

G1 = 
îL

d̂
|(V̂in = 0) =

0.0023544s+0.3034

s2(6.4∗10−8)+s(0.00004)+0.25
                (3.32) 

G2 =
V̂o

îL
|(V̂in = 0) =

14.715−0.0024272s

0.00023544s+0.3034
                             (3.33) 

By observing the transfer function “G2” it can be said that the outer-loop of boost converter has 

a Right Half Plane Zero (RHPZ) structure, hence double-loop PI control is applied to ease the 

complexity that occurs due to presence of a Right Half Plane Zero. 

 

3.3.2 Double-loop Control: 

Double-loop control is implemented using PI controllers for both the current (inner-loop) as 

well as the voltage (outer-loop). The PI parameters are calculated to ensure that the system 

response meets desired transient characteristics. Firstly, inner current loop is compensated with 
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the help of PI controller “C1” and then the outer-loop is compensated with the help of PI 

controller “C2” which is attached to outer-loop [33]. 

 

Inner-loop transfer function “G1” is compensated by using PI controller “C1” such that, 

C1 = KP1
+

KI1

s
= 0.10339 +

1.0339

s
                                    (3.34) 

Next, the outer-loop is compensated by using the PI controller “C2” 

C2 = KP2
+

KI2

S
= 0.01561 +

0.09395

s
                                 (3.35) 

Compensating both the inner-loop and outer-loop with the help of PI controllers “C1” and “C2” 

respectively, we are able to obtain a stable output which follows the reference accurately, as 

shown in Fig. 21, which can be observed through both the scope output and the display output.  

 

Fig-21: Response of double-loop PI compensation of boost converter in continuous time 

Fig-20: Double-loop PI structure of a boost converter in continuous time 
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In order to, discretize the entire system a sample time of Ts= 2.5×10-6 seconds is chosen. The 

choice is made to incorporate 10 samples per 40kHz switching frequency of the converter. 

 

After discretization, Inner-loop transfer function can be written as, 

G1(z) =
0.091911z−0.091911

z2−1.998z+0.9984
                                        (3.36) 

Similarly, outer-loop transfer function can be written as, 

G2(z) =
−10.279z+10.433

z−0.9968
                                            (3.37) 

Inner-loop transfer function “G1” is compensated by using PI controller “C1” such that, 

C1 = KP1
+ KI1

T

z−1
= 24.962 +

14.3332

z−1
                              (3.38) 

Consequently, the outer-loop is compensated by using the PI controller “C2” 

C2(z) = KP2
+ KI2

T

z−1
= 3.5884 ∗ 10−5 +

1.07652∗10−5

z−1
                 (3.39) 

Thus, the output response can be seen by the help of a scope which shows successful PI 

compensation after discretization of the plant. 

 

 

 

 

 

 

 

Fig.22: Double-loop PI structure of a boost converter in discrete time 

 

Fig.23(a): Response of double-loop PI compensation of boost converter in discrete time 
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The root locus of the double-loop PI-compensation of the boost converter is: 

 

Fig. 23(b): Root Locus for PI compensated outer loop 

 

Fig. 23(c): Zoomed-in portion of the Root Locus of Fig. 23(b) 

 

As can be obtained from the root locus the GM i.e. the maximum gain for stability for the 

double-loop PI-compensated system will be 0.00080629. 
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Now, the double loop PI controller is implemented in Simscape model of the Boost converter 

by taking current and voltage measurement for inner-loop and outer-loop, respectively and 

keeping all the values of different components intact [34]. 

Keeping the PI controller gain same as we kept for continuous transfer function in both inner-

loop as well as outer-loop, such as 

C1 = KP1
+

KI1

s
= 0.10339 +

1.0339

s
                                    (3.40) 

C2 = KP2
+

KI2

S
= 0.01561 +

0.09395

s
                                   (3.41) 

The output response tries to follow the reference value as shown in Fig. 25. 

 

 

 

 

 

 

Fig.24: Simscape model of double-loop PI compensation of boost converter 

Fig.25: Response of Simscape model of double-loop pi compensation of boost converter 
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Hence, we can say from these responses it is evident that after double-loop PI compensation of 

boost converter the output tries to follow the reference given. 

 

3.3.3 Limitations of Boost Converters 

The presence of a right-half-plane (RHP) zero is a significant limitation in boost converters, 

especially in control design and system performance. Here’s an overview of the key limitations 

imposed by the RHP zero:  

1. Reduced Control Bandwidth leading to Slower Response and Delayed Settling Time  

2. Stability Challenges: Complex Control Design and a reduction in Phase Margin 

3. Limited Load Regulation against Dynamic Load Changes: Due to the RHP zeros when 

the load changes rapidly, the boost converter may struggle to adjust the output voltage quickly, 

leading to temporary deviations from the desired voltage level. 

4. Design Trade-offs as in the form of Gain and Bandwidth Trade-off 

5. Energy Efficiency Implications: The phase lag and slower response time can lead to less 

efficient energy transfer during transient conditions, as the converter cannot react as quickly to 

changes in input or load conditions.  

6. Impact on Maximum Power Point Tracking (MPPT) Performance: In applications like 

wind or solar energy, where MPPT is crucial, the RHP zero can hinder the ability to quickly 

track the maximum power point, reducing the overall energy capture efficiency. The slow 

response necessitated by the RHP zero means the system may not adapt quickly enough to 

changes in environmental conditions. 

One of the most popular means of mitigating the ill-effects of the RHP zeros is to employ 

periodic or multi-rate control to relocate the loop zeros at suitable locations leading to improved 

robustness.  
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Chapter 4 

Multi/2-Rate Control from a 2-Periodic Perspective: A 

Review 

 

4.1 Limitation of LTI controllers 

The Linear Time-Invariant (LTI) controller is widely recognized and commonly used in both 

research and industrial applications because it is relatively simple to analyse and design without 

introducing significant complexity. Many methods have been developed in control system 

engineering specifically for designing LTI controllers [17], [18], [20], [21], and they continue 

to be a preferred option in various industrial settings due to their straightforward nature. 

However, despite these advantages, LTI controllers do have some limitations, such as: 

1. Open loop zeros cannot be placed arbitrarily  

2.  Robust compensation cannot be achievable for the plant with NMP poles and zeros 

3. Arbitrary high GM cannot be achieved, due to the presence of NMP zeros  

Thus an LTI controller cannot overcome the difficulties caused by non-minimum phase(NMP) 

zeros. For plants with unstable poles and NMP zeros an LTI controller cannot ensure adequate 

robustness. Moreover, if the NMP zero and the unstable pole are at close vicinity then the 

robustness becomes even worse. Moreover, pole-zero cancellation cannot be used for 

safeguarding the internal stability. In this regard, periodic controller and multi-rate control can 

be beneficial, as they can be designed in such a way that zero placement can be achieved, thus 

improving the robustness by relocating the NMP loop-zeros at any arbitrary locations.   
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The periodic time-varying controllers have advantages over time-invariant controllers to 

stabilize the plant as well as to improve its robustness. The periodic control or a generalized 

multi-rate control i.e. multi-rate control from a 2-periodic perspective can place loop zeros 

arbitrarily and consequently the improved GM can be achieved compared to LTI controllers 

[17], [19], [20]. 

 

4.2 2-Periodic controller 

For an n-th order, SISO, LDTI plant 𝐺(𝑧) = 𝑘
𝑏(𝑧)

𝑎(𝑧)
 , r < n, with  

𝑎(𝑧) = 𝑧𝑛 + 𝑎𝑛−1𝑧
𝑛−1 + ⋯+ 𝑎1𝑧 + 𝑎0                                           (4.1) 

𝑏(𝑧) = 𝑏𝑟𝑧
𝑟 + 𝑏𝑟−1𝑧

𝑟−1 + ⋯+ 𝑏1𝑧 + 𝑏0                                         (4.2) 

Consider, following [17], the 2-periodic, m-th order controller shown in Fig.26 , where Di and 

Ci are 2-periodically time varying gains, which can be described in the form of discrete Fourier 

series as, 

𝐷𝑖(𝑁) = 𝑑𝑖,0 + (−1)𝑁𝑑𝑖,1,      𝑖 = 0,1, …𝑚 (4.3) 

𝐶𝑖(𝑁) = 𝑐𝑖,0 + (−1)𝑁𝑐𝑖,1,        𝑖 = 0,1, … (𝑚 − 1)                               (4.4) 

Fig.26 :The 2-Periodic controller in 1-DOF form and the LTI plant 
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The equivalent periodic coefficient transfer function corresponding to the controller is, 

𝐶(𝑧, 𝑁) ≜ [𝑄(𝑧, 𝑁)][𝑃(𝑧, 𝑁)]−1       

 = [𝐷𝑚𝑧𝑚 + 𝐷𝑚−1𝑧
𝑚−1 + ⋯+ 𝐷0][𝑧

𝑚 + 𝐶𝑚−1𝑧
𝑚−1 + ⋯𝐶0]

−1  (4.5) 

With 

𝑄(𝑧, 𝑁) ≜ 𝑄0(𝑧) + (−1)𝑁𝑄1(𝑧)         

  = [𝑑𝑚,0𝑧
𝑚 + ⋯+ 𝑑0,0] + (−1)𝑁[𝑑𝑚,1𝑧

𝑚 + ⋯+ 𝑑0,1]                                (4.6) 

𝑃(𝑧, 𝑁) ≜ 𝑃0(𝑧) + (−1)𝑁𝑃1(𝑧)    

 = [𝑧𝑚 + 𝑐𝑚−1,0𝑧
𝑚−1 + ⋯+ 𝑐0,0] + (−1)𝑁[𝑐𝑚−1,1𝑧

𝑚−1 + ⋯+ 𝑐0,1]         (4.7) 

 

Several methods are reported in the literature that can be employed to analyse a 2-periodic 

system. Such as, Floquet Theory, Frequency-lifted Reformulation, Cyclic Reformulation and 

Time-lifted Reformulation. In this work we will use the Time-lifted reformulation technique. 

 

4.2.1 Time-lifting method 

Time-domain lifting technique has the advantage of representing a SISO M-periodic system to 

an equivalent M-input M-output LDTI system, producing a M×M transfer matrix. It is to be 

noted that any LDTI system can be considered to be a 2-Periodic one and consequently it can 

be transformed into a MIMO time-invariant form. In 2-periodic system, coefficients of all the 

even and odd instants are similar. So, a SISO, causal, 2-periodic map g can be lifted to a 2-

input 2-output time invariant representation. As a result, it makes the lifted system expressed 

as even and odd instant LDTI systems. Let us consider e(0), e(1), e(2),..... be the sequence of 

inputs and u(0), u(1), u(2),….. be the corresponding output sequences [22]. Now, lifting the 

system to even and odd instants inputs and outputs and representing them in the transform 

domain as, 
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The even and odd instant input and output sequences can be written as, 

 

 

where,  

𝐸(𝑧) = The z-transform of complete input sequence, 

𝐸e(z
2) = The z-transform of even instant of the input sequence 

𝑧−1𝐸0(𝑧
2)= The z-transform of even instant of the input sequence,  

𝑈(𝑧) = The z-transform of complete output sequence,  

𝑈e (𝑧2) = The z-transform of even instant of the output sequence,  

𝑧−1𝑈0(𝑧
2) = The z-transform of even instant of the output sequence.  

 

Now, the even and odd instant outputs can be linked to the even and odd instant inputs as, 

 

 

 

 

       (4.8) 

       

(4.11) 

       (4.10) 

        (4.9) 

      (4.13) 

      (4.12) 

       (4.14) 
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with, 

 

 

 

Where each 𝐺ij (for 𝑖, 𝑗 = 1,2) is a LDTI, proper transfer function in 𝑧2. 

𝐺̃(𝑧2) is the lifted LDTI transfer matrix that satisfies the causality condition that 𝐺̃(∞) is  

lower triangular, which is the necessary and sufficient condition for the transfer function to be 

realizable as SISO 2-periodic system. 

 

4.2.2 Closed Loop Characteristic Equation 

Let, for any polynomial f(z), 𝑓+=𝑓(𝑧) and 𝑓-=𝑓(−𝑧). 

Time domain lifting theory is applied to the controller and the plant. The transfer matrix of the 

polynomial 𝑄(𝑧) becomes [17],[22] 

 

 

Where, 

 

 

 

The lifted transfer matrix of the polynomial 𝑃(𝑧), 

 

 

 

      (4.15) 

      (4.16) 

      (4.17) 

      (4.18) 
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where, 

 

 

 

As we know, controller transfer function is 𝐶(𝑧,𝑁)= [𝑄(𝑧)][𝑃(𝑧)]-1  

So, from (4.16) and (4.18), 

Where, 

Δ𝑐 = 4(𝑃0
+𝑃0

− − 𝑃1
+𝑃1

−) 

 

 

 

Now, the lifted transfer matrix of the plant is 

 

 

Where,  

 

 

The characteristic equation of the overall system (i.e. including the 2-periodic controller and 

the plant) is given by 

   Δ = 𝑑𝑒𝑡[𝐼+𝐾𝐺̅𝐶 ̅] 

Substituting the values of 2×2 transfer matrices of 𝐺̃ and C̅ from equation (4.20) and (4.22) to 

the characteristic equation of (4.24), we get, 

      (4.19) 

      (4.20) 

      (4.21) 

      (4.22) 

      (4.23) 

      (4.25) 

      (4.24) 
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4.2.3 Loop Zero Placement 

From the characteristic equation of (4.25), the plant zeros are the co-efficient of 𝐾2 term. Due 

to the presence of term, loop-zeros cannot be placed arbitrarily. But coefficient of 𝐾 term does 

not contain such term and roots of this coefficient can be assigned to the required places.  

Therefore, if coefficient of 𝐾2 term is made equal to zero then coefficient of 𝐾 term would 

determine the locations of loop-zeros. Consequently, achieving the loop-zero placement. To 

make the 𝐾2 term equal to zero, the following four conditions are used [40], 

 

 

 

 

The equation (4.25) now becomes, 

 The above equation can be written as, 

      𝐴̂(𝑧2)𝑃̂(𝑧2) + 𝑘𝑍̃(𝑧2) = ∆̂(𝑧2) = ∆̆(𝑧2)𝐷̃(𝑧2) = 0                     (4.27) 

Where, 

 

 

 

 

 

 

 

 

      (4.26) 

      (4.28) 

      (4.29) 

      (4.30) 
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From the above equations it can be noted that the controller pole polynomial and the loop-zero 

polynomial both are assignable. So, by adjusting the parameters of zero polynomial, zero 

placement can be achieved. 

 

4.2.4 Order of Controller 

It can be observed from (4.27), the degree of polynomials 𝐴̂(𝑧2) and 𝑃̂(𝑧2) are 2𝑛 and 2𝑚 

respectively. The degree of the polynomial 𝑍̂(𝑧2) can be defined as, 

𝜃 = 𝑚 + 𝜂  𝑤𝑖𝑡ℎ 𝜂 = 𝑛 − 𝐼+{
𝑛−𝑟

2
}                          (4.31) 

where,  

𝐼+ is the ceiling operator,  

𝜃 is the total number of assignable loop-zeros,  

𝜂 is the assignable plant zeros which depends upon the relative order of the plant.  

From (4.6), (4.7) and (4.29), the total number of assignable coefficients is (2𝑚+𝑚) to place 𝑚 

controller poles and (𝑚+ 𝜂) loop zeros. The order of the controller is defined by, 

𝑚 ≥ 𝜂 = 𝑛 − 𝐼+{
𝑛−𝑟

2
}                                   (4.32) 

Note that for plants of relative order either 1 or 2 one requires 𝑚 ≥ 𝑛 − 1 

 

4.2.5 Evaluation of Controller Parameters 

Controller parameters are evaluated by solving the characteristic equation. The controller is 

synthesized using approach of [17]. It is a two-stage method. In stage-I, an intermediate 

polynomial is obtained and in stage-II, controller parameters are calculated from the 

intermediate polynomial. 
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Stage-I 

 

 

 

 

 

From (4.34), (4.36) we obtain, 

 

 

 

Now, using (4.34), (4.36) and (4.38) the Sylvester matrix like equation is obtained below, 

 

 

 

 

 

Now, from (4.38) we can say that (4.40) will be a consistent set of equations if the following 

conditions are satisfied [24]:  

1. If the plant has a pole-zero cancelation at 𝑝 then the effective loop transfer function would 

have the same at 𝑝2, signifying that the loop-zero polynomial must have a root at 𝑝2. 

(Clearly, for internal stability, the plant should not have any unstable pole-zero cancelation 

at 𝑝, when |𝑝|<1)  

      (4.33) 

      (4.34) 

      (4.35) 

      (4.36) 

      (4.37) 

      (4.38) 

      (4.39) 
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2.  If the plant denominator has an even factor (𝑧2+𝑐), then also the loop transfer function 

would have a pole-zero cancelation at −𝑐, and so the loop-zero polynomial must contain 

the same factor. (Again, for internal stability, |𝑐|<1 must be satisfied.)  

3.  If the plant numerator has an even factor (𝑧2+𝑐), then the loop-zero polynomial must also 

contain the same.  

Equation (4.39) is solved using matrix inversion method and the L̂(z) polynomial is obtained. 

But the matrix 𝐵̅ may become singular for the following cases:  

i. If the plant has pole(s) or zero(s) at origin.  

ii. If the plant has a pole-zero cancelation at origin.  

iii. If the denominator and numerator contains only even factors.  

All these cases will lead to some all-zero identities, which will make (4.39) an undeterminable 

but consistent set of linear equations.  

Assume rank of 𝐵̅= rank of [𝐵̅ ∣ 𝑟̅]; then the equation (4.39) becomes consistent and the 

polynomial L̂(z) can be obtained. 

Stage-II 

Polynomial L̂(z) which is obtained in stage-I, now, will be divided into two parts for all four 

conditions 𝑄0
+ = ±𝑄1

± and will be suitably assigned to pole polynomials to calculate the 

controller parameters. 

Condition-1: 𝑸𝟎
+ = 𝑸𝟏

− 

From (4.36)  we get, 

𝐿̂(𝑧) = 𝑄0
−(𝑃0

+ − 𝑃1
−)                                    (4.40)              

Then, to find 𝑄0
− and (𝑃0

+ − 𝑃1
−), polynomial L̂(z) is divided into two parts such that  

i. Both the halves are real polynomials (i.e., a complex root and its conjugate should be present 

in the same half).  

ii. At least one of the halves has no even factor [17].  

If the factor that satisfies the 2nd condition is, in addition, monic, then the same can be chosen 

as (𝑃0
+ − 𝑃1

−) and the rest would be 𝑄0
− . Values of 𝑑i,0 and 𝑑i,1 (for i = 0, 1,…,m) can be directly 
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obtained from 𝑄0
− and 𝑄1

+ . Calculations for finding 𝑐i,0 and 𝑐i,1 (for i = 0, 1,…,m-1) are shown 

below.  

Let, 

      (𝑃0
+ − 𝑃1

−) = 𝛤(𝑧) = 𝛾0 + 𝛾1𝑧 + ⋯+ 𝛾𝑚𝑧𝑚               (4.41) 

 

From (4.7) and (4.41) it is obtained, 

                                                                𝑃0
+Γ− + 𝑃0

−Γ+ = 𝑃̂(𝑧2) + Γ+Γ−                    (4.42) 

Now, comparing both sided of the equation (4.42), we get 

 

 

 

 

 

 

 

 

The coefficients of 𝑃0 i.e. 𝐶0,0, 𝐶1,0, 𝐶2,0, …, 𝐶(𝑚−1),0 can be obtained by solving equation (   ). 

Using these values, coefficients of 𝑃1 i.e. 𝐶0,1, 𝐶1,1, 𝐶2,1, …, 𝐶(𝑚−1),1 can be calculated from the 

following equation, 

 

 

Condition-2: 𝑸𝟎
+ = −𝑸𝟏

− 

From (4.36) we get, 

L̂(z) = 𝑄0
−(𝑃0

+ + 𝑃1
−)                                    (4.45) 

 

      (4.43) 

      (4.44) 
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Now, procedures shown for condition can be followed. But equation for obtaining coefficients 

of 𝑃1 from coefficients of 𝑃0 will change and become as follows, 

 

 

4.3 Multi-Rate Control 

Multi-rate control of sampled-data/discrete-time systems has continued to be a topic of interest 

since the late 1950’s [42]. It is a control scheme where the plant output is sampled at a rate 

different than that at which its input is updated. The systems which use more than one sampling 

rate are called Multi-Rate digital control systems. 

4.3.1 Types of multi-rate control: 

Let T be the interval corresponding to the faster of the two sampling rates as mentioned in the 

definition. Then, In case of SISO plants,  multi-rate control can be divided into two categories 

[17]: 

▪ Fast-Input Control: Here the controller updates the plant input at a rate faster than the rate 

at which it samples the plant output. It may be denoted as (MT, T)-control. 

▪ Fast-Output Control: Here the controller samples the plant output at a faster rate than the 

rate at which it updates the plant input. It may be denoted as (T, MT)-control. 

 

Here, M=1 signifies LTI control and M = 2 signifies 2-rate control and so on. 

  

4.3.2 Why multi-rate control? 

For plants having unstable poles and NMP zeros an LTI controller may not yield sufficient gain 

margin(GM) and phase margin(PM) i.e. robust compensation cannot be achieved for such 

plants. Also pole-zero cancellation can not be used to remove the NMP zeros to avoid internal 

instability. So in this context attempts have been made to achieve zero placement using multi-

rate control. It can be done better by using FAST-OUTPUT control in comparison to FAST-

INPUT control [17]. 

 

      (4.46) 
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4.3.3 Fast-Output Controller scheme: 

 

 

 

In the fast-output control scheme, as shown in Fig-27, the plant output is detected at M 

uniformly spaced (T-interval) instants and based on these values the controller output is 

updated only once during the period MT and held constant at the same value during the 

subsequent (M −1) instants (at T-intervals). 

It can be of two types:  

• Even instant plant input updating 

•  Odd instant plant input updating 

We can represent the above two cases in a general way as: 

                                      u(2N + i) = k1y(2N + i) + k0y(2N + i − 1)                          (4.47) 

                   u(2N + i + 1) =  u(2N + i)                                     (4.48)                                                                        

Where k1 and k0  are time-invariant gains, and i can be 0 or 1,   which represents Even or Odd 

instant updating, respectively.  

 

Fig.27: Fast-output controller scheme 
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4.3.4 Fast-Input Controller scheme: 

 

 

In the fast-input control scheme, as shown in Fig-28, the plant output is detected at MT-intervals 

while the input is excited at T-intervals. Thus, the non-observance of (M − 1) out of the M 

numbers of plant outputs makes the system susceptible to being non-regulated for the non-

observed instants. 

 

It can also be of two types:      

• Even instant plant input updating 

• Odd instant plant input updating 

Here also we can represent the above two cases in a general way as: 

   u(2N + i) = k1y(2N + i)                                           (4.49) 

u(2N + i + 1) = k0y(2N + i)                                      (4.50) 

Where k1 and k0  are time-invariant gains, and i can be 0 or 1,   which represents Even or Odd 

instant updating, respectively. 

Some important points regarding fast input and fast output control: 

1. From (MT, MT)-control i.e. LTI control point of view (MT, T)-control, i.e. Fast-Input  

Control, can effect zero placement and hence provides better robustness. 

2. But the inter-sample behaviour of such systems are unacceptable. The T-interval responses 

of such systems contained large amount of swings/high oscillation. 

Fig.28: Fast-input controller scheme 
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3. Whereas for (T, MT)-control, i.e. Fast-Output Control, systems, the controller output 

remains intact for MT-intervals. So, they are not inherently susceptible to such inter-sample  

problems. 

4. 2-rate control i.e. by taking M=2, we can describe 2-rate control from a 2-periodic 

perspective. 

5. Generalized Multi-rate control can be considered as a Periodic control in augmentation with 

an LTI component. 

 

4.4 Multi (2)-Rate Control from a 2-Periodic Perspective: Generalized 2-Rate Control 

2-rate controllers using a 2-periodic perspective lead to the revelation that the  fast-output 2-

rate controllers can also effect zero placement and hence robust control with satisfactory 

response. In fact a generalized version of 2-rate controllers used so far has also been proposed 

in [17],[20] and the same is shown to be capable of handling third and higher order plants as 

well. 

4.4.1 Block Diagram 

The block diagram of a generalised m-th order 2-rate controller is shown in Fig. 29: 

 
Fig-29: A Generalised m-th order 2-rate controller 
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By augmenting our plant with  (1 +
1

𝑧
)  and then applying periodic control in it we can get 

benefits of both 2-rate and 2-periodic control. 

4.4.2 Illustrative Example: 

Let us consider a second order system consisting non-minimum phase 

                           𝐺(𝑧) =
(𝑧−1.3)

(𝑧−0.5)(𝑧−1.5)
                                      (4.51) 

Augmenting the plant with (1 +
1

𝑧
)  we get: 

             𝐺(𝑧) =
(𝑧−1.3)(𝑧+1)

𝑧(𝑧−0.5)(𝑧−1.5)
                                     (4.52) 

By choosing the desired closed loop poles, controller poles and the loop-zero positions 

carefully then following (  ), the corresponding pole and zero polynomials become: 

Â(z2) = −z2(z2 − 0.25)(z2 − 2.25), P̂(z2) = z2(z2 − 0.322),  

Z̃(z2) = −0.872(z2)3(z2 − 0.25), ∆̆= −(z2)2(z2 − 0.25), and D̃(z2) = (z2 − 0.85)2 

Then applying the condition Q0
+ = −Q1

−  and  L̂(z) = 𝑄0
−(𝑃0

+ + 𝑃1
−)  we get the controller 

parameters as: 

𝑑0,0 = 𝑑0,1 = 0,    𝑑1,0 = 𝑑1,1 = 0,    𝑑2,0 = −𝑑2,1 = 5.08,      𝑐0,0 = 𝑐0,1 = 0.2785, 

 𝑎𝑛𝑑   𝑐1,0 = 1.0794, 𝑐1,1 = −0.5348 

By putting it in the below circuit shown, with initial condition given: 
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The zero-input response of the system is as shown in Fig. 31. 

 

 

Fig.30: MATLAB Simulink implementation of 2-rate control 

Fig.31: Output response curve of Fig.30 simulation 
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The root locus of the compensated system is as given in Fig. 32. As can be seen here the loop-

zeros are relocated within the unit circle thus yielding a significantly better Gain Margin as 

compared to LDTI controllers. The GM value is 5.07. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.32: Root Locus of the system compensated by Multi (2)-rate control 
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Chapter 5 

Implementation of 2-Rate Control for Boost Converter 

 

5.1 Augmentation of boost converter  

In Chapter 3 a double-loop PI control technique for the boost converter is discussed. However, 

in the closed inner loop transfer function, after compensating with PI-controller, there exists a 

non-minimum phase zero which is: 

 𝐺𝑖𝑛(𝑧) = 𝐶1(𝑧)𝐺1(𝑧)
1+𝐶1(𝑧)𝐺1(𝑧)

= 2.2942(𝑧−0.4258)
(𝑧+0.1681)(𝑧+0.1281)

                         (5.1) 

The NMP zero can cause certain complications in the system specifically in terms of robustness 

margin. We already discussed about NMP pole and zero in Chapter 4. To overcome such a 

situation, we propose a multi (2)-rate control in the outer loop instead of PI-controller. So in 

the inner loop there is PI-control and in the outer loop there is Multi-Rate control. 

In chapter 4 the realization of a generalized 2-rate control using a 2-periodic control and an LTI 

part was discussed. Similarly, here we will augment the plant with an LTI part (1 +
1

𝑧
) which 

in conjunction with 2-periodic controller will form a multi-rate control. 

Without augmentation the effective plant transfer function was: 

                                         

  𝐺𝑖𝑛(𝑧) ∗ 𝐺2 =
−23.582(𝑧 − 0.4258)(𝑧 − 1.015)

(𝑧 + 0.1681)(𝑧 + 0.1281)(𝑧 − 0.9968)
  (5.2) 
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Following the augmentation, the transfer function becomes: 

           𝐺𝑜𝑢𝑡(𝑧) =
−23.582(𝑧 − 0.4258)(𝑧 − 1.015)(𝑧 + 1)

𝑧(𝑧 + 0.1681)(𝑧 + 0.1281)(𝑧 − 0.9968)
 

 

Now, we shall describe the steps to obtain the controller parameters to achieve arbitrary pole 

as well as loop-zero placement. 

5.2 Controller Synthesis  

In this section we shall discuss the steps involved in obtaining the controller gains. 

A. Lifting the plant: 

                           𝐴̂(𝑧2) = 𝑎+𝑎− = 𝑧2(𝑧2 − 0.9936)(𝑧2 − 0.0164)(𝑧2 − 0.02825)         (5.4) 

B. Order of the controller(m): 

n=order of denominator of plant=4; r=order of numerator of plant=3 

𝑚 = 4 − 𝐼+ (
4−3

2
) = 3                                           (5.5) 

C. Choosing controller poles: 

We are choosing the controller poles at origin to ensure that we can relocate loop zeros as well 

(if possible at origin) to improve loop robustness. 

        𝑃̂(𝑧2) = (−𝑧2)3                                                 (5.6) 

D. Desired closed loop poles: 

The order of the plant is 4; hence there must be 4 desired pole locations. As 3 controller poles 

are selected to improve stability of the plant, so 3 of the desired poles are placed at same 

location. Remaining one pole is chosen such that it is away from but inside the unit circle as 

         ∆̆(𝑧2) = 𝑧6(𝑧2 − 0.02825)                                      (5.7) 

Fig.33: Augmentation Block Diagram 

(5.3) 
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E. Additional closed-loop poles introduced by the controller: 

Seeing Root Locus of the augmented plant the additional closed-loop poles are chosen. 

𝐷̃(𝑧2) = −𝑧2(−𝑧2 + 0.2)2 

F. Loop zero polynomial: 

From eqn. (4.27)  we got: 

                             𝐴̂(𝑧2)𝑃̂(𝑧2) + 𝑘𝑍̃(𝑧2) = ∆̂(𝑧2) = ∆̆(𝑧2)𝐷̃(𝑧2) = 0                          (5.8) 

=> 𝑘𝑍̃(𝑧2) = ∆̆(𝑧2)𝐷̃(𝑧2) − 𝐴̂(𝑧2)𝑃̂(𝑧2)                                          (5.9) 

Solving we get,       𝑍̃(𝑧2) = −0.61𝑧8[𝑧4 + 0.01061𝑧2 − (1.09 ∗ 10−3)]                        (5.10)        

           

 

The root locus corresponding to the equivalent time-lifted loop transfer function is shown in 

Fig. 34. As can be obtained from the root locus the GM for the 2-rate compensated system will 

be 3.46, which can be shown to be significantly larger than the GM obtained by employing PI 

controller in the outer loop. 

G. Order of the controller (𝜃): 

 

                                             

Thus,                                                       𝜃 = 3 + 3 = 6                                                        (5.11) 

Fig.34: Root locus for 2-rate compensated plant 
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H. Controller Synthesis: 

a) 𝑍̃(𝑧2) = 𝑟0 + 𝑟2𝑧
2 + 𝑟4𝑧

4 + 𝑟6𝑧
6 + 𝑟8𝑧

8 + 𝑟10𝑧
10 + 𝑟12𝑧

12    as  𝜃 = 6                    (5.12) 

b) Expanding eqn. (5.10) we get: 

        𝑍̃(𝑧2) = −0.61𝑧12 − 0.006472𝑧10 + 0.0006649𝑧8                                          (5.13) 

Comparing with the polynomial 

𝑟0 = 0; 𝑟2 = 0; 𝑟4 = 0; 𝑟6 = 0; 𝑟8 = 0.0006649; 𝑟10 = −0.006472; 𝑟12 = −0.61 

c) 𝜑1 = 𝐼− {
𝑛+𝑟

2
} = 𝐼− (

7

2
) = 3    𝑎𝑛𝑑  𝜑2 = 𝐼− {

𝑛+𝑟−1

2
} = 3  

Now, 𝑎+𝑏− = 𝐵̂(𝑧) = 𝐵̂𝑒(𝑧
2) + 𝑧𝐵̂𝑑(𝑧2)  

= 𝑏0̂ + 𝑏̂2𝑧
2 + 𝑏̂4𝑧

4 + 𝑏̂6𝑧
6 + 𝑧[𝑏̂1 + 𝑏̂3𝑧

2 + 𝑏̂5𝑧
4 + 𝑏̂7𝑧

6]  

= 0 + 0.2188𝑧 + 3.3𝑧2 + 13.43𝑧3 + 3.121𝑧4 − 37.52𝑧5 − 6.127𝑧6 + 23.58𝑧7            (5.14) 

Thus, 𝑏0̂ = 0; 𝑏̂1 = 0.2188; 𝑏̂2 = 3.3; 𝑏̂3 = 13.43; 𝑏̂4 = 3.121; 𝑏̂5 = −37.52; 𝑏̂6 = −6.127; 𝑏̂7 = 23.58  

d) 𝐿̂(𝑧) =  𝐿̂𝑒(𝑧
2) + 𝑧𝐿̂𝑑(𝑧2) = 𝑙0̂ + 𝑙2𝑧

2 + 𝑙4𝑧
4 + 𝑙6𝑧

6 + 𝑧[𝑙1 + 𝑙3𝑧
2 + 𝑙5𝑧

4]   (5.15) 

e) 𝑍̃(𝑧2) = 2𝐵̂𝑒(𝑧
2)𝐿̂𝑒(𝑧

2) + 2𝑧2𝐵̂𝑑(𝑧2)𝐿̂𝑑(𝑧2)  

                   = 𝑟0 + 𝑟2𝑧
2 + 𝑟4𝑧

4 + 𝑟6𝑧
6 + 𝑟8𝑧

8 + 𝑟10𝑧
10 + 𝑟12𝑧

12                                      (5.16) 

Thus by (4.39) we get the Sylvester matrix as, 

        

[
 
 
 
 
 
 
𝑟0
𝑟2
𝑟4
𝑟6
𝑟8
𝑟10

𝑟12]
 
 
 
 
 
 

= 2 ∗

[
 
 
 
 
 
 
 
 
𝑏̂0 0 0 0 0 0 0

𝑏̂2 𝑏̂0 0 0 𝑏̂1 0 0

𝑏̂4 𝑏̂2 𝑏̂0 0 𝑏̂3 𝑏̂1 0

𝑏̂6 𝑏̂4 𝑏̂2 𝑏̂0 𝑏̂5 𝑏̂3 𝑏̂1

0 𝑏̂6 𝑏̂4 𝑏̂2 𝑏̂7 𝑏̂5 𝑏̂3

0 0 𝑏̂6 𝑏̂4 0 𝑏̂7 𝑏̂5

0 0 0 𝑏̂6 0 0 𝑏̂7]
 
 
 
 
 
 
 
 

[
 
 
 
 
 
 
 
 
𝑙0̂
𝑙2̂
𝑙4̂
𝑙6̂
𝑙1̂
𝑙3̂
𝑙5̂]

 
 
 
 
 
 
 
 

                   (5.17)        

    

[
 
 
 
 
 
 

0
0
0
0

0.0006649
−0.006472

−0.61 ]
 
 
 
 
 
 

= 2 ∗

[
 
 
 
 
 
 

0 0 0 0 0 0 0
3.3 0 0 0 0.2188 0 0

3.121 3.3 0 0 13.43 0.2188 0
−6.127 3.121 3.3 0 −37.52 13.43 0.2188

0 −6.127 3.121 3.3 23.58 −37.52 13.43
0 0 −6.127 3.121 0 23.58 −37.52
0 0 0 −6.127 0 0 23.58 ]

 
 
 
 
 
 

[
 
 
 
 
 
 
 
 
𝑙0̂
𝑙2̂
𝑙4̂
𝑙6̂
𝑙1̂
𝑙3̂
𝑙5̂]

 
 
 
 
 
 
 
 

        

(5.18) 
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Now, since one row of the matrix is zero, so are reducing the rank of the matrix by eliminating the 1st 

row of 𝐵̅-matrix and 1st element of 𝑟̂-matrix and hence 𝑙0 also =0. Thus the matrix becomes: 

[
 
 
 
 
 

0
0
0

0.0006649
−0.006472

−0.61 ]
 
 
 
 
 

= 2 ∗

[
 
 
 
 
 

3.3 0 0 0 0.2188 0 0
3.121 3.3 0 0 13.43 0.2188 0

−6.127 3.121 3.3 0 −37.52 13.43 0.2188
0 −6.127 3.121 3.3 23.58 −37.52 13.43
0 0 −6.127 3.121 0 23.58 −37.52
0 0 0 −6.127 0 0 23.58 ]

 
 
 
 
 

[
 
 
 
 
 
 
𝑙2̂
𝑙4̂
𝑙6̂
𝑙1̂
𝑙3̂
𝑙5̂]

 
 
 
 
 
 

              

(5.19) 

Solving the above matrix equation we get: 

𝑙1̂ = 0; 𝑙3̂ = −3.8561; 𝑙5̂ = −7.3872; 𝑙2̂ = 0.2557; 𝑙4̂ = 15.9410; 𝑙6̂ = −28.3802 

I. Controller Parameters: 

To find the controller parameters we choose the condition: 𝑄0
+ = 𝑄1

−   

Then from (4.40) one gets,  𝐿̂(𝑧) = 𝑄0
−(𝑃0

+ − 𝑃1
−) 

Now according to the condition discussed before in chapter 4 we divide the 𝐿̂(𝑧) polynomial 

into two parts: 

𝐿̂(𝑧) = 0.2557𝑧2 + 15.941𝑧4 − 28.302𝑧6 − 3.8561𝑧3 − 7.3872𝑧5                             (5.20) 

          = (−28.38𝑧3 − 15.79𝑧2 + 11.88𝑧)(𝑧3 − 0.296𝑧2 + 0.02152𝑧)                         (5.21) 

Assigning the non-monic part as 𝑄0
− and the monic part as (𝑃0

+ − 𝑃1
−) 

∴ 𝑄0
− = (−28.38𝑧3 − 15.79𝑧2 + 11.88𝑧)                                   (5.22) 

𝑎𝑛𝑑 (𝑃0
+ − 𝑃1

−) =  (𝑧3 − 0.296𝑧2 + 0.02152𝑧)                         (5.23) 

a) Calculation of 𝐷0, 𝐷1, 𝐷2, 𝐷3: 

From (4.6)  for m=3  

 𝑄0(𝑧) = 𝑄0
+ = [𝑑3,0𝑧

3 + 𝑑2,0𝑧
2 + 𝑑1,0𝑧 + 𝑑0,0]                                                             (5.24) 

∴ 𝑄0
− = [−𝑑3,0𝑧

3 + 𝑑2,0𝑧
2 − 𝑑1,0𝑧 + 𝑑0,0] = (−28.38𝑧3 − 15.79𝑧2 + 11.88𝑧)          (5.25) 

Thus by comparing: 

𝑑3,0 = 28.38; 𝑑2,0 = −15.79; 𝑑1,0 = −11.88; 𝑑0,0 = 0 
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Now, according to condition:  𝑄0
+ = 𝑄1

−      

=>  [𝑑3,0𝑧
3 + 𝑑2,0𝑧

2 + 𝑑1,0𝑧 + 𝑑0,0] = [−𝑑3,1𝑧
3 + 𝑑2,1𝑧

2 − 𝑑1,1𝑧 + 𝑑0,1]                  (5.26) 

Thus by comparing: 

𝑑3,1 = −𝑑3,0 = −28.38; 𝑑2,1 = 𝑑2,0 = −15.79; 𝑑1,1 = −𝑑1,0 = 11.88; 𝑑0,1 = 𝑑0,0 = 0 

According to eqn. (4.3) 

• 𝐷0 = 𝑑0,0 + 𝑑0,1 = 0 (𝐸𝑣𝑒𝑛)    𝑎𝑛𝑑  𝑑0,0 − 𝑑0,1 = 0 (𝑂𝑑𝑑) 

• 𝐷1 = 𝑑1,0 + 𝑑1,1 = 0 (𝐸𝑣𝑒𝑛)    𝑎𝑛𝑑  𝑑1,0 − 𝑑1,1 = −23.76 (𝑜𝑑𝑑) 

• 𝐷2 = 𝑑2,0 + 𝑑2,1 = −31.58 (𝐸𝑣𝑒𝑛)      𝑎𝑛𝑑    𝑑2,0 − 𝑑2,1 = 0 (𝑂𝑑𝑑) 

• 𝐷3 = 𝑑3,0 + 𝑑3,1 = 0 (𝐸𝑣𝑒𝑛)     𝑎𝑛𝑑  𝑑3,0 − 𝑑3,1 = 53.76 (𝑂𝑑𝑑) 

 

 

c) Calculation of 𝐶0, 𝐶1, 𝐶2: 

From  eqn. (4.41)   for m=3   :    (𝑃0
+ − 𝑃1

−) = Γ(𝑧) = γ0 + 𝛾1𝑧 + 𝛾2𝑧
2 + 𝛾3𝑧

3  

                                                                                      = (𝑧3 − 0.296𝑧2 + 0.02152𝑧)                  (5.27) 

By comparing:  γ0 = 0; γ1 = 0.02152; γ2 = −0.296; γ3 = 1 

From (4.29)  for m=3   :   𝑃̂(𝑧2) =  𝑝̂0 + 𝑝̂2𝑧
2 + 𝑝̂4𝑧

4 − 𝑧6 = −𝑧6                                   (5.28) 

By comparing:   𝑝̂0 = 0; 𝑝̂2 = 0; 𝑝̂4 = 0 

From (4.42) we got :   𝑃0
+Γ− + 𝑃0

−Γ+ = 𝑃̂(𝑧2) + Γ+Γ−  

Expressing the above equation in matrix form for m=3 we get: 

2 [

𝛾0 0 0 0
𝛾2 −𝛾1 𝛾0 0
0 −𝛾3 𝛾2 −𝛾1

0 0 0 −𝛾3

] [

𝑐0,0

𝑐1,0

𝑐2,0

1

] =

[
 
 
 
 

 𝑝̂0 + 𝛾0
2

𝑝̂2 + 2𝛾0𝛾2 − 𝛾1
2

𝑝̂4 − 2𝛾1𝛾3 + 𝛾2
2

−1 − 𝛾3
2 ]

 
 
 
 

                       (5.29) 

Putting the values in the above matrix equation we get: 

      2 [

0 0 0 0
−0.296 −0.02152 0 0

0 −1 −0.296 −0.02152
0 0 0 −1

] [

𝑐0,0

𝑐1,0

𝑐2,0

1

] = [

 0
−4.631 ∗ 10−4

0.0444
−2

]   (5.30) 
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Solving the above matrix equation we get: 𝑐0,0 = 0.0037; 𝑐1,0 = −0.0402; 𝑐2,0 = −0.012 

Thus from eqn. (4.44): 

𝑐0,1 = 𝑐0,0 − 𝛾0 = 𝑐0,0 − 0 = 0.0037                                                                                    (5.31) 

𝑐1,1 = −(𝑐1,0 − 𝛾1) = −(−0.0402 − 0.02152) = 0.06172                                                (5.32)                    

𝑐2,1 = 𝑐2,0 − 𝛾2 = −0.012 − (−0.296) = 0.284                                                                   (5.33) 

According to eqn. (4.4) 

• 𝐶0 = 𝑐0,0 + 𝑐0,1 = 7.4 ∗ 10−3 (𝐸𝑣𝑒𝑛)    𝑎𝑛𝑑  𝑐0,0 − 𝑐0,1 = 0 (𝑂𝑑𝑑) 

• 𝐶1 = 𝑐1,0 + 𝑐1,1 = 0.02152 (𝐸𝑣𝑒𝑛)    𝑎𝑛𝑑  𝑐1,0 − 𝑐1,1 = −0.10192 (𝑜𝑑𝑑) 

• 𝐶2 = 𝑐2,0 + 𝑐2,1 = 0.272 (𝐸𝑣𝑒𝑛)      𝑎𝑛𝑑    𝑐2,0 − 𝑐2,1 = −0.296 (𝑂𝑑𝑑) 

The proposed double-loop control of the Boost Converter is realized using MATLAB Simulink, 

the Simulink Model is shown in Fig. 35. 

 

The simulation result for 2-rate compensated system is presented in Fig. 36. 

 

Fig.35: Double-loop control of boost converter with 2-rate control in outer loop 

       Fig.36: Output response curve for the 2-rate compensated system 
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Finally, the proposed control topology, along with the Boost converter, is implemented for an 

Wind Power Generation System via MATLAB Simulink as shown in Fig. 38. 

 

 

 

  

      Fig.37: The subsystem model of 2-rate control shown in Fig.35 



64 
 

Fig.39: Wind Turbine Subsystem 

Fig.38: Simulink model of Wind turbine and boost converter with 2-rate compensation 
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The response for the proposed double-loop compensation of the Boost Converter for the 

simulated Wind Power Generation scheme is as shown in Fig. 40. 

 

 

 

 

5.3 Conclusions: 

This chapter shows how the generalized 2-rate control can be realized as a combination of a 2-

periodic controller along with an LTI part. A controller topology involving PI controller at the 

inner loop and a 2-rate controller at the outer loop is proposed and the methodology yields 

stable operation of the boost converter employed in wind generation applications. The 

simulation results are presented and it was found that the proposed 2-rate control scheme yields 

a better robustness margin as compared to double loop PI control scheme. 

However, the transient behavior of the system response desires a lot of improvement. We intend 

to investigate further to improve the transient response so that it becomes acceptable. 

 

 

 

 

 

 

 

Fig.40: Output response curve for double-loop compensation of boost converter for wind  

power generation 
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Chapter 6 

Conclusion and Future Scope 

 

6.1 Conclusion 

DC-DC boost converters are essential components in wind turbine systems, providing crucial 

functions such as voltage regulation, maximum power point tracking (MPPT), and power 

quality improvement. These converters ensure that the variable and often low-voltage output 

from wind turbines is efficiently stepped up to a stable level suitable for grid integration or 

storage. Despite the challenges posed by factors like the right-half-plane (RHP) zero, which 

affects control bandwidth and stability, boost converters have proven to be effective in 

enhancing the overall performance and reliability of wind energy systems. 

The implementation of 2-rate controller for boost converters has enabled better robustness as 

compared to its LTI counterparts. Their role in stabilizing the power output is particularly 

critical for ensuring consistent and high-quality energy supply, which is essential for both 

standalone and grid-connected wind energy systems. 

 

6.2 Future Scope 

The future of DC-DC boost converters in wind turbine operations lies in overcoming the 

limitations and further optimizing their performance to meet the growing demands of 

renewable energy systems. Key areas of focus include: 

1. Improved Transient Behaviour: A thorough investigation is needed to be carried out 

to modify the choice of controller and closed-loop poles to achieve acceptable transient 

response.  
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2. Advanced Control Techniques: Development of sophisticated control algorithms that 

can better handle the RHP zero and improve the dynamic response. This includes 

adaptive and predictive control strategies that can optimize performance under varying 

wind conditions. 

3. Integration with Energy Storage Systems: Enhancing the role of boost converters in 

hybrid wind energy systems that include energy storage. This would involve developing 

converters that can efficiently manage bidirectional power flow, allowing for better 

storage and retrieval of energy in systems with batteries or other storage technologies. 

4. Improved MPPT Algorithms: Advancing MPPT algorithms to be more responsive 

and accurate, particularly in rapidly changing wind conditions. Machine learning and 

AI-based algorithms could be explored to predict optimal operating points in real-time. 

5. Grid Support Functions: Developing boost converters with enhanced grid support 

functionalities, such as reactive power compensation and frequency regulation, to help 

stabilize the grid and support the integration of higher levels of renewable energy. 

6. Integration with Smart Grids: Investigating the role of boost converters in smart grid 

applications, where they could be used to dynamically manage power flows and 

contribute to grid resilience, especially as the penetration of wind energy continues to 

increase. 
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