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ABSTRACT

Title of the thesis: Exploring diverse solid-state structural assemblies of some organic

compounds and metal complexes in the context of crystal engineering
Submitted by: Samiul Islam [Index No: 34/21/Phys./27]
Department: Physics

X-ray diffraction and crystallography is undoubtedly one of the most powerful analytical
technique to elucidate the structure of crystalline materials at the molecular level. The
crystallographic study of the solid-state structures of organic compounds and metal complexes has
attracted intense attention due to their fascinating structures and properties. The subject, namely
crystal engineering, evolved from an intersection of crystallography and chemistry, but nowadays
it employs crystallography, spectroscopy, and computation. The study and understanding of weak
forces are necessary to develop new applications in supramolecular chemistry across a diversity
of fields. The interplay of the cooperative weak noncovalent interactions is certainly of great

importance in building multidimensional structures.

v

In this proposed dissertation, various compounds will be synthesized and structurally
characterized by X-ray diffraction. The investigations proposed herein are aimed at systematically
studying different noncovalent interactions in building extended solid-state networks to gain
knowledge in this nascent field. Therefore, it is aimed to explore the robust feature of non-covalent
interactions in building multi-dimensional supramolecular frameworks. Attempts have been made
to explore several supramolecular structural diversities for the first time in solid-state. Hirshfeld
surface analysis has been performed to quantify non-covalent interactions. The non-covalent
interactions have also been successfully characterized by using several theoretical studies, such as

DFT calculations, QT AIM analysis, NCI Plot Index, PIXEL calculations, etc.
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PREFACE

The title of the present thesis is “Exploring diverse solid-state structural assemblies of some
organic compounds and metal complexes in the context of crystal engineering”. The
research orientation in the field of crystal engineering mainly focuses on the development of
new solids with desired properties as well as the role of non-covalent interactions in the
construction of those solids. And the crystalline and molecular structure of grown solids can
be effectively done using single crystal X-ray diffraction techniques. However, the structure
of the grown crystal is only as good as the crystal used for data collection. The proposed
research work focuses on spectroscopic and single crystal X-ray structural studies of various
organic compounds as well as metal-organic complexes. The investigation would include
structure determination of grown solids using single crystal X-ray diffraction and validation
of determined structure through powder X-ray diffraction method, CHN elemental analysis,
IR spectroscopic studies etc. The optical property of the grown solids would be determine

using UV-Vis spectroscopic study.

Crystallographic research revealed the conformation of the molecules, and also examined the
significance of intermolecular interactions in molecular packing, with an emphasis on
supramolecular self-assembled structures. The self-assembled supramolecular structures have
been explored to observe the role of non-covalent interactions in the formation of crystal
structures. Weak interaction-based self-assembly has proven to be a helpful and efficient
method for building pre-designed and well-defined architectures. In this proposed research
work, the fascinating roles of the most reliable hydrogen bonding interactions as well as
interactions involving the aryl ring in the development of supramolecular self-assembly are
studied.

In this proposed research work, the non-covalent interactions involved are further
characterized using tools based on Hirshfeld surfaces and several theoretical studies, such as
DFT calculations, QTAIM analysis, NCI Plot Index, PIXEL calculations, etc. A visual insight
into the Hirshfeld surface features non-covalent interactions and corresponding 2D fingerprint
plots showing the percentage contribution of interactions involved. DFT calculations can

determine the interaction energy of a dimer, and PIXEL calculations can obtain the lattice

energy. The topological parameters at the bond critical points indicate the nature of the non-




covalent interaction and further dissociation energy of the interactions can also be obtained.
Furthermore, the NCI plot characterize non-covalent interactions visually by colored
isosurfaces. Therefore, the proposed research work can help to understand the significance of
non-covalent interactions in controlling the crystal structure and designing novel materials in
the context of crystal engineering. The present thesis consists of five chapters. The contents of

the respective chapters are summarized below.

In Chapter 1, the methodology of the proposed research work is discussed. Structure
determination from single crystal X-ray data and various methods of characterization of grown
solids are covered in detail in this chapter. Phase problems in crystallography, structure
solution methods, and structure refinement are briefly described in this chapter. Crystal
engineering, molecular recognition, self-assembly, supramolecular synthesis, supramolecular
synthons, and other intermolecular interactions (including non-covalent interactions) are all
covered in detail. This chapter also covers the concepts of Hirshfeld surface analysis, DFT
calculations, QTAIM analysis, NCI plot index, and PIXEL calculation, which are used to to

demonstrate the authenticity of the thesis's provided structures.

In Chapter 2, the pH-dependent reaction between 2,6-pyridine dicarboxylic acid (PDA) and
Mg(NOs), in water leads to the formation of two new complexes (1) and (2). The grown
complexes are structurally characterized through single-crystal X-ray diffraction analyses. The
structural investigations show that the hydrogen bonds along with lone-pair---z interactions
stabilize the crystal structure of the complex (1) whereas complex (2) is stabilized only through
hydrogen bonds. Non-covalent interactions are characterized using Bader's quantum theory of
“Atoms in Molecules” (QTAIM). Topological analysis at the bond critical points revealed that
all of the interactions are of closed-shell interactions. The “Non-covalent Interaction” (NCI)
plot index was performed to characterize the non-covalent interactions of the structures

discussed in this study.

In Chapter 3, crystals of penta(carboxymethyl)diethylenetriamine have been characterized
using single-crystal X-ray diffraction analysis. X-ray diffraction analysis exhibit that O-H---O
and C-H--O hydrogen bonging interactions combine to construct the final solid-state

supramolecular structures. Involved intermolecular interactions are quantified through




Hirshfeld surface analysis and fingerprint plots. Molecular energy frameworks have been
developed to analyze the dominant interaction forces involved in molecular packing strength.
Bader’s quantum theory of “Atoms-in-Molecules” (QTAIM) analysis validates the existence
of hydrogen bonding contacts, and the topological analysis revealed that all of the interactions
are closed-shell interactions. Furthermore, the “Non-covalent Interaction” (NCI) plot index

illustrates the solid-state supramolecular networks.

In  Chapter 4, Two novel Co(ll) complexes, {[Co(2,6-pydc).]:[Co(4,4'-
tmdpy)(H20)4]-2H,0}(1) and {2[Co(2,6-pydc).]*-[2(4,4"-bpy]**-10(H.0)-0}(2) [2,6-pydc =
2,6-pyridinedicarboxylic acid, 4,4'-tmdpy = 4,4'-trimethylenedipyridine, 4,4"-bpy = 4,4'-
Bipyridine] have been designed, synthesized, and characterized using elemental analysis,
spectroscopic techniques, and single-crystal X-ray diffraction analysis. For complex (1),
hydrogen bonding, n-m and lone pair (L.p.)---m interactions help in the formation of
supramolecular networks, whereas for complex (2), hydrogen bonding, n--n, m-n*, - x,
L.p-- 7 play the pivotal role in building final solid-state structure. A unique 3D supramolecular
architecture generated in complex (1) through 7' and 1.p- - ‘7 interactions. On the other hand,
Complex (2) also exhibits a unique (Lp - w/n-n'/n"n/mn/mn*/m"n/mLp)h self-
assembly. The noncovalent interactions were characterized through Bader’s quantum theory
of “Atoms in Molecules” (QTAIM) and “Non-covalent Interaction” (NCI) plot index. The
evaluation of topological parameters at (3, —1) BCPs ensured the ‘closed-shell” nature of the

intermolecular interactions.

In Chapter 5, two polymorphic forms of 2-amino-3-nitropyridine (Form-1 and Form-I1)
were structurally characterized by single crystal X-ray diffraction analysis and compared with
another polymorphic form (Form-I11) with a detailed analysis of intermolecular interactions.
X-ray crystallography reveals that the polymorphs generate completely different network
structures through hydrogen bonding interactions. Polymorphic Form-I exhibits a layer
assembly through cooperative face-to-face n---w and lone pair--x interactions, whereas Form-
Il, and Form-I11l exhibit only hydrogen bonds. Hirshfeld surface analysis reveals a more
detailed investigation of the intermolecular interactions experienced by the polymorphic forms
of 2-amino-3-nitropyridine. Quantitative analysis of interaction energies involving different

noncovalent interactions was calculated and compared to gain deeper insight into the role of




such interactions in stabilizing the polymorphs. The interaction energies of non-covalent
interactions are calculated by using theoretical DFT calculations as well as the PIXEL
calculations. The PIXEL method provides us precise interaction energy as well as lattice
energy with energy decomposition scheme. Bader’s quantum theory of “Atoms in Molecules”
(QTAIM) expose the nature and strength of these interactions The NCI (Non-covalent
Interaction) plots are further employed to characterize the non-covalent interactions.
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X-ray Crystallography and Crystal Engineering... Chapter 1

Crystallography is the most powerful analytical method that deals with the structure
and properties of crystalline solids, mainly the arrangement and bonding of atoms and
molecules in crystalline solids and the geometric structure of the crystal lattices. Crystal
structure analysis is based on X-ray diffraction phenomena, where the wavelength of the
radiation must be comparable to the inter-atomic spacing. X-ray crystallography determines
crystal structure at the atomic and molecular levels, where the crystal atoms diffract X-ray
beams. X-ray diffraction is used to investigate the nature of crystalline and noncrystalline
materials. X-ray diffraction can provide information about unit cell dimensions. The interior of
the unit cell is composed of a collection of atoms and, subsequently, Z number of molecules.
Because of the periodic nature of crystals, each unit cell and its contents are indistinguishable.
The ordered arrangement of atoms, ions, or molecules is related to crystalline materials'
physical, chemical, and biological properties. Crystallography has therefore become an
interdisciplinary research field. The subsequent sections briefly explain the methods used in

the study.

1.1.  X-ray Diffraction

Experimental analysis of crystalline materials became possible after Rontgen
discovered the X-ray in 1895. In the electromagnetic spectrum, X-rays lie between ultraviolet
light and gamma radiation. X-rays have a wavelength in the range of (0.5-2.5) A. In 1912,
Max Von Laue recognized that the wavelength of X-rays is comparable to the typical inter-
atomic spacing of the crystal. He further proposed that crystals could be used as the diffraction

gratings.

When a crystal is exposed to a monochromatic beam of X-rays, it is reflected. However,
the reflection occurs only when the glancing angle 4 has specific values. These values depend
on the wavelength of the incident beam and lattice constants of the crystal. The crystal is
considered a set of parallel lattice planes equidistant from one another in a crystal structure,
separated by a distance d. The incident X-ray penetrates deep into the crystal and is reflected
from the lower planes. Thus several beams of X-rays reflected from each of these planes are
obtained. These reflected beams are then collected simultaneously at a distant detector. These
reflected radiations may, therefore, undergo constructive or destructive interference producing
maxima or minima in specific directions, i.e., experience diffraction phenomena. If the path
difference between the two incident wave-fronts is an integral multiple of wavelength 24,
constructive interference will take place between the reflected beams. Thus the intensity will

be maximum for nl = 2dsin6, where n is an integer. This is well-known Bragg’s law proposed

3



X-ray Crystallography and Crystal Engineering... Chapter 1

by W.L. Bragg and W.H. Bragg in 1913. This law reveals that crystals are a periodic array of
atoms and open the paths for solid-state physics; hence, a new branch came into existence, i.e.,

X-ray crystallography [1].

An X-ray diffractometer has an X-ray source, a sample under investigation, and a
detector for detecting diffracted X-rays. An automatic counter is there for measuring the
intensity of X-ray diffraction. Diffracted intensities are counted directly, and Bragg’s law gives
the angular information that further helps us achieve the cell geometry and determine crystal

structure.

X-ray diffraction is mainly used for two aspects, one is fingerprint characterization of
crystalline materials and the other is to determine their structure [2]. Every crystalline solid
exhibits a unique characteristic X-ray powder pattern. Consequently, in a given material, the
X-ray powder pattern is the “fingerprint” of periodic atomic arrangements [3]. After identifying
the material, one can determine its structure in the context of X-ray crystallography, i.e., atomic
packing in the crystalline state and the interatomic distance and angle, etc. The size and shape

of the unit cell for any compound can be easily determined by X-ray diffraction.

1.2.  Structure Determination from Single Crystal X-Ray Diffraction

There are two types of X-ray diffraction techniques, one is powder X-ray diffraction
(PXRD), and another is single crystal X-ray diffraction (SCXRD). The main steps in single-
crystal X-ray diffraction analysis are presented in the flow chart (Scheme 1.1).

™ ™ ™
iy b the Determination colleetion Data
of the unit cell collection
crystal parameters
Y ™ ™ ™
infcciprﬁ;?ilon Structure Structure Data
file (CIF) refinement solution processing

4

Scheme 1.1. Steps for single crystal X-ray diffraction analysis.

A detailed methodology of the single-crystal X-ray diffraction is attached below.

1.2.1. Sample Selection
The first and most important step for single-crystal X-ray diffraction is sample selection

because the quality of the solved crystal structure depends on the crystal selected for data



X-ray Crystallography and Crystal Engineering... Chapter 1

collection. Therefore, the sample should have smooth surfaces, and the crystal should be

optically clear, which can be determined with a polarizing microscope.

1.2.2. Sample Mounting

The selected sample is then mounted to the tip of very thin glass fibre using epoxy or
cement. Special care is required to use enough epoxy to secure the sample without embedding
the mounting compound. This fibre is attached to a brass mounting pin, usually using modelling
clay, and this fibre-pin arrangement is then inserted into the goniometer head. After that, the
goniometer head is fitted to the diffractometer. The sample is centered by viewing through a

microscope or video camera attached to the diffractometer.

Figure 1.1. Single crystal X-ray diffraction pattern.

1.2.3. Collection of X-Ray Intensity Data

Once the crystal is centered, an enacting rotational image is collected to test the sample’s
quality and select the parameters for the next steps. An automated collection routine has been
used to collect the initial set of frames for unit cell determination. Reflections from these frames
are automatically indexed so that the reduced primitive cell is selected and the orientation
matrix (which relates the unit cell to the actual crystal position within the beam) is calculated.
Primitive unit cells are refined by the least-squares method and then transformed into suitable
crystal systems and Bravais lattices. This resulting cell is also refined using the least-squares
method to determine the final orientation matrix of the sample. Intensity data are collected after
cell refinement and orientation matrix determination. Usually, this is done by accumulating a
sphere or hemisphere of data using an incremental scan method, collecting frames in 0.1°-0.3°
increments (at certain angles while keeping others constant). The collection time is reduced for
highly symmetric materials because the collection can be constrained symmetrically. For

molybdenum (Mo) radiation, data is typically collected between 4° and 60° (26). A total run

5



X-ray Crystallography and Crystal Engineering... Chapter 1

time of about 6-8 hours is required for a hemisphere of data if the exposure time is 10-30

seconds per frame.

1.2.4. Space Group Determination

Space group determination is the most significant part of crystal structure determination
and usually follows the indexing step. The symmetry possessed by crystals can be described
by space group theory, one of the triumphs of mathematical crystallography. For example, if a
substance has a monoclinic crystal system with an 'n' number of atoms, then space group theory
lists all possible arrangements of 'n* atoms with monoclinic symmetry. The number of possible
space groups can be reduced by noting the missing reflection indices from X-ray diffraction
data. Thus, only two or three possible atomic arrangements remain.

Sometimes some space groups can be uniquely determined by applying the missing
indices criterion to the diffraction pattern. When this criterion of missing indices fails to
determine the correct space group, a number of alternative space groups must be considered

and a successful structure solution adopted.

1.2.5. Structure Solution

The structure factor (Fna) is the mathematical description of the wave scattered by a
crystal. The structure factor is a complex quantity, and its magnitude is the amplitude of the
wave scattered. The phase angle determined the direction of the structure factor in the complex

plane. It is given by the expression

N (1.1
J— Z f}e[—zm(hxj+kyj+lzj)]
J

= Fupg = |Frple™rit (1.2)

Where fj is the atomic scattering factor of the j atom positioned at (x;, yj, zj) in the unit cell and
@nrt 1S the phase angle. The scattering intensity is the square of the amplitude of the structure

factor and may be expressed as
Ikt = |Fpjal? (1.3)

If the phase angle is known, the structure factor can be represented in terms of electron density

distribution function (p(x,y,z)) and given by the expression
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1 1 1
Fhkl =V f f f p(x’ y, Z)eZn'i(hx+ky+lz)dx dy dz (1.4)
x=0y=02z=0

The structure factor is the Fourier transform of the electron density distribution function. Hence

p(x,y,z) can be expressed in terms of Fnx as
p(x, Y, Z) = (]_/V) z Z Z Fhkle—2ni(hx+ky+lz) (1.5)
h k 1

Therefore, evaluating the electron density from the set of crystal data and consequently Fhi is
mandatory for solving a crystal structure. This operation is known as Fourier synthesis. As the
electron density distribution is periodic in nature, it can be represented in terms of the Fourier
series. A three-dimensional contour map is usually plotted for p(x,y,z), called the electron
density map, which includes information on nuclear positions and molecular structure. By

considering the phase, electron density distribution for a unit cell can be expressed as
p(x,y,z) = (1/V) Z z Z | Fyp | @2 (x4 ky+lz=¢nia) (1.6)
hok L

The ultimate goal of an X-ray diffraction experiment is the computation of the electron
density function and for this, we need both the magnitude and phase of corresponding structure
factors from the relative intensities. However, the diffraction experiment only tells about the
intensities of the scattered rays but not about the phases, which are also needed to evaluate
electron density function. The interception of the diffracted beam by the intensity recording
device leads to the phase problem as the phase information is missing, only the square of the
amplitudes of the structure factor is provided by X-ray diffraction experiments.

Elimination of phase problem is vital for structure solution and the solution to the phase
problem leads to the initial electron density map. Elements can be imposed to intensity centers,
heavier elements are associated with higher intensities. The distances and angles between
intensity centers can also be used for atom assignment based on possible coordination. A
template may be used for the initial solution for a known sample. The “Patterson method” and

the “Direct method” are generally used to overcome the phase problem.

1.2.5a. Patterson Method

In 1934, A.L. Patterson [4] introduce the first systematic approach to determine the
structure from experimentally measured intensities. The inability to synthesize an electron
density directly from the measured intensities is due to the lack of Fourier coefficients.
However, |Fna|? does not contain phase information that is fully available. Applying

convolution theory to Fourier functions for this particular problem of crystal structure analysis,
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a function in Fourier series form is obtained which depends only on |Fra[?and is known as the
Patterson function. Basically, it is a product of the electron density function. For simplicity, the
derivation of the Patterson function in one dimension is achieved, and then it can be extended
to two or three dimensions.

In this derivation, it is convenient to use absolute coordinates where fractional coordinates (x)

and absolute coordinates (X) are related by

(9

Where a is the lattice parameter. Let us consider the electron density function for two points X
and X+U.

1 —2mihX
p(X) = Ez Fpe a (1.7)
h
1 —2mih(X+U)
p(X + U) = Ezh: Fhe a (18)

The Patterson function can be obtained by multiplying eq(1.7) and eq(1.8), i.e. two electron

densities separated by a chosen distance of U inside the same crystal and can be expressed as

a

P(U) = j p(X)p(X +U) dX (19)
0

1 _2mihx | |1 —2mih(X+U)
- E Fpe a - E Fpe a
a a

h h

It is the integral of the sum of terms. Individual terms of this product, in general, have

a

= P(U) = f dx (1.10)

0

different indices h. Therefore, denoting these indices as m and n, we have,

411 _2mihx | |1 —2mih(X+U)
= P(U) = f —ZFme a —ZFne a dX
0o |2 a
m n
1 2minU (¢ —2miX(m+n)
ﬁP(U) ZEZZFane a J;) e a ax (1.11)
m n

The integral of eq(1.11) vanishes when g#m except where g=—m the integral of eq(1.11)
becomes a.

Eq(1.11) can be written as
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—2mi(—h)U

1
P(U) =?ZFhF_he a a
h

1 2mihU
= P(U) = EZ FhF_he a (112)
h
Expressing the fractional coordinates u=U/a,
1 .
— 2 ,2mihu
PW) == ) Fyl%e (113)
h
1
= P(U) = ZZIFhIZ (cos2mhu + isin2mhu) (1.14)
h

Now, according to Friedel’s law, |F,,|? = |F_,|?

Now the summation over h in eq(1.14) gives to paired terms in +h and —h:

For (-h), |Fp,|? cos2mhu becomes
|F_p,|? cos2m(—h)u = |Fy|? cos2mhu
and, for (-h), i|Fy|? sin2mhu becomes
i|F_p|? sin2n(—h)u = —i|Fy|? cos2mhu

So the sine terms in eq(1.14) cancel in pairs leaving

1
P(U) = Elehlz (cosZnhu) (115)
h

This shows that the Patterson function has the same value for
+u and —u and is therefore symmetrical in origin. Thus all Patterson functions have a centre of
symmetry in origin, regardless of whether the crystal is centrosymmetric or not.

For two and three dimensions, the Patterson function can be expressed as

1
P(uv) = ZZ E:IFth2 cos2mt(hu + kv)
nok

1
P(uvw) = VZ Z Zthkllz cos2n(hu + kv + lw) (1.16)
hok 1

Where A is the two-dimensional cell’s area and V is the three-dimensional cell’s volume.

This function shows that each peak in the Patterson map corresponds to an interatomic
vector in the crystal structure, and the magnitude of the peak is proportional to the product of
the electron density of the corresponding pair of atoms. The Patterson method [4] can be a very
useful starting point for solving crystal structures, especially in molecules with few
satisfactorily heavier atoms in the molecule. Since the peaks due to heavy atoms — heavy atom

interactions will dominate the map calculated from (1.16) and the atomic positions of heavy
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atoms can be analyzed. But for lighter atoms, the X-ray intensity is less sensitive to nature and
position than for heavy atoms. To overcome this problem, one may go for the ‘direct method'".
The solution of the Patterson function generally contains only a substructure, whereas direct
methods often provide the positions of (almost) all non-hydrogen atoms [5].

1.2.5b. Direct Method

Direct methods are used for phase determination and attempt to derive the structure
factor phases using mathematical relationships directly from the observed amplitudes obtained
from the study of a single crystal, which implies, direct methods based on reciprocal-space data
i.e. the |Fru|? values. In this way, direct methods represent an objective series of operations
that will yield phase information. The amplitude and the phase of a wave are independent
quantities, in the case of X-ray diffraction though, it is possible to make a relationship between
these two quantities. Therefore, two important properties of the electron density function
should be considered and those are listed below

» Electron density function is everywhere positive, i.e, p(r) >0 [positivity];
» Electron density function is composed of discrete atoms [atomicity].

The relation between the positivity of p(r) and phase values can be understood by
imagining the computation of p(r) as a Fourier series of a centrosymmetric structure, first with
all signs correct (i.e, as it is) then reverse all the sign, that means phase changing by z.
Therefore, in the first case p(r) will be positive or zero everywhere, while in the second case
p(r) will be negative or zero, which is physically unacceptable.

In 1948, Harker and Kasper first introduce mathematical relationships to obtain phase
relationships in the form of inequalities [6], and then further developed by Karle and Hauptman
and by other scientists. But its implication in practical cases is limited. In 1953, Hauptman and
Karle established the basic concepts and the probabilistic foundations of direct methods for
solving complex crystal structures [7]. For this great contribution, the mathematician H.
Hauptman and the physicist J. Karle were awarded the honorary Noble Prize for Chemistry
conferred in 1985.

As the structure factor F(h) and the electron density p(r) are related by a Fourier
transform, any constraint on the electron density leads to a corresponding constraint imposed
on the structure factor. Since the amplitudes of the structures are known, it is sufficient in some
favorable cases to determine only the phase values. Some of the constraints imposed on the

electron density to determine the crystal structure are listed in Table 1.1.

10
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Table 1.1. Constraints imposed on the electron density.

Constraints Role

1. Atomicity of p(r) Normalized structure factors [8]

2. Positivity of p(r) Inequalities and determinants [9, 10]

3. [p*(r)dv = max Phase relationship and Tangent formula [11, 12]
4. Equal atoms Sayre’s equation [13]

5. [ p(r) Inp(r)dv = max Maximum entropy methods

6. Partial structure Modification of probability equations

7. Multiple motifs Molecular replacement

The condition of the discrete atom is used to define the normalized structure factor, E as
|En|? = I,/ en(I) (1.17)

The constraints listed in Table 1.1 give rise to Karle and Hauptman’s general inequalities, the
probability relation between phases [11], and the tangent formula, which can be expressed as

Y| EkE(h-ro| sin[ By + Bp_p]
ZklEkE(h—k)l COS[k + (h—k)]

The ‘equal atoms’ constraint used in Sayre’s equation [13] gives an exact relationship between

tanll, = (1.18)

the structure factors

Fp =0y Z FyFn_i (1.19)
k
Where, 61 depends on the shape of the atom. Equations (1.18) and (1.19) can be rewritten as
¢n ~ phase of [Ey Ep_]
= ¢n = O + Gni
= ¢pt+ Pk + Ppik =0 (1.20)
Eq (1.20) is the well-known triple phase relationship.

In general, complete structure solutions of small organic molecules for
centrosymmetric crystals are successfully dealt with by direct methods. The structure solution
is very complicated for the non-centrosymmetric case, but the tangent formula has proved the
most effective. The crystal structure of the smallest molecules is solved by direct methods with
a program like SHELXS [14] or SIR [15]. With the help of these computer programs, random
phase sets are generated which are further refined using phase annealing and tangent formula

methods.

11
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1.2.6. Structure Refinement
The electron density function can be expressed as a Fourier synthesis of structure

factors, and the mathematical relationship is given by,

,D(x, Yy, Z) = (1/[/)222Fhkle—ZTEi(hx+ky+lz)
h k l

A plot of the electron density function is a contour map of electron density, where peaks
are centered at nuclear positions. From this contour map, we can deduce atomic sites, bond
length, and all other structural information of crystalline molecules. Hence, obtaining a trial
structure of molecules in the crystal is possible. Although, any error in the magnitudes or phases
of the structure factors will lead to discrepancies between the calculated electron density and
the electron density corresponding to the real structure. These errors have to be minimized in
order to produce the real structure. The techniques used to minimize the error involved are

called structure refinement methods. The steps for structure refinement are given below:

1.2.6a. Structure Completion

A structure solution provides only a partial set of atoms in the unit cell, which is treated
as a trial structure model. However, this partial set of atoms obtained from the structure solution
generally contains sufficient phase information that helps the user locate the remaining atoms.
A set of structure factors may be calculated using the types of atoms and relative positions of
the atoms in the trial structure model. Then, an electron density map can be prepared based on
the calculated phase angles and the observed structure factors. The trial structure may not be
exactly the same as the real structure. Therefore, the observed structure factor (Fo) derived from
the experiment not exactly matches the calculated structure factor (Fc). Therefore, we can
calculate a difference electron density map using coefficients of (|Fo|-|Fc|) with the calculated
phase angles. As a result, difference electron density maps produce peaks indicating missing
atoms and produce negative holes or valleys indicating too much electron density has been
included in the model (e.g., too heavy of an atom for the site).

Thus, the structure factor is calculated from a partial information model and then a
difference electron density map is used to locate the non-hydrogen atoms one by one. This

process of structure refinement is repeated until all non-hydrogen atoms are located.

1.2.6b. Cyclic Fourier Refinement
After obtaining the trial structure from a set of atomic positions, we can calculate the

structure factor with the expression,

12
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N
Fri = Z frelzmilhxyteyjiz))] (1.21)
j=1
The trial structure may not be exactly the same as the real structure. Therefore, the observed

structure factor (Fo) derived from the experiment not exactly matches the calculated structure
factor (Fc). For further refinement, the observed and calculated structure factor phases are
compared. The phase angle can be determined using one of the phase-solving techniques. The

calculated electron density function can be written as
Dc (x, y, Z) = (]_/V) z Z Z|I;;:|e—2ni(hx+ky+lz—(pc) (1.22)
h k l

1.2.6c. Difference Fourier Refinement
If we obtain a reliable set of phase data from cyclic Fourier refinement, then we can

write observed and calculated electron density as,
Po (x, y, z) = (1/[/) Z z Z IFo |e—2m'(hx+ky+lz—<pc) (1.23)
h k 1

and,
) =am S Y Y lrge s (120
h k l

Both expressions will face series termination errors, which may lead to obscure the
interpretation of the electron density map. We need to take the difference between po(X, vy, 2)
and pc(x, y, z) to remove the series termination error. This method of refinement is repeated

until the last difference Fourier map shows no further modifications.

1.2.6d. Least-Squares Refinement

The least-square refinement method uses the difference between the square of the
observed and calculated structure factors as a measure of their disagreement. This method helps
to find out the model having a minimum value of the quantity [ | 7o | 2~ | Fc| 4. This refinement
method helps obtain a model which represents the best fit with the observed data.

The crystal structure refinement includes the refinement of three positional parameters
and six thermal parameters for each atom. In addition to these atomic parameters, the crystal's
size to the radiation source's intensity was also refined.

The agreement between the calculated and actual structure is evaluated by the residual

factors,

13
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ZhllFol - IFcll
SR AT (429
and,
F2| — |F2)2 1/2
WR, = 2rwr(F = |F2D (1.26)

2 Wil FZ|?

The weight, w, = 1/062(E,), o(E,) is the estimated standard deviation of Fo. In a
refinement program like SHELXL [16] more complicated weighing scheme is used w =
1/{c*(Fo?) + (aP)? + bP}, where P = [2 F¢? + Max(Fo?, 0)] / 3. To give an even distribution of
the standard deviations across all groups of data based on the relative intensities, the values for
a and b are chosen.

The goodness of fit,

1/2
o _ [ZnwalE2| = 1R2D?
ZnNe =Ny

(1.27)

(S is supposed to be > 1.0)

where Nr and Np are the number of reflections and the number of refined parameters,
respectively. R1, WR2, and S values help crystallographers understand structure refinement

progress.

1.2.7. Single Crystal X-Ray Diffraction Analysis

Crystallization is the first and probably the most difficult step as there is no choice but
to proceed by taking a trial-and-error approach to obtain an adequate crystal. A successful
crystallization process may lead to the formation of single crystals, which can be cube-shaped,
needle-like, or plate-like shaped. Selected single crystals are placed on a Bruker APEX-II
Kappa CCD Single Crystal X-ray diffractometer. The crystals are irradiated using graphite
monochromated MoK, radiation (4 = 0.71073). One can collect diffraction data at different
temperatures but of course, low temperature is preferable for data collection and were collected
by APEX2 [17]. Data is reduced using the Bruker SAINT program [17]. The multi-scan method
was applied for absorption corrections using SADABS [17]. The program SHELXS [14] is
used to solve the crystal structure of the compound under investigation, which leads to the trial
structure. The trial structure is then refined by full-matrix least-squares technique on F? using
the program SHELXL [16]. All non-hydrogen atoms are refined anisotropically while all
hydrogen atoms can be located from different Fourier maps and considered riding [18]. The
structure solution is performed by using the WinGX program V2014.1 [19]. The PLATON

14
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program analyzes the solved structure [20, 21]. Copies of the data are available free of cost

when applying to CCDC; E-mail: deposit@ccdc.cam.ac.uk.

1.3.  Material Characterization

Material characterization is necessary to obtain a complete description of the physical
and chemical properties of the material of interest. Crystals are mandatory for understanding
the physics and chemistry of the solid-state. A crystal is thoroughly characterized when its
chemical composition, concentration, and structural conformation of all its constituent atoms
and other related properties are known. For the characterization of crystals, various methods
are available to study the physical and chemical properties of crystals. Some of them are

= Elemental analysis,
= Infrared spectroscopic analysis,
= Powder X-ray diffraction analysis,
= Single crystal X-ray diffraction analysis,
= UV —Vis spectroscopy,
=  Thermal analysis.
1.3.1. Elemental Analysis

We need to do an elemental analysis of carbon, hydrogen, and nitrogen to determine
the elemental composition of a prepared organic sample. The most preferred elemental analyzer
is the CHN analyzer, which helps us determine the amount of carbon, hydrogen, and nitrogen
in prepared complexes or compounds. Elemental analyses of our prepared samples were
performed on a PerkinElmer 2400 Series-Il CHN analyzer, USA, elemental analyzer.
Elemental analysis of organic samples requires relatively small sample weights. The nature of
the substance, the detection limit, the level of precision required and the type of elemental
analyzer used may vary the actual sample weight. It is very important that the sample is
weighed accurately, as the final amount of each is usually given as a percentage of the weight
of the original sample. So a highly accurate microbalance is required due to the very small
sample size. The sample has to be weighed using a tin capsule. The required amount for organic
material is 2 to 3 mg, which can hardly exceed 10 mg if inorganic matter with little carbon
content is investigated. Excess Oz is introduced into the reactor chamber before casting the tin
capsule enclosing the sample into the reactor chamber. The material is mineralized at about
990°C. A tungsten trioxide catalyst is passed by the gaseous reaction products, and after that,
complete oxidation is reached. The resulting composite should thus consist of CO», H20, and
NOx. Then the product gas mixture flows through a silica tube packed with copper granules. In
this zone remaining oxygen is bound and nitric/nitrous oxides are reduced at about 500°C. The

ejecting gas includes the analytically important species CO2, H2O, and N». The resulting
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products are carried by a constant flow of high-quality carrier gas, helium (Quality 5.0).
Finally, the gas mixture achieves a defined pressure condition and then passes to a gas
chromatographic system containing a packing material. Depending on the affinity between the
analid and the packing material, the packing materials first adsorb and then desorb the gases
separately. We measured the thermal conductivity of each eluate from the chromatographic
column and then compared it to a standard sample (acetanilide) from which the amount (u«V/ug)

of each component was obtained.

1.3.2. Infrared Spectroscopic Analysis

Analytical techniques are used to determine a chemical or physical properties of a
chemical element, chemical substance, or mixture. Infrared (IR) spectroscopy is one of the
most common and widely used analytical techniques mainly employed by inorganic and
organic chemists because of its utility in determining the structure of compounds and their
identification. IR spectroscopy is nothing but the analysis of infrared light interacting with a
molecule. This can be analyzed in three ways by measuring absorption, emission, and
reflection. All organic substances possess selective absorption at certain frequencies in the
infrared portion of the electromagnetic spectrum. In IR spectroscopy a spectrometer is used to
determine the rate of transmission or absorption of the sample at a series of narrow frequency
intervals throughout a chosen part of the spectrum. Hence we get a characteristic graph of the
sample which is plotted between these transmission or absorption values and frequency or
wavelength units. This characteristic graph constitutes an infrared spectrum. We have used a
Perkin-Elmer LX-1 FT-IR spectrophotometer to record the infrared spectrum with a modern

diamond attenuated total reflectance (ATR) accessory method in the range of 4000-400 cm™.

A molecule exhibits infrared absorption if and only if it possesses a specific feature i.e.
an electric dipole must change during the vibration. Absorption will have more instances for
the larger the change. Vibrations can influence either a change in bond length (stretching) or
bond angle (bending). There are two types of stretching, symmetrical stretching (bonds can
stretch in phase) and asymmetric stretching (bonds can stretch out of phase). A non-linear
molecule of N atoms has 3N—6 normal modes of vibration, whereas a linear molecule has 3N—
5.

An IR spectrometer consists of three basic components

» A source of radiation
» Optical path and monochromator
» Detector and amplifier
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The filament is usually used as the radiation source. Applying an electric current
maintains the source at red or white heat. Nernst filament (made of rare-earth oxides) or globar
filament (made of carborundum) is mostly used as source filament. The silver-coated mirror is
used for focusing the source beam on the sample. A monochromator is an optical device that
is based on the separating capability of refraction (prism) or diffraction (diffraction grating),
which can transmit a specific band of the electromagnetic spectrum. Therefore, a
monochromator can produce radiation of desired frequency. There are mainly two types of
detectors used in IR spectroscopy, heat-sensing detectors, and photoconductive detectors. In
the case of a heat-sensing detector when radiation falls on a small cell, the air and temperature
inside the cell change, and that change are measured in terms of pressure change which can be
recorded directly as transmittance. Photoconductive detectors are usually a type of
photoconductors that are based on photoconductive semiconducting materials. And PbS which
is sensitive to infrared radiation is used as a detector. A photoconductive detector can simply
consist of a piece of semiconductor material with two attached metallic electrodes for sensing
the resistance. A Wheatstone bridge network is used to measure the conductivity of the
material. The sample in fine powder form is pressed into a transparent disk with KBr. Then the

disk is placed directly in the infrared beam in a suitable holder.

1.3.3. Powder X-Ray Diffraction Analysis

The powder method is generally used for identifying the sample under test. Powder X-
ray diffraction looks at a large sample of polycrystalline material which may appear in many
physical forms but is usually a powder; this is the main reason behind the name powder
diffraction. A few tenths of a gram (or more) amount of pure sample is taken for grinding into
a fine powder. The most preferred powder size is less than ~10 um (or 200-mesh). The sample
is then placed in a groove on a glass or metal plate and the surface of the sample is smoothed
by pressing the surface with the help of a glass slide. The sample is then placed inside a
goniometer of an X-ray powder diffractometer. The intensity of X-ray diffraction is then
recorded on a paper chart recorder. The goniometer and the paper chart recorder are turned on
simultaneously and at each Bragg angle, the intensity of diffracted beam appears as a line of a
certain width on the paper chart, or the number of counts is recorded directly by a computer.
We can easily determine 260 and d from the positions of these diffraction lines (by applying
Bragg’s law) and calculate the Miller indices using the computer program POWD [22].
Although each peak consists of two separate reflections (K,; and K,2), in smaller values of 26

the peak locations overlap with K. appearing as a hump next to K,;. Greater separation occurs
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at higher values of 6. Usually, these combined peaks are considered as one. The 24 position of
the diffraction peak is usually measured as the center of the peak at 80% of the peak height.
The d-spacing of each peak is then obtained by solution of the Bragg equation for the

appropriate value of 4.
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Figure 1.2. Powder X-ray diffraction patterns [23].

1.3.4. Single Crystal X-Ray Diffraction Analysis
A detailed methodology of single crystal X-ray diffraction is appended in Section 1.2,

1.3.5. UV-Vis Spectroscopic Study

UV-Vis spectroscopy is used for the optical characterization of any material. When a
molecule absorbs light of a certain wavelength an electron can be raised from its highest
occupied molecular orbital resulting in an electronic transition. Many molecules absorb light
in the UV-visible region of electromagnetic radiation. Energy absorbed by the molecule leads
to a change in the electronic excitation of the molecule. As the attenuation of the beam
increases, the absorbance of the solution increases. The energy absorbed (AE) in an electronic

transition is

Cc

Here, h is Plank’s constant, v is the frequency and 4 is the corresponding wavelength of the

radiation, and c is the speed of light.
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In our study, we were optically characterized sample by UV-Vis spectroscopy. The absorption
spectra were recorded using UV/Vis lambda 365, Perkin Elmer spectrophotometer. The
concentration of the solution prepared for the experiment was kept very low, so the absorbance
peak must be within 1.5 a.u. To calculate the optical band gap we have used Tauc’s equation
[24], which is given by,
ahv = A(hv — Eg)" (1.29)

where o is the absorption coefficient, h denotes Planck’s constant, v is the frequency of the
incident radiation and A is an arbitrary constant that depends on temperature, photo energy,
and phonon energy and it is assumed to be 1 for the ideal case. Here, n=1/2 for the allowed
direct band gap and n=2 for the indirect band gap [25]. A graph of absorbance vs wavelength

was obtained after performing the experiment.

1.3.6. Thermal Analysis
Thermal analysis is used to establish the relationship between the physical and chemical
properties of a sample and its temperature. Different thermal analysis methods depend on the
property to be measured. Here we mainly discuss Differential thermal analysis (DTA) and
thermogravimetric analysis (TGA).

1.3.6a. Differential Thermal Analysis

Differential thermal analysis (DTA) is used to record the temperature difference
between a substance and a reference material. As the two samples are heated or cooled at a
controlled rate, they are subjected to the same temperature regime. We need to plot the graph
between AT and T to get the DTA curve. Endotherms are plotted downward whereas
exothermic peaks are plotted upward. Experimentally, this is done by employing a furnace.
This furnace consists of a sample holder or block and contains two parallel and identical
chambers. Each of the chambers has an identical thermocouple (Platinum-Platinum 10%
Rhodium) or other temperature detectors. The sample that needs to be investigated is placed in
one chamber and a thermally inert substance, which has a similar heat capacity such as a-
alumina (Al203), is placed in the other. In a furnace, the sample and a-alumina are heated at a
uniform rate by the temperature difference (AT) between them, and this is detected by the

temperature detection devices and is recorded as a function of t or T.

1.3.6b. Thermogravimetric Analysis
This branch of thermal analysis investigates the sample’s mass change as a function of

temperature (in the scanning mode) or as a function of time (in the isothermal mode). The
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decomposition and thermal stability of the substances are characterized by thermogravimetric
(TG) analysis. The analysis takes place under different conditions to examine the dynamics of
the physicochemical processes arising in the sample. There are several experimental conditions
that may affect the sample’s mass change characteristics. These controlling factors include the
mass, volume, and physical form of the sample, the shape and nature of the sample holder, the
nature and pressure of the atmosphere in the sample chamber, and the scanning rate. TG curves
depict the thermal stability of samples under investigation. The vertical axis represents mass

change (Am) in percentage whereas the horizontal axis represents temperature (T) or time (t).

The thermogravimetric analysis instrument consists mainly of balance, a furnace, and
a recorder. The furnace is designed for a linear rise of temperature with time at which the rate
of heating can be varied. A small but exactly known sample mass is heated in a crucible on an
analytical balance during controlled heating. Simultaneous treatment of an inert reference
material (often alumina) ensures that it can be associated with any drift of the instrument. In
general, several gas atmospheres (air, N2, CO) can be chosen. Any difference in weight (loss
or gain) of the sample during controlled heating is recorded with temperature. The technique
is suitable for many solid materials, although there may be limitations in terms of possible

reactions with the crucible material, or corrosive gases emitted by the sample.

1.4. Crystal Engineering
Crystal engineering, a subject of vast scope and application, has evolved as the result
of fusion of ideas from many other disciplines [26]. Crystal engineering allows us to understand
the packing mechanism of molecular crystals [26, 27]. A molecular crystal is one that is
composed of molecules. The physical and chemical properties of molecular crystals are related
only to the internal periodic structure which is nothing but the crystal structure. The formation
of a particular crystal structure is a result of assembling molecules through intermolecular

interactions in a particular way [27].

Ray Pepinsky first used the term crystal engineering in 1955 at a meeting of the
American Physical Society held in Mexico when he state that “crystallization of organic ions
with metal-containing complex ions of suitable sizes, charges and solubilities results in
structures with cells and symmetries determined chiefly by packing of complex ions. These cells
and symmetries are to a good extent controllable: hence crystals with advantageous properties
can be engineered.” [28] In the practice of modern crystal engineering, we can clearly see the

imprint of Pepinsky’s statement because it includes all three vital elements of the subject:
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analysis, design, and function. Taken together by this trio of qualities, the subject falls nicely
within the scope of engineering. On the other hand, Gerhard M. J. Schmidt and his colleagues
at the Weizmann Institute began working in the field of crystal engineering, although Schmidt
named the branch organic solid-state chemistry. Although the reactivity of the solution is
largely a molecular property, the solid-state reactivity of the crystal is characteristic of periodic
molecular assembly. Schmidt was the first person who correlated the structure and reactivity
in the solid state for a series of photodimerizable alkenes [29]. In the year 1989, G. R. Desiraju
provided a proper definition of crystal engineering as “the understanding of intermolecular
interactions in the context of crystal packing and the utilization of such understanding in the
design of new solid with desired physical and chemical properties” [27]. Therefore, there are
three distinct activities in this field for continuous consequences (a) study of non-covalent
interactions; (b) study of packing modes in the context of these interactions for the purpose of
designing a strategy for the construction of crystal and; (c) study of crystal properties.
These three stages help us to understand what, how, and why crystal engineering. These
features of crystal engineering have greatly influenced the interface of supramolecular and
solid-state science [30]. Therefore, crystal engineering is an interdisciplinary area covering
crystal growth, organic chemistry, inorganic chemistry and organometallic chemistry, X-ray

crystallography, materials sciences, computational chemistry, and pharmaceutics [31].

Although the area of crystal engineering grown a lot, one basic question remains:
‘Given the molecular structure of an organic compound, what is its crystal structure?’ [31]. In
other words, how does one molecule recognize another molecule during a crystallization event?
The question may seem simple but there is no proper answer at the present time. However, the
answer to this question can be found up to a certain stage. The fact is that a crystal is formed
by the assembly of a large number of molecules and this building up (aufbau) does not have to
be a smooth and uninterrupted process where the final structure of the crystal is established. A
cluster is formed by the assembly of a few molecules, a larger entity is formed with a few
clusters and these entities interact with each other through nucleation, which leads to the

Scheme 1.2. Stepwise formation of crystal.

formation of the first crystal.

The first one-dimensional chain, then the two-dimensional layer, and then the three-

dimensional structure will thus be the crystal formation in the aufbau process [32, 33] described
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above, need not necessarily be a simple continuous one. Sometimes a medium-sized cluster
may be formed and then may be incapable of growing further when it dissolves again and
another pathway for nucleation can be developed. All these difficulties, such as the failure of
the functional group approach and the stability and the variable interplay of kinetics and
thermodynamics in nucleation invents extreme challenges in the prediction of crystal structure
from molecular structures [34]. Therefore, simplification is needed, and the simplification can
be provided by the concept of supramolecular synthon [35]. There are various non-covalent
interactions, namely, hydrogen bonding, hydrophobic interactions, dispersion interactions,
halogen bonding, and the interactions involving the aryl ring such as cation---m, N-H---, C—
H---n, S—H---n, m-mt, lone-pair---m, salt bridge---wt, etc. interactions are mainly responsible for

the formation of supramolecular frameworks in different dimensions [36-42].

Crystal engineering has now entered the stage of maturity by going through the stages
of early growth and moving forward toward the goal of consolidated development. A
significant portion of structural data has been obtained and analyzed, and generalizations for
crystal packing are being formed with this data. Initially, crystal engineering was considered
crystal structure engineering, but it has been transformed into crystal property engineering.
Therefore, the design of new molecular crystals with various optical, electronic, and chemical
properties will play a pivotal role in the advancement of the field of crystal engineering [31].
As well as, understanding new intermolecular interactions will be a fundamental problem that

needs to be handled with crystallography, spectroscopy, and computation [43].

1.5.  Supramolecular Architectures
1.5.1. Molecular Recognition

Molecular recognition [44-46] at interfaces, self-assembly, nucleation, and growth, are
concepts of central importance in physics, chemistry, biology, materials science, nanoscience,
and manufacturing. These concepts are manifest in crystals through their different functions
and forms. The knowledge of molecular recognition is an exceptionally new field that began
in 1967 when C. J. Pedersen discovered crown ethers that were observed to bind alkali metal
ions to form highly structured complexes [47]. DJ Cram (1988) also referred to molecular
recognition chemistry as ‘host-guest’ chemistry [48], while Lehn (1988) called it
supramolecular chemistry [49]. The term "molecular recognition” became very popular in the
early 1980s, including a phenomenon that can be more accurately but less economically
depicted as being regulated by specific non-covalent interactions. Such phenomena have
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played a very important role in biological systems, and modern chemical research is highly

motivated by the possibility that molecular recognition by design can lead to new technologies.

A molecular complex or supramolecule is a remarkably well-organized assembly of
host and guest molecules that complement each other sterically and stereo-electronically
through multiple contact points on a common surface [47-49]. A complex is formed when a
'host' molecule (a receptor) binds to one or more 'guest’ molecules through weak directional
forces acting between the component molecules. Molecular recognition is necessary for all
supramolecular processes. The key concept of molecular recognition is the “lock and key”
theory proposed by Emil Fischer which states that “enzymes have a specific shape that directly
correlates to the shape of the substrate.” This mechanism is very crucial due to the structural
fit between the recognizing molecule and the recognized molecule [50]. Molecular recognition
is further classified into two subdivisions: static molecular recognition and dynamic molecular
recognition. Static molecular recognition occurs between a host and a guest binding site.
However, in dynamic recognition, the binding of the first guest to the first binding site induces
a conformation transformation that influences the second guest's association constant at the
second binding site (Figure 1.3). One can anticipate the most common recognition pattern
among a set of molecular building blocks as supramolecular materials have a rational design
[51]. However, there are many controlling factors that may affect the molecular architectures

like metal ions, ligands, metal-ligand ratio, counter ions, pH value, solvents, and temperature.

Static:

Figure 1.3. Pictorial representation of molecular recognition.

Molecular recognition plays a key role in various areas of science and technology, such
as host-guest systems [52], biochemical processes [53, 54], catalysis [55], design of sensor
materials [56], surface patterning [57], nanoscale assembly [58], etc. Molecular recognition is
responsible for the supramolecular self-assembly of molecular building blocks. The

recognition process leads to the design and preparation of functional materials [59, 60]. It is
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usually assumed that same recognition patterns exist both in solution and in the crystalline

solid-state; in many cases, this has been unequivocally established [61].

1.5.2. Self-Assembly

Self-assembly is the key to achieving supramolecular architectures [62, 63]. As the
name suggests, self-assembly is the recognition process of molecules to have definite
arrangements without the help of external guidance or management. Small molecules go
through spontaneous association and lead to large, stable, and structurally well-defined
symmetrical aggregates under equilibrium conditions due to specific, local interactions among
the molecules [64]. To design molecular building blocks the concept of self-assembly is used
[65]. Spontaneous participation of these artfully designed molecular building blocks acts as a
foundation of supramolecular architectures. Self-assembly helps us to understand what will be

the crystal structure of a particular molecule.

Self-assembly is scientifically fascinating as well as technologically significant for at
least four reasons. Foremost, it is extremely important in life. Biological cells comprise an
amazing range of complex structures for instance, lipid membranes, folded proteins, structured
nucleic acids, protein aggregates, molecular machines, and many other biomolecules formed
due to self-assembly process [66]. Secondly, self-assembly imparts a pathway to a wide-range
of materials with well organized structures such as molecular crystals, liquid crystals,
semicrystalline and phase-separated polymers [67]. Thirdly, self-assembly is also observed
extensively in systems of constituents larger than molecules and exhibited great potential for
its utilization in materials and condensed matter science [68—73]. Fourth, one of the most
general strategies is offered by self-assembly concepts for generating nanostructure. Therefore,
self-assembly is significant in a wide range of fields such as physics, chemistry, biology,
materials science, nanoscience, and manufacturing. Hence self-assembly can play a vital role

in interdisciplinary research.

The concept of self-assembly can be displayed by certain characteristics of the system
i.e., components, interactions, reversibility or adjustability, environment, mass transport, and
agitation [74]. In the self-assembly process, a cluster of molecules or parts of a macromolecule
that interact among themselves are known as components, where the molecules or parts of
macromolecules may be the same or different. In this process of self-association, the
components or molecules interact among themselves via a balance of attractive and repulsive

interactions. These interactions which are involved in the self-association process are generally
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weak non-covalent types. During the formation of ordered structures through self-assembly
process, the association must be reversible or allow the components to adjust their positions

within an aggregate once it has formed.

Self-assembly of organic supramolecular architecture occurs in proteins, nucleic acids,
and molecular complexes caused by supramolecular properties, such as weak non-covalent
intermolecular forces including hydrogen bonding, electrostatic, van der Waals, stacking or
donor-acceptor effects [75-79]. The self-assembly of organic supramolecules is controlled by

steric factors associated with organic molecular components.

Figure 1.4. Representative example of supramolecular self-assembly [80].

1.5.3. Supramoleculecular Synthesis

According to Webster's Dictionary the term 'supramolecular' originated in 1903 but was
first applied in a modern sense in 1978 by Jean-Marie Lehn as "the chemistry of molecular
assemblies and intermolecular bonds" [81]. Jean-Marie Lehn explained that atoms link together
through covalent bonds to form a molecule, a supramolecule formed with molecules using
weaker and reversible intermolecular interactions as connectors. Crystal is a supramolecular
entity. Therefore, the design and construction of molecular crystal is a form of supramolecular

synthesis in solid-state.

A compound can be distinguished by three levels of structural organization, primary
structure, secondary structure, and tertiary structure in accordance with supramolecular
synthesis. The primary structure is the molecular level structure. Supramolecular entities
generated from intermolecular interactions among molecular precursors are the secondary
structure level. And the tertiary structure is the crystal packing of secondary structures or

supramolecular entities. Generally, supramolecule synthesis relies on the making and breaking

25



X-ray Crystallography and Crystal Engineering... Chapter 1

of non-covalent interactions following an Aufbau strategy integrated into the design of the

===
s @ € €

Periodic Supramolecule = Crystal
Figure 1.5. Periodic formation of molecule to supramolecule.

molecular components.

1.5.4. Supramolecular Synthon

The term “supramolecular synthon” was introduced by G.R. Desiraju in 1995 as a basic
tool in crystal engineering for designing desired supramolecular architectures [82]. The concept
of supramolecular synthon has been derived from the definition of “synthons” proposed by
Corey [83]. Supramolecular synthon takes a similar fundamental role in supramolecular
synthesis as the term synthon does in covalent synthesis. Thus supramolecular synthons are the
smallest structural units within supramolecule which include all the information regarding
mutual recognition to generate multidimensional supramolecular architectures in solid-state.
Therefore, a significant feature of crystal engineering is partitioning a target network into
supramolecular synthons and the not-so-critical fragments that connect the supramolecular
synthons [82]. Such partitioning facilitates the exploration of the target network and is
important in crystal engineering as it differentiates the interchangeability of supramolecular
synthons in a family of structures. Critical observations from this type of interchangeability
suggest that molecules with extensively divergent functionalities can have rather similar crystal

structures.

The weak noncovalent interactions like hydrogen bonds, halogen bonds, and various
stacking interactions play a key role in the recognition of supramolecular synthons (Figure 1.6).
In this manner, supramolecular synthon permitted structural chemists and crystallographers to
utilize the novel concepts of supramolecular approaches, target identification, and synthetic

methodology as part of successful crystal engineering.
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Figure 1.6. Representative examples of some synthons [84].

Supramolecular synthons are of two types, homomeric synthons, and heteromeric
synthons. In homomeric synthon, two complementary functional groups interact whereas two
different functional groups interact in heteromeric synthon [85]. Supramolecular
homosynthons can lead to supramolecular assemblies in which single components form
functional groups [86]. Conversely, supramolecular heterosynthons may predominate, when
other complementary functional groups are present in the assemblies [87—90] (see Figure 1.7).
Supramolecular synthons are characterized by identifying different types of unique
intermolecular connections, and this approach is very successful when the molecules have
several strong interactions. However, sometimes it can be very challenging to detect, especially
in crystals with weak hydrogen bonding contacts. Therefore, the rationalization of association
becomes very difficult for these kinds of crystals. An important reason for this situation is a
geometric approach to determine the specific intermolecular interactions contributing to

supramolecular synthons' formation. It should be noted that the strength of general dispersion
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and electrostatic interactions can be comparable to the strength of specific interactions of larger
molecules [91]. However, it has become standard practice in recent years to discuss and analyze
supramolecular synthons in terms of weak intermolecular interactions. Most interactions are
unstable, and their formation behaviour is related to and influenced by small changes in
molecular structure and crystallization circumstances. Therefore, the goal should be to discover

and design robust synthons to exchange from one network structure to another [92].

Figure 1.7. (a) Supramolecular homosynthon observed in cocrystal [89]; (b) Supramolecular
heterosynthon observed in cocrystal [89].

Supramolecular synthon may lead to the formation of ring motifs denoted as R (N),
where “@” is the number of acceptors, “d” is the number of donors, and “N” is the total number
of atoms involved in the formation of the ring motif. Ring motifs may be homomeric or

heteromeric types (see Figure 1.7).

1.6. Non-Covalent Interaction

Non-covalent interactions, commonly known as non-covalent bonds, are a chemical
bond established between atoms by complete exchange of electrons or no exchange of electrons
at all, whereas covalent bonds form by two atoms share their electrons. Therefore, bonding
connectivity is the main discrepancy between the non-covalent bonds with the covalent bond.
Molecules are formed by covalent bonds whereas non-covalent bonds are the backbone of

supramolecular architectures.

Noncovalent interactions are mandatory to maintain the three-dimensional structure of
large molecules. In recent years, careful exploration of various non-covalent forces introduced
a new variety of non-covalent interactions. These types of interactions include intra and
intermolecular hydrogen bonding, hydrophobic interactions, dispersion interactions, halogen
bonding, cation---x, N-H---r, C-H---w, S-H---%, n---xt, «"---7t, lone pair---x, salt bridge-- -7, etc.

These non-covalent interactions gain great attention due to their pivotal role in controlling
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crystal structures and therefore the modes in which molecules arrange themselves greatly
influence their properties. Although noncovalent interactions are weak but exhibit significant
effects when they work together. Additionally, the sum of the individual bonds has less strength
than the combined bond. This is because the sum of the enthalpies of each bond is less than the
free energy of multiple bonds due to entropic effects [93—97]. Some notable non-covalent

interactions have been discussed in this dissertation.

1.6.1. Hydrogen Bonding Interaction

The hydrogen bond is an exclusive phenomenon in a wide range of chemical systems,
from inorganic to biological chemistry, for their structure, function, and dynamics. Many
scientific disciplines are involved, such as organic chemistry, molecular medicine, pharmacy,
supramolecular chemistry, general inorganic and organic chemistry, mineralogy, and material
science. Especially in recent years, research on hydrogen bonds has grown significantly in
breadth and depth, new concepts have emerged, and the complexity of the phenomena under

consideration has significantly increased [98].

Hydrogen bonding is one type of electrostatic interaction involving a hydrogen atom
located between a pair of other atoms with a high electron affinity. The hydrogen atom is
covalently bonded with one of those atom pairs, which is an electronegative atom like nitrogen,
oxygen, or fluorine that strongly attracts electrons, the remaining atom of the pair preferably
has a lone pair of electrons. Hydrogen bonding interactions have been able to exert a great
influence on various research fields. Being sufficiently strong and directional, hydrogen bonds
can control and dictate the structure of molecular assemblies that help extend supramolecular
architectures. The energies of hydrogen bonds lie in between van der Waals interactions and
covalent bonds. Hence due to the wide range of energies, hydrogen bonds can be associated as
well as dissociate rapidly at ambient temperature. Such dual potential abilities enable hydrogen
bonds to establish specific recognition within a short time span, which is necessary for most

biological reactions to occur at room temperature.

A D-H---A interaction is called a “hydrogen bond”, where D represents hydrogen bond
donor and A represents hydrogen bond acceptor. A generalized definition of the hydrogen bond
is proposed in new research as “the hydrogen bond results from an attractive interaction
between the hydrogen from a group or molecule D—H and an atom or a group of atoms A, in
the same or a different molecule, where there is evidence of bond formation” [99]. Pauling

coined the concept of hydrogen bonds as electrostatic interaction. According to Pauling, due to
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the highly electronegative nature of both the hydrogen bond donor (D) and acceptor (A), they
have the ability to induce deshielding of the H atom and thereby increase the electrostatic
attraction between the H atom and accepter atom satisfactorily, so this interaction is considered
as bond [100].

5 H

+

I .
0 ?_/ e

<—D>| o+

Figure 1.8. Prototype of a hydrogen bond: the water dimer. Definitions of geometrical
parameters: d= H---O distance, D= O---O distance, 6= O—H---O angle [101].

The general nature of simple hydrogen bonds is well established. But, when scientists
try to delve deeper into the characteristics of hydrogen bonds, such generalizations, and
simplistic rationalizations seem completely inadequate. The prototypical hydrogen bond is
formed between two water molecules depicted in Figure 1.8 and is represented as O® —H%"..-Q%"
. The large electronegativity difference between hydrogen and oxygen atoms increases the
inherent polarity of the O—H bond of the water molecule, which has a charge distribution of
approximately +0.4 on each hydrogen atom and —0.8 on the oxygen atom. As a result, the
neighboring water molecules orient themselves in such a way that the local dipoles of O —H%"
point to the negative partial charge of O%, i.e. the lone pair of the filled p-orbital of the
negatively polarized oxygen atom. Therefore, the intermolecular separation (i.e. the H:--O
distance) is compressed by about 1 A as compared to the sum of corresponding van der Waals
radii [102, 103]. Strength of hydrogen bond may vary from weak to very strong. The properties
of hydrogen bonding interactions are given in Table 1.2.

Table 1.2. Properties of Hydrogen bonding interactions.

Properties Very strong Strong Weak

Bond energy range (Kkj | 63-167 17-63 >17

mol™t)

Examples [F-H---F], O—H:--0=C, C-H---0,
[N-H---NT*, N-H---0O=C, O-H---0,
P—OH:--O=P etc. | O—H:--O—H etc. N/O—H:- -7 etc.

Bond length D-H equivalent | D-H is less than | D—H is very less than
to H---A H---A H---A

Lengthening of D-H (A) | 0.05-0.2 0.01-0.05 <0.01

D---A range (A) 2.2-2.5 2.5-3.2 3.0-4.0

H---A range (A) 1.2-1.5 15-2.2 2.0-3.0

D-H---A bond angle | 175-180 130-180 90-180

range (°)
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= Different kinds of hydrogen bonding

Different types of hydrogen bonds are based on their geometry (Figure 1.9). The first
type is linear type (Figure 1.9 (a)), where the angle between donor atom (D), a hydrogen atom
(H), and acceptor atom (A) is ~180°. In second type, the angle deviates from 180° (Figure 1.9
(b)). In addition to these two types of hydrogen bonds, donor atoms can form hydrogen bonds
with multiple acceptor atoms at once in multifurcated hydrogen bonds (Figure 1.9 (c—d)).
Multifurcated hydrogen bonding requires a high concentration of acceptors, at least locally.

Multifurcated hydrogen bonds are widely present in protein molecules [104].

Strong hydrogen bonds correspond to high electronegativity atoms (F, O, and N) act as
the donor and acceptor. The energies of strong hydrogen bonding interactions range from 15
to 40 kcal/mole. Weak hydrogen bond corresponds to moderate to low electronegativity of both
or one of D and A in the D—H---A format. Interaction energies and geometries for most of the

weak hydrogen bonding interactions are given in Table 1.3.

Table 1.3. Interaction energies and geometries of various nob-covalent forces.

Interaction Energy (kcal/mole) Typical H---A Typical D-A
distance (A) distance (A)
O—H:---S 4 2.49 3.25
O—H---0 3-8 151 2.78
O-H---C 1.79 2.66 3.30
N-H---O 6 1.80 2.81
N-H---N 6 1.92 2.83
N-H---C 3 2.61 3.30
N-H---S 3 2.60 3.12
N/O-H--n 24 2.45 3.30
C-H---F 2.2 2.53 3.47
C-H---F-C 2.2 2.60 3.50
C-H---N 2.0 2.51 341
C-H---O ~2.0 2.60 3.50
C-H---Se 1.84 2.81 3.25
C—H---S 1.5 2.70 3.66
CH-x ~1.0 2.36 3.20
C-H---C 0.33 2.74 3.59
S—H-N 1.5-3.5 2.80 3.70
S—H---S 1.1 2.16 3.48
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Figure 1.9. Different kinds of hydrogen bonding geometries: (a) linear; (b) bent; (c) donating
bifurcated; (d) trifurcated; (e) accepting bifurcated; (f) three-centre bifurcated.

1.6.2. Salt Bridge (SB) Interaction

Salt bridges (SB) are hydrogen-bonded ion pairs and may be defined as interactions
between two groups of opposite charges. In salt bridge, protonated and deprotonated residues
interact with each other (Figure 1.10), which is important for the stability of the molecular
structure [105-107]. Although considerable progress has been made [108, 109], accurately
predicting and modelling salt bridges is challenging. Salt-bridge interactions are particularly
difficult to predict because combining a basic residue and a carboxylate to form a salt-bridge
is difficult. The strict geometrical constraints imposed by electrostatic and hydrogen-bonding
interactions also play an important role in salt-bridge formation. Hydrogen bonding of SBs
exhibits stronger binding as compared to normal hydrogen bonding interactions as a
consequence of zwitterionic charges (charge-assisted hydrogen bonds) [110]. Salt bridge
formation is one of the significant non-covalent interactions for the construction of
supramolecular self-assembled structures in organic solvents [111, 112]. SBs play an important
role in protein chemistry such as substrate binding, catalytic triad activity, secondary-structure

stabilization, and stability of thermophilic proteins [113].

H
0---H—N
O---Hw=mN

H

Figure 1.10. Schematic representation of a salt-bridge [114].
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1.6.3. C-H---x Interaction

The interaction between an aliphatic/aromatic C—H group and an aromatic n-electron
system (or any delocalized m-system) is referred to as a "C—H---n interaction" (Figure 1.11).
This phenomenon is observed in several weak nonclassical hydrogen-bonding interactions
[115, 116]. Despite the weak character of these interactions, they are ubiquitous. These C—
H:--m interactions are extensively studied in various branches of science, such as
supramolecular chemistry [117], molecular aggregation [118], crystal packing [119], protein
and other biomolecule structures [120], and rational drug design [121]. Umezawa et al
conducted a close study of the crystal structure database and discovered that about 40% of
organic crystals contain C—H---& interactions [122].

The non-classical hydrogen bonding interaction, C—H---x, has a great impact in various
fields like self-assembly, structures of proteins and nucleic acids, chiral recognition, and many
more [123-127]. C-H---n has been recognized as an attractive molecular force occurring
between a non-polar or feebly polar C—H bond and an aromatic n-system [128]. Electrostatic
forces are mainly responsible for the attraction in conventional hydrogen bonds, whereas the
trivial van-der-Waals force of attraction is responsible for C—H:--x interaction. As C—H---x
interaction mostly takes place between soft acid and soft bases, which is mainly comprised of
electron correlation energy or dispersion energy, although electrostatic forces may have a
negligible contribution to some extent [129]. Unlike conventional hydrogen bonds and
Coulomb forces, the C—H:--m interaction is nonpolar in nature and effective in water and is

considered the weakest non-classical hydrogen bond [116].

Figure 1.11. C—H---m interaction in a pyridinium-carboxylate salt [130].
1.6.4. &z Stacking Interaction
The interaction between aryl rings containing 7 orbitals is widely recognized as @t---®
stacking interaction (Figure 1.12) which has attracted tremendous attention in various fields of
material science, that includes modern chemistry, molecular biology to material designing due

to its unique characteristics like strong binding force, non-destructive fabrication process, and
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simple operative modes. These interactions are extensively ubiquitous in the crystal packing of
an aromatic ring containing organic molecules and in biomolecules and nanomaterials
[130-133]. =n---7m stacking interactions also play a key role in the intercalation of drugs into
DNA channels.

Figure 1.12. nt---w interaction in a pyridinium-carboxylate salt [130].

The benzene dimer is the most common type of arene—arene interaction, which can be
considered a model system for n---7 interactions. Due to its immense importance, a wide range
of research is underway, from early gas phase studies to recent computational studies
[134-136]. This vast amount of research helps the scientific community gain useful knowledge
and understanding of the fundamental properties of @---m interactions. The benzene dimer has
a binding energy of 1.6 kcal mol? (experimentally obtained) [137]. A variety of stacking
arrangements are possible for 7t---m interactions. Aromatic 7t---mt stacking interactions can be
divided into two types, the stacked conformation, and the pi-teeing (perpendicular T-shaped)
conformation. The stacked conformation of the two aryl rings can either exhibit perfect face-
to-face alignment or they can be offset, a parallel displaced packing arrangement (Figure 1.13).
Among these three types of conformation, the most common arrangement is offset or slipped
packing conformation [138—140]. The interplanar separation distance between two aryl rings
involved in the face-to-face parallel alignment is about 3.3-3.8 A. The edge-on or T-shaped

(point-to-face) conformation is for C—H---x interaction (Figure 1.13c) [141].

oo O
oo )

(c)
Figure 1.13. Principal orientations of aromatic-aromatic interactions, (a) face-to-face, perfect
alignment; (b) offset, slipped, parallel displaced; (c) point-to-face, edge-on, or T-shaped [142].
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Despite the great significance of n---x stacking interaction, knowledge of their origin,
strength, and orientational dependence took a long time to reveal. A basic charge distribution
representation given by Hunter and Sanders attempts to explain the qualitative geometric
preferences for interactions between aromatic molecules [143], but in that case, quantitative
predictions of geometries and energies are highly desirable. The stability of n---m stacking
interactions between closed shell molecules depends mainly on three types of forces, (a)
Dipole-dipole forces, (b) Dipole-induced dipole forces, (c) Induced dipole-induced dipole
(London) dispersion forces [144].

Hunter and Sanders developed collection of rules depending upon a simple model of
charge distribution in a 7 system to qualitatively understand and analyze aromatic-aromatic
interactions. They separated the o framework and = electrons considering that @t---7 interactions
arise from 7m---o attractions that can overcome 7---m repulsions [142]. Therefore, for non-

polarized m-systems, the “Hunter-Sanders” rules are:

> Rule 1: n---7 repulsion becomes important in a face-to-face n-stacked conformation.
> Rule 2: n---c attraction becomes important in an edge-on or T-shaped conformation.

> Rule 3: n---0 attraction becomes important in an offset n-stacked conformation.

For polarized & systems, there are three additional rules, referred to here as the requirement

for face-to-face m stacking.

» Rule 4: Charge—charge interaction becomes important as they cause interactions
between highly charged atoms.

> Rule 5: A favorable (face-to-face) interaction with a neutral or weakly polarized site
requires as a 7 polarization a n-deficient atom (in the aromatic ring).

> Rule 6: A favorable (face-to-face) interaction with a neutral or weakly polarized site

requires as an ¢ polarization a positively charged atom (in the aromatic ring).

Experimental results suggest that electron-withdrawing substituents or heteroatoms
increase the strength of m---m interactions. The electron density of the n-system is reduced due
to electron-withdrawing substituents or heteroatoms, thereby reducing the =n---m electron
repulsion. Finally, the effectiveness of "x---7 interactions" increases the stability of aromatic
molecules when both participating aromatic molecules are electron deficient, whereas electron-
donating substituents attached to the aromatic system adversely affect the x---7 interactions.

The sequence of stability of m-interactions between two w-systems is n-deficient:--z-deficient
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> q-deficient---w-rich > m-rich---w-rich [143, 145]. Consequently, pyridines, bipyridines, and
other aromatic nitrogen heterocycles should in principle be suitable for m---m interactions
because they are electron deficient, and hence heterocyclic nitrogens exhibit effective n---n

interactions [146].

1.6.5. x*---x Interaction

The n*-- & interaction (Figure 1.14) is one of the recent developments in weak non-
covalent interactions. This is similar interaction like 7t---7 stacking interaction. In this case, the
positively charged m-aromatic system interacts with the neutral n-aromatic system. The n*---x
interaction differs from the cation-- -z interaction as there is a strong dispersion force acting
between two the stacked aromatic ring systems, although, the extensive investigation revealed
that 7*---m interaction is stronger than C—H-- % and 7--- stacking interaction [147, 148]. There
are two main categories of *---w interaction, one is displaced stacked (D) another is T-shaped
structure (T) conformation. ©*---w systems are mainly stabilized due to both electrostatic and
dispersion energy. Binding energies for different orientations of n*---x interactions have been
established by Kim and his co-workers. The characteristic binding energies of the n*---n(D)
structures (~8-11 kcal/mol) and the ©*---7(T) structures (~9—14 kcal/mol) are smaller than the
typical cation---n binding energy (~9-23 kcal/mol) [147] but much higher in comparison to the
typical H-bonding energy (~5kcal/mol for the water dimer) [149], C— H---x binding energy
(~1.5-3 kcal/mol). They also investigated that dispersion and electrostatic forces are the main

stabilizing forces responsible for «*---x interactions.

Figure 1.14. n*-- -7 interaction in a pyridinium-carboxylate salt [130].
1.6.6. Amnion--m Interaction
During the last few years, anion-n interaction has attracted great attention as a new
supramolecular interaction. Generally, anion---x interactions (Figure 1.15) are called favorable
non-covalent interactions involving an electron-deficient (m-acidic) aromatic system and an
anion are involved [150]. Several computational studies have shown that electrostatic

interactions and anion-induced polarization effects are mainly responsible for the stabilization
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of anion---m interactions. Anion-rt interaction have many applications in numerous chemical
and biological systems, including molecular anion recognition, transport (artificial highly
selective anion receptors and channels), and environmental as well as medicinal applications
[151, 152].

Any interaction between the anion and the neutral aromatic n-cloud should naturally be
repulsive, but once the electron-withdrawing groups are bound to the aromatic n-cloud, the
aromatic system becomes acidic (i.e. electron-deficient). Consequently, less repulsive
interactions are observed between anions and electron-deficient aromatic systems, under such
conditions anion-z interactions are favoured [153]. According to several notable theoretical
investigations, these interactions are energetically favorable and fall in the energy range of 20—
50 kJ mol? [154-156], which is also supported by a substantial number of experimental
evidence [157-159].

Figure 1.15. Anion---m interaction in solid-state structure of 4-(4-bromophenoxy)benzaldehyde
[160].

1.6.7. Lone pair---z Interaction

Lone pair---x interactions (Figure 1.16) have been receiving tremendous attention from
the scientific community for the past few years. Lone pair---n Interaction is being recognized
as a supramolecular interaction by chemists and crystallographers. Such non-covalent
interactions occur between a neutral electron-rich molecule and an electron-poor ©-ring, which
is assumed to be electrostatically repulsive [161, 162]. Both the anion---x and the lone pair---m,
are similar but unusual types of interactions, as the negatively charged elements in both cases
tend to position themselves on top of the electron-poor @ ring. Lone pair---x interaction is
observed in various biological systems [163, 164]. The stability of biological macromolecules
is greatly influenced by lone pair---m interactions [165, 166] and it plays an important role in
the binding of inhibitors in the binding pocket of biochemical receptors [167].

Sankararamakrishnan and his coworkers performed a detailed investigation of protein
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databases of lone pair---7t interactions and found that these interactions occur when the lone
pair donor atoms are within 3.5 A of the centroid of the aromatic rings [168]. Lone pair---n
interactions play an essential role in forming the crystal structure. [162, 169-171].
Computational studies reveal that the lone pair---x interaction can be energetically favorable
[172-174].
e

I
'\< \
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Figure 1.16. Lone pair---m interaction in solid-state  structure of 4-(4-
bromophenoxy)benzaldehyde [160].

1.7. Hirshfeld Surface Analysis

Hirshfeld surface analysis [175-180] is a quantitative technique to visualize
intermolecular interactions of the molecules in a crystal structure and to explore the X-ray
information by using CrystalExplorer software [181, 182], which can generate them using only
Crystallographic Information Files (cifs) [183]. The Hirshfeld surfaces of the crystal structure
are fabricated based on electron-distribution calculated as the sum of spherical atomic electron
densities. Hirshfeld surfaces are created by dividing the crystal space into different sections
where the total electron distribution among the spherical atoms for the molecule (promolecule)
dominates the sum of the electron distribution over the crystal (procrystal) [184, 185]. For a
particular molecule, weighting function w(r) can be defined as,

wm = > ) D pa® (1.30)

aemolecule aecrystal
= Ppromolecule ™/ Pprocrystal Q)
= Pmotecute(T)/ Perystar(T)

Since, for Hirshfeld surfaces, w(r)=0.5; and the electron density of promolecule
dominates over the electron density of procrystal when the value of w(r) is greater than or equal
to 0.5. The ratio between promolecule and procrystal electron densities can be considered an
approximation to the ratio between the actual molecule and crystal electron densities in this

situation where p(r) represents spherically averaged Hartree-Fock atomic electron density

38



X-ray Crystallography and Crystal Engineering... Chapter 1

function [186]. Small values of the weight function will cause gaps between adjacent
molecules, and larger values will result in the overlap of molecules.

Hirshfeld surface is unique for each crystal structure and a collection of spherical
atomic electron densities [185]. Shape of the surface not only depends on the interaction
between molecules in the crystal but also on the interaction between atoms in the molecule.
Various properties (like di, de, dnorm, Shape index, and curvedness) of the surface can be
explored by Hirshfeld surface analysis. de and di denote the distances from the Hirshfeld surface
to the closest atoms outside and inside the surface, respectively. The normalized contact
distance (dnorm) based on both de and dj and the van der Waals (vdW) radii of the atoms, is given
by

di _ rivdW de _ revdW
Anorm =~ zaw vaw (131)

T T

Shape index (S) is the measure of the qualitative shape of the surface. The value of S
ranges from —1.0 (concave) through 0.0 (minimal surface) to +1.0 (convex). Curvedness (C)
is the function of the root-mean-square curvature of the Hirshfeld surface. Flat regions of the
surface lead to low curvedness whereas sharp curvature indicates high curvedness. High
curvedness tends to divide contact patches with the neighboring molecules, hence it is possible
to define the coordination number of the crystal with the help of curvedness. The value of C

ranges from —4.0 (flat) through 0.0 (unit sphere) to +0.4 (singular).

2 ki +k
S = —arctan( ! 2) (1.32)
T kl - kz

C—zl ko + ko’ 1.33

Where k1 and k> are principal curvature.

Table 1.4. Properties of Hirshfeld surface.

Surface Color on the surface Indication

property

Onorm Red Shorter than vdW contacts
White Equal to vdW contacts
Blue Longer than vdW contacts

di Red H-bond donor region
Yellow H-bond acceptor region
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de Red H-bond acceptor region
Yellow H-bond donor region
Blue Stacking region
Green Proximity to atoms in the molecules stacked
above
Shape index Red Hollows
Blue Bump
Red-blue triangle (bow | mt---m stacking
tie)
Curvedness Green R.M.S curvature near unity
Blue Large R.M.S curvature
Yellow/ Red Flat region (but not always, sometimes

corresponds to H-bond)

The 2D fingerprint plots can be generated for all calculated 3D Hirshfeld Surfaces by
using CrystalExplorer 17 software. 2D Fingerprint plot is the graphical representation of
selected or all intermolecular interactions for the crystal structure (based on de and di) [187,
188]. The window of the fingerprint plot is interconnected with the Hirshfeld surface display.
There is a filter for highlighting close contacts by elements inside and outside of the generated
surface. Each and every part of the fingerprint plot is unique due to their unique de and di values.
The points with a contribution to the surface are colored red for the greatest contribution
through green to blue for a small contribution and the points with no contribution are left

uncolored.

Molecular energy framework calculation is carried out using the CrystalExplorer 17
program and it is useful to understand the topology of overall intermolecular interaction
energies between the constituents of a crystal. For calculating interaction energies it is
necessary to generate a 3.8A cluster around the selected fragments [182]. To obtain accurate
energy values we have to consider the “B3LYP/6-31G (d,p)” energy model. The cylinders
joining the centroids of the pairs of molecules represent the interaction energies. The magnitude
of the interaction energy is proportional to the cylinder radius which signifies the energy
components of the energy framework. The color of the cylinders corresponding to electrostatic
(Eele), dispersion (Edis), and total energy (Ewt) are in red, green, and blue color codes,

respectively. A scale factor can be used to control the expansion or contraction of the cylinders
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in the framework. Keeping the same scale factor, a direct comparison of energy frameworks is

possible. An energy threshold can be used to avoid crowded diagrams.

Figure 1.17. Energy framework of Penta(carboxymethyl)diethylenetriamine, the electrostatic
potential force (left column), dispersion force (middle column), and total energy (right column)
diagrams [189].
1.8. DFT Calculation

The history of the use of electron density instead of the wave function can be traced
back to the work of both Llewellyn Thomas and Enrico Fermi in 1927 [190, 191]. The Thomas-
Fermi (TF) theory assumes that the electron motion is uncorrelated and that the associated
kinetic energy can be described by a local approximation based on the results for free electrons.
Although the electron-electron and electron-nucleus interactions are considered classically, the
Kinetic energy of electrons can be deduced from the quantum statistical theory based on the
uniform electron gas according to TF theory, and the kinetic energy of the electrons is defined

as,
T(0) = Cr [ p*a0)dr (1.34)
where,
Cr = 13—0(3n2)2/3 = 2.871 (1.35)

Therefore, we can see from the above expression that kinetic energy of electrons is explicitly
dependent on electron density. The Thomas-Fermi-Dirac-Weizsacker model (TFDW) for

energy functional with the second order gradient correction is [192],

F@) = ¢ [ ps00ar + 2 j lv(p(r)lzdr (136)

—Zj&d += ﬂp(rl)p(rz) rdr, — ijp4/3(r)dr

|7y
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The value of 1 is 1/9. This model is quite better than Thomas-Fermi and Thomas-Fermi-Dirac
models, however, the TFDW model is still very unsatisfactory and cannot be considered as a
rigorous approach. Although these models are considered as the approximation of exact density
functional theory.

1.8.1. Hohenberg-Kohn Theorem

The establishment of modern DFT is made possible by the existence of two ingeniously
simple theorems introduced and proved by Hohenberg and Kohn in 1964 [193]. The
Hohenberg-Kohn (HK) theorems prove that minimization of the total energy leads to ground
state electron density, which helps to determine all the ground state properties of the system.
The first HK theorem states that an external potential (Vex(r)) is a unique functional of density
for any system of interacting particles. The second HK theorem shows that a universal
functional for the energy E[n] can be defined using the variational principle in terms of density.
The energy functional tends to a minimum value only for the ground-state electron density.
Hence, the global minimum value of energy functional is the exact ground state. These
theorems provide rigorous proof that the density can be used as a fundamental variable rather

than the wave function but fail to provide any practical approach for performing computations.

1.8.2. The Kohn-Sham Equations

In the year 1965, Kohn and Sham proposed a theory to overcome the shortcomings of
HK theory that is able to transform DFT into a practical electronic structure theory [194]. They
proposed to work with a system of non-interacting electrons instead of a system of interacting
particles. Usually, the wave function as well as the density of the non-interacting electrons is
different from that of the interacting ones. Therefore, a hypothetical non-interacting system is
constructed in such a way that its density matches the density of the interacting electrons.
Consider a system of N non-interacting system of electrons moving in a local effective
(fictitious) external potential typically denoted as Vs(r) or Ves(r), called the Kohn—Sham
potential. The Kohn-Sham wavefunction is constructed from a set of orbitals that are the
lowest-energy solutions. The Kohn-Sham equation is,

hZ
(_ —V2+ Veff(r)) @i(r) = &¢;(r) (1.37)

2m

where ¢ is the energy of the corresponding Kohn—Sham orbital ¢;. The density for an N-

particle system is,
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N (1.38)
p() = ) loi(P

Therefore, the electron density of a Slater determinant wavefunction is simply equal to the sum
of the squares of the occupied orbitals.

The energy functional for orbital-free DFT is given by the expression

E(p) = Exin(p) + Enartree(P) + Exc(p) + Eexe(p) (1.39)
And the biggest barrier is the lack of an accurate expression for the kinetic energy functional.
Khon and Sham treated the kinetic energy functional in a better way. The basic idea is the
replacement of the interacting system with an auxiliary non-interacting system having the same
particle number density as the interacting system. The energy functional for the Khon-Sham

approach is given by the expression

E(p) = Ts(p) + EHartree(p) + EXC(p) + Eext(p) (1'40)
Where Ts(p) is the Kohn—Sham kinetic energy, and can be expressed in terms of Khon-Sham

orbital as,

N
hZ
Te(p) = Z dr ;(r) (— > \72) @i(r) (1.41)
i=1

For closed-shell molecules, the Khon-Sham orbitals are occupied by two electrons with
opposite spins, i.e. no spin polarization. Open-shell systems can be treated using an unrestricted
Khon-Sham scheme where each orbital is occupied by one electron. However, the exact form
of exchange-correlation potential is not known. The exchange-correlation energy accounts for
the residual electron-electron interaction energy along with the kinetic energy component of
the real system that is not included in the non-interacting kinetic and electrostatic terms. To
perform actual computation with DFT, some approximate form of exchange-correlation

functional must be used.

1.8.3. Exchange-Correlation Functional

The practical utility of ground state DFT depends entirely on the approximation of the
functional Exc(p), which can be obtained and that is sufficiently simple and accurate at the
same time. A number of different schemes have been developed to obtain approximate forms
of exchange-correlation functional. Errors in DFT generally arise for the approximate nature
of Exc. For the N electron system, the simplest method which is describing the functional Exc(p)
is a local-density approximation (LDA). Since the functional Exc(p) is mostly contributed by

the binding energy calculated from E;24(p), the contribution emerging from regions of low-
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electron density is underestimated. Hence, the systems with slowly varying densities can be
dealt with by LDA but for highly inhomogeneous systems such as atoms and molecules, LDA
is inappropriate. Errors in LDA mainly appear in the exchange energy part. It is possible to
calculate the exchange energy more precisely by considering the gradient of the density, as
well as the value, at a given point. A number of general gradient approximations (GGA) have
been proposed that use a fully empirical form to include the gradient of the electron as well as

its value in correlation calculations. The general expression for GGA is given by,

B (p(1) = [ p 1961 dr (142)
The exchange functional has the following form:
B X?
oar,y — (1 - (1.43)
Ex(p) <1 21/344 1 + 68X sinh~1(X)
1.26|Vp|
Where, X = 133 , Ax = 0.7387,and f = 0.0042.

There are mainly two types of GGA functionals. The first type contains empirical
parameters whose values have been fitted to reproduce experiments or more accurate
calculations mostly preferred by the chemists, in which exchange functionals (B (from Becke),
CAM, FT97, O, PW, mPW, X) are frequently combined with the correlation functionals (B88,
P86, LYP) developed by Lee, Yang, and Parr (LYP) [195], and Perdew and Wang’s 91 [196].
A few combined exchange-correlation functionals are BLYP, B3LYP, B3PW91. And the
second one does not contain empirically determined parameters and is mostly preferred by
Physicists. The exchange functionals are B86, LG, P, PBE, mPBE, and correlation functional
PWO1 usually used for the second type. The GGA functional yields much better geometrical

parameters and relative energies.

1.9. Interaction Energy Calculation
For a chemical system AB, composed of two interacting fragments A and B, the
interaction energy (AEint) can be expressed as the difference between the energy of complex
AB and the energies of individual fragments A and B, and is written as
AEiny(ra) = Efg (tap) — (EA + EE) (1.44)

Eag is the energy of the dimer, and Ea and Eg are the energies of monomer A and monomer B

respectively. In our study, crystallographic coordinates were used for theoretical calculations.
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= Basis Set Superposition Error

As two atoms approach each other, their basis sets tend to overlap. Each atom therefore
"borrows" the basis set functions of other atoms, implying a practical improvement in its basis
sets that is further reflected in its energy. This effect increases when the atoms are closer to
each other, creating an effectively modified basis set inversely proportional to the interatomic

distance. This effect is known as the basis set superposition error (BSSE).

The energy of individual atoms does not depend on the interatomic distance. On the
other hand, basis set superposition error varies with interatomic distance. The interaction
energy in Eq (1.44) requires correction to BSSE. The most popular way to overcome this error,
proposed by Boys and Bernardi, is called the counterpoise (CP) correction [197]. In CP
correction, artificial stability is counteracted by allowing individual atoms to enhance their
basis sets by borrowing functions from an empty basis set. A ghost atom that has a basis set
according to the atom, but no electrons to fill it, is considered an empty basis set. Treating both
atoms on the grid in this manner will correct the BSSE. The interaction energy after correcting
the basis set superposition error is given by

AEiCn[;(rAB) = Efg (Tag) — (E,fB(TAB) + EgB (Tap)) (1.45)

1.10. Quantum Theory of Atoms in Molecules (QTAIM) Analysis

In our studies, Bader's quantum theory of “Atoms in Molecules” (QTAIM) [198-200]
was used to analyze non-covalent interactions by the AIMALL calculation package [201]. The
QTAIM is based on the concept of partitioning the molecular space into atomic domains with
the help of a vanishing gradient of electron density (p(r)). This theory has proved invaluable
not only theoretically but also experimentally in the characterization of various weak non-
covalent interactions using electron density obtained. In recent years, the topological
parameters derived from the QTAIM theory have been proven to be a powerful tool for
investigating the electronic and conformational properties of the molecules [202-204].
Therefore, topological analysis of electron charge density allows for much better insights into
the interatomic interactions. The topological properties of electron density and its derivatives
are considered to be very useful in describing the concept of bonding through bond paths and
bond critical points (BCPs). The gradient of electron density vanishes at special points referred

to as Critical Points (CPs), mathematically, Vp(r) = 0 and ris the CP. Vp(r) is given as

Op  O0p .0p
Vp(r) = l—+]@+k£

~ (1.46)
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To determine a maximum or a minimum or an extremum, it is necessary to explore the
second-order derivatives of p(r). Nine second-order derivatives are possible for arbitrary
coordinate axes. These nine second-order derivatives are represented as 3x3 order real
symmetric matrix, which is diagonalizable, known as the Hessian of p(r). Therefore,
corresponding eigenvalues 11, A2, and 43 are the principal axes of curvature as the magnitude of

the three second-order derivatives of p(r) evaluated with respect to these axes are extremized.

0% p(r) +62p(r)+62p(r)
dx? dy? dz?

The CPs are stated as (w, o), where w is the rank of CP and ¢ is its signature. w is the

VZp(r) = =M+ + 13 (1.47)

number of non-zero eigenvalues (non-zero curvatures of p(r) at the CPs) and ¢ is the algebraic
sum of the signs of eigenvalues (signs of curvatures of p(r) at the CPs). There are four possible

combinations for CPs of rank three in the spatial distribution of the electron density.

> (3, —3) — This represents all the curvatures are negative. CP occurs at the nuclear
positions which correspond to a local electron density maximum in all directions.

> (3, -1) — Represents two curvatures are negative. CP occurs at a point where the
electron density is minimal along the interaction path between two atoms it is maximum
in the plane perpendicular to the path line, corresponding to Bond CP (BCP).

> (3, +1) — Represents two curvatures are positive. CP occurs at the interior of the ring
and the electron density is a minimum in the ring plane, but it is a maximum along the
normal to the ring plane, corresponding to Ring CP (RCP).

» (3, +3) — Represents all curvatures are positive. If the bond paths enclose the interior
of a molecule with ring surfaces, CP occurs at a point which is a local minimum is the
electron density in all the directions, corresponding to Cage CP (CCP).

The nature of the chemical bond can be understood by characterizing CPs, as each and
every CP includes well-to-do chemical information. In terms of topological analysis of electron
density, the Laplacian V2(p(r)) plays a crucial role in the characterization of a chemical bond.
It has been noted that as V2(p(r)) < 0, the electron density is concentrated towards the interaction
line and hence lowers the potential energy. The magnitude of the potential energy drop is
greater than the kinetic energy of the same region resulting in attractive force, which indicates
electron-shared interaction. And when V2(p(r)) > 0, the electron density is depleted towards
each nucleus. Due to the parallel gradient and the curvature of electron density being large, net
forces of repulsion act on the nuclei in this case, which indicates closed shell interaction. The
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relationship of the energetic topological parameters and V2(p(r)) can be written by the
expression as

1

Z V2p(r) = 2G(r) + V(r) (1.48)
Where G(r) is kinetic electronic energy density and V(r) is potential electronic energy density.
Therefore, total electronic energy density H(r) is the sum of kinetic and potential energy
densities. Bond ellipticity is defined as ¢ = (11/42 —1) in terms of two negative curvatures, which
reflect the deviation of the charge distribution of a bond path from axial symmetry, thus
providing a sensitive measure of the sensitivity of a system to structural changes. The
dissociation energy of the interaction (D.Eint) is one measure of the strength of the interaction
and can be estimated from the equation D.Ein: = — %2 V(r), more precisely D.Ein (kcal.mol™) =
—313.754 x V(r) (au) [205]. Therefore QTAIM theory serves as a bridge between the quantum
chemical methods and experimental methods for a quantitative understanding of chemical

concepts.

1.11. Non-Covalent Interaction (NCI) Plot Index

Non-Covalent Interaction (NCI) plot [206] provides a visualization index based on the
electron density and its derivatives. NCI plot enables the identification of non-covalent
interactions such as van der Walls interactions, hydrogen bonds, and steric clashes. NCI
analysis depends on electron density and reduced density gradient (RDG) to plot local bonding
properties. The two-dimensional plot between RDG and p is used to index non-covalent
interactions. The reduced density gradient is a dimensionless function, used to describe the
deviation from a homogeneous electron distribution and can be defined as,

26397 p(r)*F3

In the regions far from the molecule, where the density decays exponentially to zero, a

RDG =

very large positive value of the reduced density gradient (RDG) is observed. In the region of
covalent bonds and non-covalent interactions, the reduced density gradient (RDG) has very
small values and tends to zero. To study non-covalent interactions, the reduced density gradient
(RDG) versus electron density (p(r)) plot is examined in the low-density gradient region. A
significant change in the reduced gradient between the interacting atoms occurs when a weak
inter or intramolecular interaction is present between the interacting fragments, producing the
density critical point. Three types of downward spikes are evident in the RDG graph of

attractive interactions and can be distinguished by the value of the second eigenvalue of the
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Hessian matrix which is 12. The value of 1> is negative for hydrogen bond interactions whereas
J2 is positive for repulsive interactions. The value of A> approaches zero for weak van der Waal
interactions.

Isosurfaces instead of critical points represent non-covalent interactions in NCI Plot.
Different colors of isosurfaces indicate different natures of the interaction. For example, blue
and red colors on the isosurface represent pcut (attractive) and p*cut (repulsive) interactions,
respectively, while yellow and green colors represent weak repulsive and weak attractive
interactions [207].

1.12. PIXEL Calculation

Lattice energy and interaction energies for molecular pairs were calculated using the
PIXEL approach (developed by Gavezzotti) present in the CLP module [208-210]. This
method provides quantitative analysis of crystal lattice energies and pairwise intermolecular
interaction energies. In this method, the total interaction energy of molecular pairs can be
divided into coulombic, polarization, dispersion, and repulsion energy terms. All hydrogen
atoms in the structure should be set to the standard neutron distances according to the default
method in the PIXELC program. The contribution (in %) of dispersion energy (Episp) and
electrostatic (Coulombic + polarization) energy (Eeiec) to the total interaction energy can be

determine by using the following equations.

EDisp
ECoul + EPol + EDisp

%Episp = X 100% (1.50)

%Egiec = 100 — %Episp (1.51)
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2.1.  Introduction

The modern research of coordination chemistry is progressing at an explosive pace in
crystal engineering because of the self-assembly phenomenon of small building units to
complicated architectures, fascinating structural topologies, and potentiality as functional
materials in the fields of magnetism, gas absorption, catalysis, luminescence, optoelectronic
devices and nonlinear optics [1-5]. In recent years, careful exploration of various noncovalent
interactions, namely, intra and intermolecular hydrogen bonding, hydrophobic interactions,
dispersion interactions, halogen bonding, cation---x, N-H---n, C-H:--n, S—H---xt, n---w, lone
pair---w, salt bridge---m, etc. interactions gain great attention due to their crucial role in
controlling crystal structures and properties of metal complexes [6—12]. However, there is a
state of infancy in developing coordination compounds with the desired topologies and
properties as many factors affect the molecular architectures. These controlling factors are
metal ions, ligands, metal-ligand ratio, counterions, pH value, solvents, and temperature [13—
15]. Moreover, nucleophilic activity, positions of donor atoms of ligands, and intrinsic
geometric preferences of the central metal atom also play a pivotal role in determining the self-

assembled structure of coordination complexes [16].

Being one of the essential controlling factors, an important role is played by pH of the
reaction medium in determining coordination mode of the ligands and hence the geometry of
the complexes. [17, 18]. It has adverse effects on complex formation such as pH helps in
determining the specific binding modes of ligands by protonation/deprotonation, maintaining
the metal-to-ligand ratio in the products [19, 20], maintaining the concentration of OH" ligand
[21], in situ formation, and conversion of ligands [22, 23], and control of reaction kinetics by
modulation of pH values [24, 25]. Therefore, it is clear that metal-ligand complexation and
their packing in the solid-state are significantly controlled by pH [26]. In general, the higher
the pH, the deprotonation will lead to greater connectivity () of ligands to the metal ion based
on acid-base chemistry and hard and soft acid-base (HSAB) principle i.e., high dimensional
self-assembled structure. Therefore, at higher pH, i.e., in an alkaline or weakly acidic medium,
coordination of water to the metal centers becomes difficult, resulting in complexes having a
lower metal-to-water (coordinated water) ratio. In contrast, at lower pH, alkaline earth metal
shows a higher tendency to coordinate with water molecules to satisfy the coordination sphere,
which causes a higher metal-to-water (coordinated water) ratio, leading to low dimensional

architecture formation [27]. From the above discussion, it is thus evident that the solid-state
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structure of metal complexes is greatly influenced by reaction acidity, and it plays a crucial

role in determining the dimensionality of the self-assembly structure.

Coordination modes of multicarboxylic acid can be manipulated by changing the pH
value as protonated and deprotonated forms of carboxylate moiety depend on their following
pKa values [28]. Thus, the binding of pyridine-2,6-dicarboxylic acid (pKa1 and pKa2 are 1.4 and
3.1, respectively) to metal ions can be varied by changing the pH value of the reaction medium
[29]. Its dicarboxylic acid plays an essential role in producing multidimensional self-assembled
complexes. They generally exhibit a variety of binding modes, for example, terminal
monodentate, chelating, bridging bidentate in a syn-syn, syn-anti, and anti-anti configuration
to two metal centers and bridging tridentate to two metal centers [30] because of having rigid
120° angle between the central pyridine ring and two carboxylate groups [31]. Besides, such
ligand causes involvement of hydrogen bonding, n—m, anion—n, cation—mu, lone pair—m, etc.
supramolecular interactions that may lead to the formation of one-dimensional chains and
ladders, two-dimensional grids, three-dimensional microporous networks, interpenetrated

modes, and helical staircase networks and so on in their complexes [32].

This paper reports the pH-dependent variation of coordination modes of 2,6-pyridine
dicarboxylic acid towards Mg(l1) metal ion and their structural features in the solid state. The
non-covalent interactions are further characterized through Bader’s theory of ‘“atoms in

molecules” (AIM) and the “noncovalent interaction” (NCI) plot index.

2.2.  Experimental Sections
2.2.1. Materials and Measurements

The chemicals used were of reagent-grade quality and purchased from Sigma Aldrich
Chemical Company. All reactions were carried out in an aqueous medium under aerobic
conditions. During the whole experiment, doubly distilled water was used. Elemental analyses
(C, H, and N) of the investigating complexes were performed on a Perkin-Elmer 240C

elemental analyzer.

2.2.2. Syntheses
2.2.2a. Synthesis of Complex [Mg(dipic)(H20)3].2H20 (1)

Mg(NO3)2.6H.0 (0.512 g, 2.0 mmol) was dissolved in 50 mL of water. The water
mixture was then allowed to react with pyridine-2,6-dicarboxylic acid (0.336 g, 2.0 mmol) at
60 °C, which results in a colorless solution (Scheme 2.1). The pH of the reaction mixture was

adjusted to ~5.5 by adding a freshly prepared solution of triethylamine in methanol. The
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resulting reaction mixture was stirred at 60 °C for two hours, then cooled to room temperature,
filtered, and kept undisturbed for crystallization. After four weeks, block-shaped, colorless
single crystals suitable for X-ray analysis were obtained. The crystals were collected by
filtration, washed with cold water, and dried in the air (yield: 65%). Anal. calcd. for
C7H13MgNOs: C, 30.08; H, 4.69; N, 5.01%. Found: C, 30.10; H, 4.73; N, 4.98%.

2.2.2b. Synthesis of Complex [Mg(H20)e].2dipicH (2)

Taking complex (1) as the precursor, we have planned to synthesize complex 2. For the
synthesis, a solid crystal of complex (1) (0.279 gm, 1.0 mmol) was first dissolved in 40 mL of
distilled water, and then nitric acid was added (HNOz: H.O = 1: 20). That results in the reaction
medium having pH ~ 4, further stirred at 60°C for two hours. The final reaction mixture was
then cooled to room temperature, filtered, and kept undisturbed for slow evaporation. After
five weeks, block-shaped, colorless single crystals suitable for X-ray analysis were obtained.
The crystals were collected by filtration, washed with cold water, and dried in the air (yield:
62%). Anal. calcd. for C1aH20MgN2O14: C, 36.19; H, 4.34; N, 6.03%. Found: C, 36.16; H, 4.32;
N, 6.06%.

COOH

MaOpy 60+ ¢y EuN D Cilom

60°C, 2h 2 H,0
COOH
- Complex 1
- - 2+
OH, Co0
HZO//, \\\\\OHZ
/Mg"'\ YR ___HNOy (W)
H,0 ’ OH, __ " 60°C, 2h
H,0 6010}
Complex 2

Scheme 2.1. Schematic representation for the synthesis of both the complexes.

2.2.3. X-ray Crystal Structure Determination
Single crystal X-ray diffraction intensity data was collected using Bruker APEX-II
CCD diffractometer with MoKa radiation (A = 0.71073 A) at 120(2)K. The data was reduced
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by performing the program Bruker SAINT [33], and an empirical absorption correction based
on the multi-scan method [34] was applied. The title structures were solved using the direct
method (SHELXS-14) [35] and refined (SHELXL-18) [36] using the full-matrix least-squares
method on F2. We have used difference fourier electron density map to locate all the atom's
positions. Difference maps are calculated using coefficients of (|Fo| - |Fc|) with the calculated
phase angles, where F, is the observed structure factor, and F¢ is the calculated structure factor.
Difference maps tend to produce peaks where low electron density has been included in the
model and produce negative holes where too much electron density has been included in the
model. All the non-hydrogen atoms are assigned accordingly. A difference in electron density
synthesis was calculated around the circle representing possible hydrogen positions' loci. The
maximum electron density is then taken as the starting position for the hydrogen atom(s). The
distinct peaks corresponding to the hydrogen atoms are observed in the difference Fourier map
and assigned accordingly. The OH H-atom positions obtained from a difference Fourier map
was refined freely, while the C-bound H atoms were placed in idealized positions using the
riding method, with bond distances ranging from 0.93 to 0.98 A and Uiso(H) values set at 1.5Ueq
of the parent atoms. The structure solution was performed using the WinGX program VV2014.1
[37] and analyzed by the program PLATON [38]. The crystal data and structure refinement
parameters of the title complexes are summarized in Table 2.1. CCDC 2144365-2144366
contains the supplementary crystallographic data of complexes (1) and (2), respectively.

Table 2.1. Crystal data and structure refinement parameters for the title complexes (1-2).

Crystal data Complex (1) Complex (2)
Chemical formula C7H13Mg1 N1Og C14H20Mg1 N2O14
Formula weight 279.49 464.63
Temperature (K) 120(2) 120(2)
Wavelength (A) 0.71073 0.71073

Crystal system, space group
a, b, c(A)

B

V (A%

Z, Calculated density (Mg/m?®)
M (mm™)

F(000)

Crystal size (mm)

Monoclinic, P21/n

8.8884(9), 9.8998(10),

13.1928(14)
97.290(2)
1151.5(2)
4,1.612

0.197

584

0.21 x 0.13 x 0.08

70

Monoclinic, C2/m

13.1412(15), 11.0501(15),

6.5214(8)
93.798(3)
944.9(2)

2, 1.633

0.176

484

0.21 x 0.14 x 0.09
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0 range for data collection (°) 2.58 10 25.00 2.411t024.99
Limiting indices -10<h <10, -15<h <15,
-11<k <11, -13<k <12,
-15<1<15 _7<1<7
Reflections collected / unique 10563 / 2028 [R(int) = 0.0248] 4383 /877 [R(int) = 0.0238]
Completeness to 0 100.0 % 99.9 %
Absorption correction Semi-empirical from equivalents  Semi-empirical from
equivalents
Max. and min. transmission 0.98 and 0.97 0.98 and 0.97
Refinement method Full-matrix least-squares on F2 Fllel-matrix least-squares on
F
Data/parameters 2028/163 877/80
Goodness-of-fit on F? 1.046 1.115
Final R indices [I>2sigma(l)] R1 =0.0268, R1=10.0251,
WR2 = 0.0709 wR2 =0.0722
R indices (all data) R1 =0.0285, R1=0.0257,
WR2 =0.0722 WR2 = 0.0726
Largest diff. peak and hole (e A™®)  0.214, —-0.316 0.251,-0.177

Ri = Y||Fol-[Fdl[/Y|Fol, WR2 = [X{(Fo™Fc’)*}/Y {w(Fo?) 3%, w = 1/{c’(Fs) + (aP)* + bP},
where, a=0.0378 and b = 0.5748 for (1); a = 0.0330 and b = 0.9319 for (2).
2.2.4. Theoretical Methods

The quantum chemical computations of both complexes are achieved with the support
of MP2/ B3LYP /6-311++ G (d,p) basis set available in Gaussian 09 w calculation package
[39]. Theoretical calculations have been performed considering the crystallographic
coordinates as input. Theoretical models have been developed from supramolecular networks.
We have used Bader’s “Atoms in molecules” theory [40] to analyze the weak noncovalent
interactions by the AIMall calculation package [41]. Non-covalent interactions are
characterized at their bond critical points (BCPs) using the Atoms in Molecules (AIM) theory
[42]. According to the topological properties, electron density is concentrated over V2(p(r)) <
0 and is depleted for V2(p(r)) > 0. Selected topological parameters such as electron density,
p(r), Laplacian of the electron density, V?(p(r)), potential electronic energy density V(r), kinetic
electronic energy density, G(r), and total electronic energy density [H(r) = V(r) + G(r)] were
used at their bond critical points (BCPs) to characterize the nature and strength of
intermolecular interactions. The theoretical NCI plot [43] is a visualization index that has been

used for the characterization of noncovalent interactions. Isosurfaces instead of critical points
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represent the noncovalent interactions. These isosurfaces represent favorable and unfavorable
interactions and are differentiated by the isosurface color scheme with a red-yellow-green-blue
scale. The red and blue surfaces represent p*cut (repulsive) and p cut (attractive) interactions
[44], respectively. However, weak repulsive and weak attractive interactions are represented

by the yellow and green colors, respectively.

2.3.  Results and Discussion
2.3.1. Structural Description of Complex (1)

Complex (1) crystallizes in a monoclinic system with space group P2i/n. The
coordination geometry around the Mg(ll) ion is distorted octahedral. The equatorial sites are
occupied by one nitrogen N1, two carboxylate oxygen O1, O3 atoms from dipic ligand, and
one oxygen atom O6 of the water molecule (Figure 2.1). Two oxygen O5 and O7 atoms from
the solvent water molecules occupy the axial sites. There are two more solvent water molecules
in the asymmetric unit (Figure 2.1). The N(1)-Mg(1)-O(7) angle is 89.05°, showing that O(7)
atom lies cis to ring nitrogen atom N(1) (Table 2.2). The bite angles around the Mg(Il) ion are
N(1)-Mg(1)-O(1) = 74.27(4)°; N(1)-Mg(1)-O(3) = 73.96(4)°; O(1)-Mg(1)-O(6) =
101.40(4)° and O(3)-Mg(1)-0(6) = 110.39(4)°, summing up the in-plane angle to be exactly
360.02°. That shows the high planarity of one solvent water oxygen atom and O, N, O donor
atoms of the dipic ligand. In the five-membered chelate rings, Mg(1)-O(1)-C(1)-C(2)-N(1)
and Mg(1)-0(3)-C(7)-C(6)-N(1), all atoms are almost coplanar with O1 and C1 have the
largest deviation [+0.054(1); —0.074(1)] in the opposite directions from the least-square mean

plane of the chelate rings. The dihedral angle between two chelate rings is 1.49(3)°.
ﬂos)

08 w

Figure 2.1. An ORTEP view of complex (1) with the atom-numbering scheme. Thermal
ellipsoids are drawn at 30% probability.

72



pH-induced structural variations of two new Mg(Il)-PDA ... Chapter 2

The solid-state structure of the complex (1) is stabilized through multiple O—H---O
hydrogen bonds and lone-pair(l.p)---x interactions (Table 2.3). In the first sub-structure, two
metal-coordinating water oxygen atoms O(5) and O(6), play the role of donors to the
carboxylate oxygen atoms O(3) and O(4) of the partner molecule at (3/2—x, —1/2+y, 1/2-z) by
generating an R,2(8) motif (Figure 2.2). Due to the self-complementarity, another water oxygen
atom O(7), play the role of donor to the carboxylate oxygen atom at (5/2—x, 1/2+y, 1/2-z) to
build a two-dimensional supramolecular framework in (110) plane (Figure 2.2). In another
substructure, the carbonyl oxygen atoms O(2) and O(4) in the molecules at (2-x, -y, —z) and
(2—x, 1-y, —z) are juxtaposed towards the centroid of the pyridine ring. The separation distance
between the carbonyl oxygen atoms and the centroid of the sandwiched pyridine ring are
3.405(2)A and 3.633(2)A respectively, suggesting lone-pair(l.p)---x interactions (Figure 2.3a).
The combination of the hydrogen bonding contacts among coordinating water oxygen atoms
O(5) and O(6) with the carboxylate oxygen atoms and the (l.p)---a/zx---(1.p) network leads the

molecules to build a supramolecular layered assembly (Figure 2.3b).

=

Figure 2.2. Supramolecular framework in (1) through O—H---O hydrogen bonds.
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Table 2.2. Selected bond lengths (A) and bond angles (°) of the title complexes.
Complex (1) Complex (2)
Mg(1)-O(6) 1.9962(11) Mg(1)-N(2) 2.0972(12) Mg(1)-0(5) 2.0054(12)
Mg(1)-O(7) 2.0233(10) Mg(1)-O(1) 2.1451(10) Mg(1)-O(4) 2.0462(12)
Mg(1)-O(5) 2.0413(10) Mg(1)-O(3) 2.1624(10) Mg(1)-O(3) 2.1170(12)
O(6)-Mg(1)-O(7) | 88.61(4) O(5)-Mg(1)-0(1) 92.25(4) O(5)-Mg(1)-0(4) 90.0
O(6)-Mg(1)-O(5) | 88.22(4) N(1)-Mg(1)-0O(1) 74.27(4) O(5)-Mg(1)-0(3) 90.0
O(7)-Mg(1)-O(5) | 176.48(5) O(6)-Mg(1)-0(3) 110.39(4) | O(4)-Mg(1)-0O(3) 91.56(5)
O(6)-Mg(1)-N(1) | 175.08(5) O(7)-Mg(1)-0(3) 90.73(4) | O(5)-Mg(1)-0(5)* 180.0
O(7)-Mg(1)-N(1) | 89.05(4) O(5)-Mg(1)-0(3) 88.93(4) C(3)-C(4)-C(3)* | 121.03(16)
O(5)-Mg(1)-N(1) | 94.22(4) N(1)-Mg(1)-0(3) 73.96(4) C(2)-N(1)-C(2)* | 125.54(15)
O(6)-Mg(1)-O(1) | 101.40(4) | O(1)-Mg(1)-0O(3) 148.21(4)
O(7)-Mg(1)-O(1) | 89.89(4)

Symmetry transformations used to generate equivalent atoms: #1: (-x, -y, —z+2) and #2: (X, —

Y 2).

Figure 2.3. (a) Perspective view of the (I.p)---n/z---(l.p) network in (1); (b) Supramolecular
layered framework generated through O—H---O hydrogen bonds and (I.p)---x interaction in (1).
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2.3.2. Structural Description of Complex (2)

Complex (2) is crystallized in the monoclinic crystal system with C2/m space group. In
complex (2), as illustrated in the ORTEP (Figure 2.4), the molecular view consists of one-half
of the aquated cation and two halves of the ligand molecule. The remaining portion of cationic
and anionic moieties is generated via a centre of inversion. The metal ion is positioned in the
inversion center (—x, -y, —z+2) and is situated in a perfect octahedral environment constructed
from six water molecules (Figure 2.4). The dipic ligand is not bound to the metal ions,
remaining outside the coordination shell. The N(1) and C(4) atoms of the pyridine ring of the
dipic ligand are in the inversion center (X, Y, z) (see Figure 2.4). The Mg-O bond lengths vary
in the range 2.048-2.118A and are comparable to those of the similar complexes reported
earlier [45, 46].

Figure 2.4. An ORTEP view of complex (2) with the atom-numbering scheme. Thermal
ellipsoids are drawn at 30% probability.

Complex (2) is stabilized through N-H---:O, O-H---O and intramolecular C-H---O
hydrogen bonds (Table 2.3). The supramolecular structures generated via hydrogen bonds
between the [Mg(H20)s]** and anionic dipic ligand are illustrated separately. In the first
substructure, the carboxylate oxygen atom O(1) acts as a double acceptor for the donor water
oxygen atoms O(3) and O(4) in the molecules at (1/2—x, 1/2-y, 2-z), and (1/2—x, 1/2-y, 1-2)
respectively. Moreover, another water oxygen atom O(5) at (1/2—x, 1/2—y, 1-z) acts as a donor
to another carboxylate oxygen atom O(2) to build a supramolecular framework in the (011)

plane (Figure 2.5).
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Table 2.3. Hydrogen-bond geometry (A, ).

D-H---A D-H H---A D---A D-H---A Symmetry

Complex (1)

O5-H5A.--09 0.82 1.96  2.7821(14) 174 1-x,1-y,1-z
O5-H5B---03 0.82 191 2.7277(14) 177 3/2—x, -1/2+y, 1/2-z
O6-H6A.--04 0.83 1.83  2.6574(14) 177 3/2—x, -1/2+y, 1/2-z
0O6-H6B---09 0.83 2.06  2.8574(14) 161 3/2—x, -1/2+y, 3/2-z
O7-H7A.--02 0.83 1.83  2.6586(14) 173 5/12—x, 1/2+y, 1/2-z
O7-H7B---08 0.83 1.99  2.7972(14) 167 2-X,1-y,1-z
O8-HB8A.:-01 0.83 1.98  2.7809(14) 162 =1/2+x, 1/12-y, 1/2+z
08-H8B---04 0.83 1.89  2.7063(13) 171 X, Y, 1+z
09-H9A.--08 0.82 1.96  2.7696(15) 167

09-H9B---02 0.82 2.03  2.8342(15) 166 2-X,1-y,1-z

Complex (2)

N1-H1---02 0.86 2.16  2.5643(12) 108 X, Y, Z
O3-H3A.--01 0.83 1.95  2.7701(13) 169 1/2—x, 1/12-y, 2-z
O4-H4A.--01 0.83 1.94  2.7571(13) 170 1/2—x, 1/12-y, 1-z
O5-H5A.:-02 0.83 1.86  2.6811(12) 176 1/2—x, 1/12-y, 1-z

C4-H4.--03 0.93 2.51 3.251(2) 137

Figure 2.5. Supramolecular framework generated through O—H---O hydrogen bonds in (2).
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2.3.3. Theoretical Analysis

Bader’s theory of “atoms in molecules”(AIM) has been used for title complexes (1-2)
to characterize different interactions that are exhibited by the structures. We have used various
models that are generated from the X-ray structures. Here, the bond path and a bond critical
point (CP) that interconnects two atoms of the molecule [40, 42] characterize the noncovalent
interactions. For complex (1), a part of the self-assembled structure (see Figure 2.3a) has been
used as a model for AIM analysis. Here, the bond critical point (psce = 0.0042 a.u.) (see Table
2.4) and a bond path interconnecting the carboxylate carbonyl oxygen atom and a carbon atom
of the pyridine ring characterized the lone-pair(l.p)---n interaction in (1) (See Figure 2.6a). In
another model (see Figure 2.6b), we have used a part of the packing of Figure 2.3b for
characterization of O-H---O hydrogen bonds. The bond critical points (pscp = 0.0313 and
0.0271 a.u.) and the bond paths between two water oxygen and carboxylate oxygen atoms
represent strong O—H---O hydrogen bonds in (1) (Figure 2.6b). For complex (2), the model has
been used from the packing diagram (see Figure 2.5). The hydrogen bonds in between the water
oxygen atoms and carboxylate oxygen atoms are characterized by the bond path and BCPs
(Figure 2.6b). The p(r) values (0.0300 a.u. and 0.0266 a.u.) at the bond CPs designate the bonds
where O(1) acts as a double donor to the water oxygen atoms O(3) and O(4). Moreover, the
most robust hydrogen bonding contact is also evidenced by the bond critical point (pscp =
0.0321 a.u.) that agrees well with the experimental observations (see Table 2.3).

The topological and energetic properties of the noncovalent interactions at the bond
critical points (BCPs) in the observed dimers of the crystal structures of (1-2) were analyzed
by comparing selected topological properties, including the electron density (p(r)), the
Laplacian of electron density (V2p(r)), the potential electronic energy density (V(r)), the
kinetic electronic energy density (G(r)), the total electronic energy density (H(r)=V(r)+G(r))

_vm
and | e

value. The lone-pair(l.p) ---x interaction in (1) and O—H---O hydrogen bonds in

both complexes have been involved in the stabilization of observed molecular dimers (Table

2.4 and Figure 2.6). According to Gatti’s assignment, all these interactions are classified as

closed-shell interactions [47] using the values of |—% < 1, H(r) > 0 and the positive value

of the Laplacian V?p(r) > 0.
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v

Figure 2.6. AIM analyses of complexes (1)(a,b) and (2)(c). Green and violet spheres represent
bond and ring critical points, respectively.

Table 2.4. Topological parameters for intermolecular interactions [in different dimers of (1)
and (2)] at their (3, —1) BCPs. [p(r): electron density (eA2); V?p(r): Laplacian of electron
density (eA®); e: ellipticity; V (r): potential energy density; G (r): kinetic energy density; H(r):

total electronic density; V(r), G(r) and H(r) values in a.u.

Interaction p V2p g V(r) G(r) Hr) || V()

G(r)

Complex (1) C7-04---m (a) 0.0042 | 0.0136 | 1.5669 | -0.0022 | 0.0028 | 0.0006 | 0.7857
O6-H6A:--04 (b) | 0.0313 | 0.1518 | 0.0372 | -0.0330 | 0.0355 | 0.0025 | 0.9290

O5-H5B---03 (¢) | 0.0271 | 0.1297 | 0.0435 | -0.0275 | 0.0300 | 0.0025 | 0.9166

Complex (2) | O4-H4A.:--O1 (d) | 0.0300 | 0.1285 | 0.0420 | -0.0299 | 0.0310 | 0.0011 | 0.9645
O3-H3A:--0O1 (e) | 0.0266 | 0.1302 | 0.0214 | -0.0271 | 0.0298 | 0.0027 | 0.9093

O5-H5A:---02 (f) | 0.0321 | 0.1446 | 0.0374 | —0.0334 | 0.0348 | 0.0014 | 0.9597
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Furthermore, the noncovalent interactions that are involved within the structures of the
title complexes are characterized through the ‘noncovalent interaction’ (NCI) plot index.
Herein, we have used a part of the packing diagrams for both complexes that are shown in
Figures 2.3a, 2.3b and 2.5, respectively. Different noncovalent interactions are evident by the
green and blue isosurfaces. In Figure 2.7a, the cooperativity of the (I.p)---x interaction has been
characterized by the dual large green isosurfaces in between the carboxylate oxygen atom and
the centroid of the pyridine ring. The large flattened greenish isosurface represents the dual
interplay of the (I.p)---m interaction (Figure 2.7a). The deep blue colored isosurfaces (see Figure
2.7b) that are evident in between the water and carboxylate oxygen atoms represent strong O—
H---O hydrogen bonds in (1). The representation of the NCI plot of complex (2) highlights the
presence of multi O—H---O hydrogen bonds (Figure 2.7c). The dark blue colored isosurfaces
that are evidenced in the map and are located in between water oxygen atoms and carboxylate
oxygen atoms characterize the O-H---O hydrogen-bonding contacts in (2). As discussed in the
AIM calculation, the most favorable O-H---O contact can also be identified by close
examination of the blue patches of the isosurface (Figure 2.7¢). Subsequently, all the evident
isosurfaces agree well with the AIM study and structural observation of both complexes.

<«

O-H---0 bonds
)

lone-pair-n

Figure 2.7. NCI plot index of the modeled structure of compounds (1)(a,b) and (2)(c).
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2.4, Conclusions

Two new pH-dependent Mg(Il)-PDA complexes have been synthesized and
structurally characterized. The cooperativity of the noncovalent interactions has been explored
in detail by examining the supramolecular behavior of the complexes. How a minor tuning of
the pH value affects the solid-state structural assemblies has been explored herein. Theoretical
AIM and NCI plot analyses have further characterized the non-covalent interactions and,
consequently, the self-assemblies. Topological analysis at bond critical points of
intermolecular interactions revealed that all of the interactions are closed-shell interactions.
The theoretical investigations agree well with the experimental findings. The findings reported
herein are expected to be beneficial in understanding the pH dependency and the cooperative

outcome of the noncovalent interactions in building supramolecular assemblies.
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3.1.  Introduction

Diethylenetriaminepentaacetic acid (DTPA) [1, 2] is comprised of five carboxylate
groups that are bound to three nitrogen atoms [3]. Due to the high reactivity of the carboxylic
group [4], DTPA behaves as a bridging agent [5, 6]. So it has been recognized in the world of
research as a polycarboxylic acid chelator [7]. The conjugate base of DTPA is potentially an
octadentate ligand [3, 8]. DTPA forms eight bonds and wraps around a metallic ion [9]. Its
complexes may also contain an additional water molecule that coordinates the metal ion [10].
However, transition metals usually form less than eight coordination bonds [11]. DTPA can
still bind to other reagents even after creating a metal complex. Given these comprehensive
coordinating abilities, DTPA is approved for its use in medical imaging and decontaminating

internally deposited radionuclides [12, 13], such as plutonium, curium, and americium [14].

In the past two decades, great attention has been paid to understanding nature and the
roles of non-covalent interactions, for example, halogen bonding, n—x*, n*—x*, anion---x,
anion---x*, lone-pair(l.p)---w, N-H:--x, C-H---n(chelate), metal---x, salt bridge(SB)---(SB), C—-
H---(SB), (SB)---n", (I.p):--(SB), N—H:--SB---lone pair, c-hole interaction, m—hole interaction,
etc. [15-25]. Non-covalent interactions significantly determine the structure and macroscopic
properties that would further help fabricate materials with desired parameters. The non-
covalent interactions such as Hydrogen bonding, n---nt, C—H---&t, cation---xt, anion---xt, and lone-
pair---w are mainly responsible for the generation and stabilization of supramolecular structures
[18-21, 26-29]. These interactions are omnipresent in macromolecular compounds like
proteins [30, 31] polysaccharides [32, 33] and are directly secondary to quaternary structures.
Conventional hydrogen bonding (such as N-H---O and O—H---O) remains the most reliable and
widely used in chemical, biological, and material science due to specific, highly directive, and
relatively strong interactions [22]. The non-covalent interactions have emerged as a novel
conception in the field of anion transport, anion-sensing and anion-recognition chemistry,

trans-membrane anion transport, and catalysis [34—36].

We have structurally characterized compound (1) and analyzed non-covalent
interactions that help govern self-assembly. Hirshfeld surface analysis and corresponding
fingerprint plots have been presented to explore the nature of intermolecular interactions within
the title crystal structure. The characteristics of the non-covalent interactions are theoretically
studied using Bader’s quantum theory of “atoms-in-molecules” (QTAIM), and we have also

performed topological analysis of QTAIM [37-46] to characterize the bond critical points and
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calculated the dissociation energy of the interactions. Further, we have studied “Non-covalent
Interaction” (NCI) plot index.

3.2.  Experimental Sections
3.2.1. Crystallization

The reagents were purchased from a commercial source and used without further
purification. Diethylenetriaminepentaacetic acid (Aldrich, St. Louis, Missouri, United States)
was used as received. Double distilled and then freshly boiled water was used throughout.
Diethylenetriaminepentaacetic acid (2.0 mmol, 0.786 g) was taken into a 100 mL flask and
dissolved in water/methanol in 2:1 molar ratio. Thus, the solution mixture was heated at 323 K
for 1h and then kept for crystallization at room temperature (295 K). The resulting solution was
kept undisturbed at ambient temperature and covered with paraffin film. A few small holes
were made using a needle to let the solvent evaporate slowly. After a few weeks, testable
colorless crystals were filtrated, washed with water, and dried in the air. The CHN elemental
analyses were performed on a PerkinElmer 2400 Series-1l CHN analyzer, USA, elemental
analyzer. A Perkin-Elmer LX-1 FT-IR spectrophotometer was used to record the infrared
spectrum with a modern diamond attenuated total reflectance (ATR) accessory method in the
range 4000-400 cm™. Anal. Calcd. for C14H23N3010 (MW = 393.35 for 1): C, 42.75; H, 5.89;
N, 10.68%. Found: C, 42.73; H, 5.91; N, 10.65%. Main IR absorption bands observed for 1 (in
cm™) are 3205 (w), 3061 (s), 3011 (s), 2910 (w), 1732 (s), 1685 (s), 1631 (vs), 1545 (s), 1441
(s), 1395 (s), 1044 (s), 773 (vs) (Figure 3.1).
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Figure 3.1. The IR spectrum of (1).
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3.2.2. X-ray Crystal Structure Determination

Single crystal X-ray data of compound (1) was collected at 120(2)K on the Bruker
SMART APEX-II single-crystal X-ray CCD diffractometer having graphite monochromator
(Mo—Ka, A = 0.71073 A) radiation. Data reduction was executed using the program Brukar
SAINT [47]. An empirical absorption correction was performed using the SADABS program
based on the multi-scan method [48]. The structure of the title compound was solved by the
direct method and refined by the full-matrix least-square technique on F? using the programs
(SHELXS-14) [49] and (SHELXL-18) [50], respectively. All the non-H atoms were refined
anisotropically, whereas the H atoms were placed at geometrically idealized positions. The
structure was solved using the WinGX system V2014.1 [51] and geometrically analyzed by
PLATON [52]. A summarized list of crystal data and relevant refinement parameters of

compound (1) are given in Table 3.1.

Table 3.1. Crystal data and structure refinement parameters for compound (1).

Empirical formula C14H23N3010
Formula weight 393.35
Temperature 120(2) K
Wavelength (Mo Ko 0.71073 A
Crystal system, space group Monoclinic, P21/c
Unit cell parameters a=17.8462(14)A

b =8.9381(7)A
¢ =10.7308(9)A

o =90°
B=105.238(2)°
v =90°
Volume 1651.5(2)A3
Crystal size 0.15% 0.09x 0.05 mm
Z | Density (clac.) 4/1.582 Mg/m3
Absorption coefficient 0.135 mm*
F(000) 832
0-range for data collection 2.567—24.994°
Limiting indices —21<h<21;-10£k<10;-12<1< 12
Reflections collected/unique 14999/2864 [R(int) =0.0284]
Completeness to theta 98.1 %
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Absorption correction Semi-empirical from equivalents
Max. and min. transmission 0.99 and 0.98

Refinement method full-matrix least-squares on F?
Data / restraints / parameters 2864 /0/ 247

Goodness-of-fit on F2 1.049

Final R indices [I1 > 20(1)] R1=0.0303, wR> = 0.0714

R indices (all data) R1 =0.0330, wR2 = 0.0734
Largest diff. peak and hole 0.241 and —-0.218 e-A

CCDC number 2132357

R1 = Z||[Fo|-|Fc||[/Z[Fo|, WR2= [Z{(Fo>—Fc2)?} /X {W(Fo?)?}]*? , w = 1/{c?(Fo?) + (aP)? + bP}, where
a=0.0324 and b = 0.7774 and P= (Fo? + 2F:%)/3 for the title structure.
3.2.3. Hirshfeld Surface Analysis

The molecular Hirshfeld surface [53-55] of the title compound is generated based on
the electron distribution of the molecules evaluated as the sum of spherical atom electron
densities [56, 57]. For the given crystal structure and a set of spherical atomic electron densities,
the Hirshfeld surface is unique [58]. The normalized contact distance (dnorm) is generated based
on de, di, and the vdW radii of the atom. de is defined as the distance from the Hirshfeld surface
to the closest nucleus external to the surface, whereas d; is the distance from the Hirshfeld
surface to the closest nucleus internal to the surface. The 2D fingerprint plot generated for the
crystal structure (based on de and di) summarizes intermolecular contacts within the crystal [15,
59]. We have performed the “energy framework analysis” using the CrystalExplorerl?
program [60] to explore the intermolecular interaction topology. The individual energy
components of the energy framework are signified as cylinders, where the radius of the
cylinders is proportional to the magnitude of the interaction energy. The energy components
corresponding to electrostatic (Eele), dispersion (Edis), and total energy (Ewt) are depicted in red,

green, and blue color codes, respectively.

3.2.4. Theoretical Methods

The non-covalent interactions and the wave function analysis were calculated using the
Gaussian16 calculation package [61] at the B3LYP level with a basis set 6-311++G(d,p). The
crystallographic coordinates have been used in the theoretical calculations. We have used
Bader’s quantum theory of “Atoms in molecules” (QTAIM) [62] to analyze the weak non-
covalent interactions that have been computed at the same level of theory using the AlMall
calculation package [63]. Topological analysis of the Laplacian of electron charge density
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provides a powerful tool for investigating the electronic and conformational properties of the
molecules and hence allows for much better insights into the interatomic interactions [64]. The
topological properties of the charge density (p(r)) are characterized by their critical points
(CPs), and its Laplacian which is expressed in terms of L(r) = —V?(p(r)) and is calculated using
the Atoms In Molecules (AIM) theory [65]. It has been noted that electron density is depleted
where V2(p(r)) > 0, and it is concentrated where V2(p(r)) < 0. Selected topological parameters
such as electron density, p(r), Laplacian of the electron density, V2p(r), potential electronic
energy density V(r), kinetic electronic energy density, G(r), and total electronic energy density
(H(r) = \V(r) + G(r)) were used at their bond critical points (BCPs) to characterize the nature
and strength of intermolecular interactions.

The theoretical non-covalent interactions (NCI) plot index [66] is used to assess the
nature of interactions as attractive or repulsive and reveal them in real space. This is the method
for plotting non-covalent interaction regions based on the NCI visualization index derived from
the electron density. The density cubes needed to generate the NClplot surfaces have been
computed at the same level of theory using the Gaussian program. Instead of critical points,
the non-covalent interactions are represented by isosurfaces that illustrate both favorable and
unfavorable interactions and are differentiated by the sign of the second-density Hessian
eigenvalue and defined by isosurface color scheme with a red-yellow-green-blue scale. The
blue and red surfaces represent pcut (attractive) and p*cut (repulsive) interactions [67],
respectively. However, the green and yellow colors represent weak attractive, and repulsive
interactions [68].

3.3.  Results and Discussion
3.3.1. Structural Description

The title compound DTPA is a polycarboxylic amino acid comprised of diethylene
triamine as the backbone consisting of five carboxylic acid groups. The title compound
crystallized in monoclinic space group P2:/c (Table 3.1). The solid-state structure at 120 K
with the highest precision [69] with an R-value of 0.03 has been reported herein. The molecular
ORTEP [51] view of compound (1) is appended in Figure 3.2 with the atom numbering scheme.
Extended supramolecular networks of compound (1) are stabilized through O—H---O and C—
H---O interactions (Table 3.2).

91



Exploring Solid-State Supramolecular Architectures... Chapter 3

\‘010

Figure 3.2. ORTEP view with atom numbering scheme of compound (1) with displacement
ellipsoids at the 30% probability level.

In the first substructure, carboxylate oxygen atom O(2) interacts with another
carboxylate oxygen atom O(10) of the molecules at (—x, —1/2+y, 3/2-z), whereas another
oxygen atom O(6) of the molecule at (X, y, z) acts as a donor to the carboxylate oxygen O(8)
of the molecule at (1-x, —1/2+y, 3/2-z). These two O-H---O interactions lead the molecules to
generate a self-assembled structure in the (110) plane (see Figure 3.3). Again O(4) atom of the
molecule at (X, y, z) interacts with carboxylate oxygen O(10) of the molecules at (x, 3/2—y, —
1/2+z). All these three O—H---O interactions are responsible for the formation of another
supramolecular network in the (101) plane (see Figure 3.4).

Table 3.2. Relevant hydrogen bonding parameters (A, °).

D-H---A D-H H---A D---A D-H---A  Symmetry
02-H2---010 0.82 1.83  2.6381(13) 167 X, -1/2+y, 3/2-2
04-H4---010 0.82 1.88 2.6668(13) 159 X, 3/2-y, —1/2+z
06-H6---08 0.82 166  2.4457(13) 159  1-x, -1/2+y, 3/2-z
C2-H2A---04 0.97 257  3.3604(16) 138 X, 3/2-y, 1/2+z
C3-H3B---01 0.97 257  3.1777(16) 121 —x, —1/2+y, 3/2-2
C3-H3B---04 0.97 2.57 3.3876(16) 142 X, 1-y,1-z
C5-H5A.--01 0.97 2.58 3.3356(16) 134 —X, =1/2+y, 3/2-z
C5-H5B---01 0.97 244 3.2726(16) 143 X, 1-y, 2-z
C7-H7A.--010 0.97 2.54 3.4092(15) 149 X, —1+y, z
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C7-H7B---0O8 0.97 2.30 3.2243(16) 159 1-x, 1-y, 2-z
C10-H10B---O7 0.97 2.36 3.0291(15) 126 X, 32—y, 1/12+z
C10-H10B---0O9 0.97 2.55 3.0108(15) 109 X, 32—y, 1/12+z
C11-H11B---O8 0.97 2.58 3.3400(16) 135 1-x, 2-y, 2z

In another substructure, C(3) acts as a donor to the carboxylate oxygen O(4) of the
molecules at (—x, 1-y, 1-z). This C3—H3B---O4 interaction and its centrosymmetric analog
generate an R,2(8) dimeric ring (P) centered at (0, 1/2, 1/2) (Figure 3.5). Another carbon atom
C(5), interacts with O(1) of the molecule at (—x, 1-y, 2-z), and a centrosymmetric dimeric
R2%(12) ring (Q) centered at (0, 1/2, 1) is formed (Figure 3.5). Again another centrosymmetric
dimeric ring R2?(16) (R) centered at (1/2, 1/2, 1) is created when C(7) is involved in the
interaction with O(8) of the molecule at (1-x, 1-y, 2-z) (Figure 3.5). Thus, these three
centrosymmetric dimeric rings (P, Q, R) are alternately linked to generating a supramolecular
compound network (1) in the (101) plane (Figure 3.5). Further, the carbon atoms C(7) and
C(10) act as donors to the carboxyl oxygen atoms O(10) and O(7) at (x, —1+y, z) and (X, 3/2—
y, 1/2+2) respectively. The combination of two C-H---O interactions leads to the generation of

another supramolecular architecture in the (011) plane (Figure 3.6).

- ﬁ....)}\%
% M

?

Figure 3.3. Supramolecular networks are generated through O—H---O bonds in the (110) plane.
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Figure 3.5. Three different centrosymmetric dimeric rings lead to forming a 2D
supramolecular network.
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Figure 3.6. C—H---O bonds lead to a 2D supramolecular network for compound (1).

3.3.2. Hirshfeld Surface

The Hirshfeld surface was calculated to evaluate the contribution of intermolecular
interactions that are involved within the structure. The calculated dnorm and fragment patch
surfaces are illustrated in Figure 3.7 that have been mapped in the range of (—0.855A to 1.452A)
and (0.0A to 13.00A), respectively. The dnorm Surface reveals all interactions among donors,
acceptors, and other close contacts. The large circular depressions in the dnorm Surface designate
the strong O—H---O hydrogen bonds (Figure 3.7a). The visual illustration of the fragment
patches (Figure 3.7b) signifies the identification of their closeness to adjacent molecules. The
dominant O---H/H---O interactions appear in the fingerprint plot as two distinct spikes (Figure
3.8) in the region of (di = 0.936A; d. = 0.570A). The O---H/H---O interactions comprise 66.9%
of the total Hirshfeld surface area of the compound (1). The C---H/H---C contacts in the region
of (di=1.718 A; de = 1.147 A) contributed 3.1% of the total Hirshfeld surface area (See Figure
3.8). Other close contacts C---O/O---C, C---C, and O---O are evident in the fingerprint plot in
region of (di= 1.633 A; de=1.392 A), di= de = 1.683 A and di = de = 1.513 A respectively.

Moreover, a significant contribution (27.7%) comes from H---H contact, reproduced in the
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scattered points of the fingerprint plot in the region of di=de=1.162 A. This analysis quantifies

all the interactions in the structure in a novel visual manner.

Figure 3.7. Hirshfeld surfaces mapped with dnorm (&) and fragment patches (b) for compound

(1).
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Figure 3.8. Fingerprint plots (Full) and decomposed plots.

We have calculated the energy frameworks regarding interaction energies (Figure
3.9), where the structure cluster is mapped within 3.8A. Figure 3.9 also illustrates the energy
components (Eele, Epol, Edis, and Erep) OF the interaction energies and the sum of the energy
components (Ewt) relative to the reference molecule. Other parameters related to lattice energy
calculations have been included in Figure 3.9. The topology of the energy distribution was
analyzed using energy frameworks. In this calculation, the cylindrical radii are proportional to
the relative strength of the corresponding energies. They are adjusted to the scale factors of
Kele= 1.057, Kpol = 0.740, Kgis= 0.871, Krep= 0.618 [70] with a cut-off value of 5 kd/mol within
3 x3 x3 unit cells (Figure 3.10). The energy framework calculation discloses the different
energy modules as follows, i.e., electrostatic energy (Eeie) —586.8 kJ/mol, polarization energy
(Epo) —292.1 kJ/mol, dispersion energy (Edgis) —251.2 kJ/mol, repulsion energy (Erep) 464.9
kJ/mol and total energy (Ewt) —767.9 kJ/mol. Among the individual energy components

generated, the electrostatic force accredited to the hydrogen bonds dominates the dispersion
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forces, which are clearly revealed by the relatively large size of the red cylinders in the energy
framework diagrams compared to the green-colored cylinders (see Figure 3.10). The energy
framework calculation thus provides their overall self-association in the supramolecular

network.

N | Symop R |E_ele |E_pol |E_dis |E_rep |E_tot

X, y+1/2, 2+1/2 5.84 [-205.1| -81.3 | -70.5 | 118.8 | -265.0

I |
e 9.83| 31| -7.4|-21.7| 20.7 8.3
! ! ! !
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X, y+1/2, 2+1/2 | 10.86 |-106.1| -48.9 | 9.4 124.7| -79.5
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Figure 3.9. The color-coded interaction mapping (left) and the parameters for lattice energy
calculations (right) for compound (1).

Figure 3.10. Energy framework of the titled compound, the electrostatic potential force (left
column), dispersion force (middle column), and total energy (right column) diagrams.

3.3.3. Theoretical Calculations

We have performed DFT/B3LYP/6311++G(d, p) level of theoretical calculations to
analyze and characterize the hydrogen bonding contacts. First, Bader’s theory of “atoms-in-
molecules” (AIM) has been performed, where the crystallographic coordinates and the
molecular fragments are used from the X-ray packing diagrams. According to this calculation,
the existence of a bond critical point (BCP) and the bond path connecting two atoms designate
the interaction between two atoms [55]. Each and every BCP includes well-to-do chemical
information that indicates the nature of the chemical bond. To characterize a chemical bond at
BCP, parameters like electron density (psce), Laplacian of electron density (V2pscr), Kinetic
energy density (Ggcp), potential energy density (Vecp), and total energy density (Hecr = Vicp

+ Geep) are usually used. The dissociation energy of the interaction (D.Eint) can be estimated
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from the equation D.Eint = — % Vecp, more precisely D.Eint (kcal mol™) = — 313.754 x Vpcp
(au) [71]. Detailed AIM parameters at the BCPs are listed in Table 3.3 for selected
intermolecular interactions. The electron localization function (ELF) measures the excess as
shown in Figure 3.11; the small green spheres represent the bond critical points (BCP), the
small violet spheres represent the ring critical point (RCP), and the dashed lines represent the
bond path connecting the atoms. The bond path connecting O-H and O atoms in the first and
second models (see Figures 3.11 a, b) represents O—H---O interactions in (1). The p(r) values
of O(2)-H(2):--O(10) and O(4)-H(4)---O(10) are 0.0326 a.u. and 0.0286 a.u. respectively, it
may be noted that the O(2)-H(2)---O(10) bonding contact is more favorable compared to the
O(4)-H(4)---O(10) bond due to large p(r) value, which is in agreement with X-ray structural
findings (see Table 3.2). In another model (Figure 3.11 c), the weak C(7)-H(7A)---O(10) bond
is characterized by the bond path, and the corresponding p(r) value is 0.0087 a.u. Further in the
dimeric ring model (Figure 3.11 d), the p(r) values of C(3)-H(3B)---O(4), C(5)-H(5B)---O(1),
and C(7)-H(7B)---O(8) are 0.0075 a.u., 0.0094 a.u., and 0.0122 a.u. respectively. All these
interactions have a positive value of V2psce, Which indicates closed-shell interactions [72, 73].

These closed-shell interactions dominate Ggcp, which is slightly greater than |Vgcp| resulting

in a positive value of Hecp but close to zero, and the ratio 'ZB—C”' is less than unity [73]. It can
BCP

be noted that the strength of O—H---O contacts is greater than that of C—H---O contacts (Table
3.3). Therefore, the inspection of the AIM calculation indicates that the p(r) values, D.Eint, and

corresponding bond CPs agree with the experimental findings.

Table 3.3. Detailed AIM parameters at the BCPs.

Intermole(_:ular pBCP V2pece  Vecp Gece  Hecer  |—Vaer D.Eint
Interaction Gacp
(e.A3) (e.A% (@uw) (auw) (auw) (kcal. mol™)
02-H2:--010 (a) 0.0326 0.1284 -0.0295 0.0308 0.0013 0.9578 9.256
O4-H4---010(b) 0.0286  0.1128 -0.0242 0.0262 0.0020 0.9236 7.593
C7-H7A---010 (c) 0.0087 0.0264 -0.0047 0.0057 0.0010 0.8245 1.475
C3-H3B:--04 (d)  0.0075 0.0258 -0.0044 0.0054 0.0010 0.8148 1.380
C5-H5B---O1 (¢) 0.0094  0.0328 -0.0056 0.0069 0.0013 0.8116 1.757
C7-H7B---08 (f) 0.0122 0.0440 -0.0071 0.0091 0.0020 0.7809 2.227
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Figure 3.11. AIM analysis of the self-assembled dimers (a—c) and tetramer (d) retrieved from
the X-ray structure of the titled compound. Green and violet spheres represent the bond and
ring critical points, respectively. The bond path connecting the bond critical points are denoted
by the dashed lines.

Again, we have used the ‘non-covalent interaction’ (NCI) plot computational tool to
characterize the self-assembled structures generated through hydrogen bonding interaction
(Figure 3.12 a—d). We have used the same structural models that are used in AIM calculation.
The presence of blue isosurface in Figures 3.12 a, b indicates the existence of strong O—H---O
bonds in between the carboxylate oxygen atoms. A critical analysis of the O—H---O bonds
among the carboxylate groups can be identified and characterized by the dense blue-colored
patches (see Figures 3.12 a, b). The theoretical NCI analysis of the O—H---O hydrogen bonds

shows consistencies with the theoretical AIM analysis (see Table 3.3) and agrees well with the
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experimental findings (see Table 3.2). The green isosurfaces that are evident in between the C—
H donors and the carboxylate oxygen atoms represent the weak C—H---O bonding contact in
(1) (see Figures 3.12 ¢, d). The C7—H7B---O8 bond has the lowest H---A value (Table 3.2) and
highest p(r) value in AIM analysis (see Table 3.3) among four C—H---O bonds that are depicted
in Figure 10. As expected, the C7-H7B---O8 displays a larger and dense green patch in
comparison to the other three C—H---O bonds (Figures 3.12 c, d) which is again consistent with
the AIM analysis and experimental evidence. All the isosurfaces presented here in the

theoretical NCI calculation agree with the experimental findings.

04-H4:.-010
(b)

02-H2;-:010
a

f

()

(©

C7-H7A:--010
()

d _HTR...
(d) C7 H7Bmos

(d
C3-H3B---04

Fig. 3.12. NCI plot of the self-assembled structures of compound (1). A perspective view of
the self-assembled dimers (a—c) and tetramer (d) has been illustrated. The gradient cut-off is s
= 0.35a.u., and the color scale is —0.04 < p < 0.04 a.u.
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3.4.  Conclusions

The supramolecular structure of the title compound has been scrutinized in detail. The
cooperativity of the non-covalent interactions has been studied by exploring the supramolecular
behavior in the solid-state. The molecular energy framework calculation revealed that the
electrostatic force accredited to the hydrogen bonds dominates the dispersion forces. Bader’s
theory of ‘atoms-in-molecules’ (AIM) characterizes the non-covalent interactions and self-
assemblies. QTAIM topological analysis revealed that all interactions are closed-shell
interactions at their bond critical point. Furthermore, the theoretical NCI plot index also
characterizes the self-assemblies and corresponding interactions. The theoretical investigations
are in agreement with the experimental findings. The results reported herein might help
understand the supramolecular aggregation in accordance with intermolecular hydrogen bonds
and the quantification of non-covalent interactions. The detailed theoretical studies might be

helpful to future research work relating to this ligand and its metal complexes.
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4.1.  Introduction

The design, synthesis, and development of metal-organic complexes have attracted
considerable attention from researchers, not only because of their countless potential
applications in various fields but also because of their interesting structural topologies [1-4].
In synthesizing metal-organic complexes, transition metals have always been proven to be the
most crucial class of atoms because of their potent ability to bind to one or more ligands through
coordination bonds [5, 6]. Thus metal ions play a pivotal role in controlling the coordination
geometry and properties of metal-organic complexes. The versatile nature of metal-ligand
coordinative bonding allows chemists to control molecular assemblies. However, many factors
can effectively influence the design and synthesis of the desired structural topologies, such as

metal-ligand ratio, counterions, pH value, solvents, and temperature [7-10].

The selectivity of ligands is vital for designing and synthesizing metal-organic
complexes. The 2,6-Pyridinedicarboxylic acid (2,6-pydc) is a frequently used ligand that
coordinates to metal ions with tridentate mode [9]. The donor sites of 2,6-pydc are occupied
by one pyridine nitrogen atom and two carboxylate oxygen atoms. 2,6-pydc is able to form
stable coordination complexes with most transition metal centers, thereby occupying a
prominent place as a building block in coordination chemistry [11]. Bridging dipyridine
ligands, such as 4,4'-trimethylenedipyridine (4,4'-tmdpy), 4,4"-bipyridine (4,4'-bpy), etc., have
been used for the construction of various hybrid solids [12, 13]. 4,4'-tmdpy is a flexible N-
donor to construct several coordination polymers with different structural topologies among
the N-donor bridging ligands [14, 15].

The comprehensive study of noncovalent interactions is necessary to develop new
supramolecular chemistry applications. Molecular recognition events occur spontaneously in
crystalline solids due to mutual interactions through various forces. One can design a crystal
with desired properties with a clear idea of how molecular recognition involves various
noncovalent interactions [16, 17]. Though hydrogen bonding has been extensively employed
in crystal packing, other kinds of weak interactions establish their contributions to the building
of supramolecular architectures. For example, the interactions incorporating aromatic n-ring
such as w---*, «*---n*, anion---x, anion---x*, lone-pair(l.p)---x, C-H---x, metal---x, salt-bridge
(SB)---n", etc. are also very crucial to incarnate the crystal structure in solid state [18—24]. Other
than the interactions involving the aryl ring, C—H---O, O-H---O, N-H---O, etc. belonging to the

hydrogen bond category is also vital to form solid-state structure [18, 19, 25]. Thus, these
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interactions are considered for rationalizing supramolecular crystals and stabilizing their

intricate structure in the solid state.

We have synthesized and structurally characterized two new Co(ll) coordinated metal-
organic complexes, and analyzed noncovalent interactions in constructing supramolecular
frameworks. Exploration of supramolecular packing diagrams of both complexes (1 and 2)
reveals unusual types of structural networks, such as
(Lp:-n/m-m*/m*n/mn/m-w /" m/me-1.p)n. We have further characterized the noncovalent
interactions using Bader’s quantum theory of “atoms-in-molecules” (QTAIM) [26, 27] and
analyzed topological parameters, and calculated the dissociation energy of interactions.
Further, we have performed the “Noncovalent Interaction” (NCI) plot index [28, 29] for
analyzing noncovalent interactions. Also, we have calculated the optical band gap from UV-

Vis spectroscopy using Tauc's equation [30] for both complexes.
4.2.  Experimental Sections

4.2.1. Materials and Measurements

All chemicals used were of reagent-grade quality and purchased from Sigma Aldrich
Chemical Co. All reactions were carried out in an aqueous medium under aerobic conditions.
During the whole experiment, doubly distilled water was used. The CHN elemental analyses
of both complexes were performed on a PerkinElmer 2400 Series-Il CHN analyzer, USA,
elemental analyzer. We have used a Perkin-Elmer LX-1 FT-IR spectrophotometer with a
modern diamond attenuated total reflectance (ATR) accessory method to record the infrared
spectrum in the range of 4000-400 cm™. The absorbance spectrum of the title complexes was
recorded in the wavelength range of 190 nm—1100 nm using a UV-vis spectrophotometer
(UV/Vis Lamda 365, PerkinEImer). To analyze the phase purity of the samples, powder X-ray
diffraction (PXRD) data were recorded in the 26 range of 5°-40° on a Bruker D8 Advance X-
ray diffractometer using Cu Ko radiation (A = 1.548 A) generated at 35 kV and 35 mA.

4.2.2. Syntheses of The Title Complexes
4.2.2a. Synthesis of Complex (1)

Cobalt(ll) nitrate hexahydrate (0.291 g, 1.0 mmol) dissolved in 25 ml of water was
allowed to react with pyridine-2,6-dicarboxylic acid (0.334 g, 2.0 mmol) in water (25 ml) at
50°C, resulting a pink solution. A warm aqueous solution (25 ml) of 44-
trimethylenedipyridine (0.396 g, 2 mmol) was added dropwise to the above solution with

continuous stirring. The reaction mixture thus obtained was further heated at 50°C for two
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hours with continuous stirring. The solution was then cooled to room temperature and filtered,
and the filtrate was left unperturbed. After a few weeks, block-shaped, pink crystals, suitable
for X-ray diffraction analysis were obtained. The crystals were collected by filtration, washed
with cold water, and dried in air. Anal. Calcd. for C27H32C02N4014 (1): C, 42.98%; H, 4.27%);
N, 7.42% and found: C, 42.95%; H, 4.29%; N, 7.40%. The PXRD patterns of complex (1) are
shown in Figure 4.1a. The main IR absorption bands observed (in cm™) for complex (1) are
3151 (w), 3095 (s), 2862 (s), 1622 (vs), 1589 (vs), 1502 (vs), 1431 (vs), 1365 (vs), 1282 (vs),
1220 (s), 1188 (vs), 1076 (vs), 767 (vs) (Figure 4.2).

4.2.2b. Synthesis of Complex (2)

Cobalt(ll) nitrate hexahydrate (0.291 g, 1.0 mmol) was reacted with pyridine-2,6-
dicarboxylic acid (0.334 g, 2.0 mmol) in water (50mL) at 60 °C. A warm aqueous solution (20
mL) of 4,4'-Bipyridine (0.624 g, 4.0 mmol) was then added dropwise to the above solution with
continuous stirring for about an hour at normal laboratory temperature (~32 °C). The solution
mixture was left undisturbed for a few days when block-shaped, pink crystals suitable for X-
ray diffraction analysis were obtained. The crystals were collected by filtration, washed with
cold water, and dried in air. Anal. Calcd. for C4gHs2C02NgO27 (2): C, 44.66%; H, 4.06%; N,
8.68% and found: C, 44.63%; H, 4.07%; N, 8.70%. The PXRD patterns of complex (2) are
shown in Figure 4.1b. The main IR absorption bands observed (in cm™) for complex (2) are
3100 (s), 3007 (w), 2598 (w), 1583 (vs), 1492 (vs), 1365 (vs), 1282 (vs), 1214 (s), 1188 (vs),
1075 (s), 990 (s), 813 (s), 777 (vs), 729 (s) (Figure 4.3).

Experimental (b) Complex (2)
Simulated

(a) Complex(1)

Experimental
Simulated

Intensity (a.u)
Intensity (a.u)

10

10 15 20 25 30 35 40 5 10 15 20 25 30 35
26(°) 20(°)

Figure 4.1. PXRD patterns of (a) complex (1); and (b) complex (2).
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Figure 4.3. IR spectra of complex (2).

4.2.3. X-ray Crystal Structure Determination

Optically transparent, good single crystals were selected for single-crystal X-ray

diffraction (SCXRD) to determine crystal structure. Intensity data collection was performed by

using Bruker APEX-1I CCD diffractometer having a fine-focus sealed tube as diffraction
source of MoKa radiation (A = 0.71073 A) at 273(2) K and 120(2) K for (1) and (2)
respectively. Collected intensity data were reduced using the Bruker SAINT v8.34A program

[31], and an empirical absorption correction based on the multi-scan method was applied using
the process SADABS [32]. The structure solution of both complexes was carried out using

SHELXT-14 [33] and then refined by the full-matrix least-squares technique on F? using
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SHELXL-18 [34] for (1) and SHELXL-14 [34] for (2). The hydrogen atoms were placed at
their geometrically idealized positions and refined isotropically. The structure solution of (1)
was performed using the WinGX program V2014.1 [35], whereas Olex2 1.5 program [36] was
used for the structure solution of (2). For analyzing the crystal information files (CIFs) of both
complexes, the program PLATON [37] was used. The crystal information and structure
refinement parameters are summarized in Table 4.1. CCDC 2238424-2238425 contains the

supplementary crystallographic data of complexes (1)—(2), respectively.

Table 4.1. Crystal data and structure refinement parameters for (1) and (2).

Complex (1) Complex (2)
Empirical formula C27H32C02N4014 CagHs52C02NgO27
Formula weight 754.42 1290.83
Temperature 273(2)K 120K
Wavelength (Mo Ka) 0.71073A 0.71073A
Crystal system, space group Monoclinic, P2/c Triclinic, P -1

Unit cell parameters a=9.748(1) A a=10.252(3) A
b =8.965(1)A b =15.232(5) A
c=18.197(2)A ¢ =17.640(6) A
a=90° o= 91.647(4)°
B=99.431(2)° B =92.314(4)°
y=90° y=100.921(4)°
Volume 1568.8(2)A3 2700.7(15) A3
Crystal size 0.21 x 0.13 x 0.08mm 0.15x0.12 x 0.1 mm

Crystal shape

Block

Block

Crystal color Dark pink Metallic dark red

Z /Density (clac.) 2, 1.597Mg/m?® 2, 1.587 Mg/m®

Absorption coefficient 1.133mm’? 0.714 mm*

F(000) 776 1332

0-range for data collection 2.269-24.997° 1.156-25°

Limiting indices -11<h<11; -12<h<12;
—-10<k < 10; —18<k < 18;
-21<1<21 -20<1<20
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Reflections collected/unique 18943/2764 25247/ 9357
[R(int) =0.0526] [R(int) =0.0686]

Completeness to theta 99.7% 98.5%

Absorption correction Semi-empirical from Semi-empirical from
equivalents equivalents

Max. and min. transmission 0.92 and 0.84 0.932 and 0.90

Refinement method full-matrix least-squares on full-matrix least-squares on
F2 =

Data/ parameters 2764/ 215 9357/ 861

Goodness-of-fit on F2 1.078 1.034

Final R indices [I > 20(1)] R; =0.0281, wR, = 0.0795  R: =0.0777, wR; = 0.2104

R indices (all data) R:1=0.0310, wR>=0.0819 R:=0.1091, wR> = 0.2326

Largest diff. peak and hole 0.301 and —0.435 e-A3 1.929 and —0.745 e-A

Rl = ZHFol—ch”/ZlFol, WR2 = [Z{(FOZ—FCZ)Z}/Z {W(Foz)z}]l/2 ' W= 1/{(52(F02) + (aP)2 + bP}, Whel’e
P= (Fo? + 2F?)/3 for both complexes, a = 0.0420 and b = 0.8374 for (1) and a = 0.1305 and b
= 6.6104 for (2).

4.2.4. Theoretical Methods

Both complexes' quantum chemical computations are performed using Gaussian 16w
calculation package [38] at the DFT/B3LYP level with 6311G basis set. We have used the
models generated from supramolecular architectures to perform theoretical calculations. For
the characterization of weak noncovalent interactions, we have used Bader’s quantum theory
of “Atoms in Molecules” (QTAIM) [26, 27] using the AIMall calculation package [39]. The
topological parameters derived from QTAIM [40] allow for much better insights into the
interatomic interactions, and it can be used as a powerful tool for investigating the electronic
and conformational properties of the molecules [41]. There are some notable points named
critical points where the gradient of electron density (pecp) vanishes. The critical points of
bonds are known as bond critical points (BCPs), lying in the bond path connecting two atoms.
Every BCP contains well-to-do chemical information, reflecting the bond's nature. The
topological parameters like electron density (pscp), Laplacian of the electron density (V2(pscp)),
and potential energy density (Vscp) are mainly used for characterizing noncovalent
interactions. Electron density concentrated towards the interaction line when V2(pgcp) < 0 and
depleted towards the nucleus when V?(pgcp) > 0. Employing potential energy density (Vece),
dissociation energy of interaction can be obtained using the formula D.Eint = —%2 Vscp, more
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accurately D.Eint (Kcal.mol™) = —313.754 x Vpgcp (au) [42]. The NCI Plot Index is a
visualization index for analyzing noncovalent interactions. We have used Multiwfn [43] and
visual molecular dynamics (VMD) [44] for indexing NCI Plot [28, 29]. Isosurfaces represent
noncovalent interactions in NCI Plot. Different colors of isosurfaces indicate different natures
of the interaction. For example, the blue and red color of the isosurface represents p cut
(attractive) and p*cut (repulsive) interactions, respectively, whereas yellow and green colors

indicate weak repulsive and weak attractive interactions [29].

4.3. Results and Discussion
4.3.1. Structural Description of Complex (1)

Complex (1) crystallizes in a monoclinic crystal system with a P2/c space group which
is quite unusual, and it is here justified by the intrinsic molecular symmetry of the cation, and
the ORTEP [35] diagram depicted in Figure 4.4. Complex (1) is composed of an anionic moiety
made up of a Co(1) center and two (2,6-pydc)?~anions, as well as a one-dimensional polymeric
cationic chain in which the 4,4-tmdpy ligands connect the Co(2) sites and lattice water
molecules (see Figure 4.4). Two pydc ligands operate in a tridentate mode toward the Co(1)
ion to create the anionic unit, resulting an octahedral geometry. The Co(2) center also adopts
an octahedral environment in the cationic portion, where the CoN2O4 core adopts a trans
arrangement and is coordinated by two nitrogen atoms from a 4,4-tmdpy ligand and four
oxygen atoms from lattice water molecules. In each cation chain of [Co(4,4'-tmdpy)(H20)4]**,
unit, the nitrogen atoms of the 4,4'-tmdpy ligand bridge the Co(2) sites by generating a cationic
polymeric zigzag chain. In contrast to the Co(1) site, it is noted that Co(2)—O bond distances
are shorter than Co(2)-N (see Table 4.2). It is apparent that Co(1)-O distances are longer than
Co(1)-N distances. In the cationic unit, the O(5) and O(6) atoms occupy the axial positions and
are nearly perpendicular with an angle of 93.96(6)°, as well as N(2) also occupying an axial
position with O(5)-Co(2)-N(2) and O(6)-Co(2)-N(2) angles of 91.58(6)° and 91.08(6)°
respectively (see Table 4.2). Noting that two pyridine rings of the polymeric cationic unit are
not coplanar, the dihedral angle between them is 56.75°. Two rigid (2,6-pydc)? have a dihedral
angle of 83.82°, deviating 6.18 degrees from the perpendicular.
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Figure 4.4. An ORTEP view of the asymmetric unit of complex (1) with the atom-numbering
scheme. Thermal ellipsoids are drawn at 30% probability. Symmetry codes: * = 1-x, y, 1/2-z;
#=-XxY, 32—z, T =1-X, -y, 1-z.

Table 4.2. Selected bond lengths (A) and bond angles (°) around the metal centers in complex

(1) and (2).
Complex(1) Complex(2)

Col-N1 2.0342(17) Col-011 2.123(4)
Col-O1* 2.1756(15) Col-014 2.151(4)
Col-04* 2.1478(15) Co1-015 2.152(4)
Col-NI* 2.0342(17) Col-N7 2.019(5)
Col-0O1 2.1756(15) Col-N8 2.024(5)
Col-04 2.1478(15) Co1-010 2.196(4)
Co2-05 2.0469(14) Co2-02 2.201(4)
Co2-06 2.0893(16) Co2-03 2.141(4)
Co2-N2 2.2457(19) Co2-06 2.166(4)
Co2-05 2.0469(14) Co2-07 2.225(4)
Co2-067 2.0893(16) Co2-N3 2.019(5)
Co2-N27t 2.2457(19) Co2-N4 2.016(5)
O4a—Col-N1* 94.72(6) 014-Col-N8 76.78(16)
N1-Col-N1* 165.73(7) 015-Col1-N7 103.41(17)
Ola—Col—04* 151.33(6) 015-Col-N8 76.49(16)
Ola—Col-N1* 75.70(6) N7-Col-N8 174.14(16)
O4a—Col-N1* 75.75(6) O11-Col1-O14 93.64(15)
01-Co1-04 151.33(6) O11-Col1-0O15 89.20(15)
O01-Co1-N1 75.70(6) 010-Col1-0O11 153.56(17)
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01-Col-O1* 101.60(6) 010-Co-O14 91.94(15)
O1-Col-04* 87.49(6) 010-Col-015 97.56(15)
O1-Col-NI* 113.83(6) 010-Col-N7 76.27(16)
04-Col-N1 75.75(6) 010-Col-N8 97.91(16)
Ola—Col-04 87.49(6) O11-Col-N8 108.53(16)
04-Col-04* 97.48(6) 014-Col-O15 152.60(17)
04-Col-NT1* 94.72(6) 011-Col-N7 77.30(16)
Ola—Col-NI1 113.83(6) 014-Col-N7 103.80(17)
05-C02-06 86.04(6) 02-Co02-03 151.14(17)
05-Co2-N2 88.42(6) 02-Co2-06 89.97(15)
05-C02-0571 180.00 02-C02-07 95.90(15)
05-Co2-06t 93.96(6) 02-C02-N3 75.41(17)
05-Co2-N27 91.58(6) 02-Co2-N4 107.51(16)
06-Co2-N2 91.08(6) 03-C02-06 100.48(15)
05c-Co2-06 93.96(6) 03-C02-07 87.33(15)
06-Co2-067 180.00 03-Co2-N3 76.79(18)
06-Co2-N2t 88.92(6) 03-Co2-N4 101.09(17)
05c-Co2-N2 91.58(6) 06-C02-07 152.18(17)
06c-C02-N2 88.92(6) 06-Co2-N3 95.93(17)
N2-Co2-N27t 180.00 06-Co2-N4 76.65(16)
05c-Co2-067 86.04(6) 07-Co2-N3 111.87(17)
05c-Co2-N27 88.42(6) 07-Co2-N4 75.65(16)
06c-Co2-N27t 91.08(6) N3-Co2-N4 171.88(15)

The noncovalent interactions such as hydrogen bonding (O—H---O and C-H---O), n---m,

and lone pair (l.p):--m interactions are responsible for the generation and stabilization of

supramolecular structures for (1) in solid-state (Table 4.3, 4.4, 4.5). The water oxygen O(7)

acts as a donor to carboxylate oxygen atom O(1) and carbonyl oxygen atom O(2) of the acid

moiety at (X, 1-y, 1/2+z) and (1-X, y, 1/2-z) respectively, hence a centrosymmetric tetrameric

ring R4*(12) is formed. Again the carbonyl oxygen O(3) at (-X, Yy, 1/2-z) interacts through H-

bonding interaction when C(5) plays the role of donor, forming a centrosymmetric dimeric ring
R2%(10). The combination of these R4*(12) and R22(10) ring motifs leads to the formation of a

two-dimensional framework in the (101) plane (Figure 4.5). The R2?(10) dimeric ring in
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another substructure mentioned above forms a one-dimensional chain of acid moieties. Parallel
1D polymeric chains are connected to the chains of acid moieties through the O(6)—
H(6A)---O(3) interactions, resulting in the formation of a two-dimensional supramolecular
framework in the (101) plane (Figure 4.6).

Figure 4.5. R,2(10) and R4+*(12) ring motifs generate 2D supramolecular assembly in the (101)
plane.

R,(10)

a
0

Figure 4.6. Parallel cationic polymeric zigzag chains are connected to the acid moieties in the
(101) plane.
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Figure 4.7. (a) Multi-layered braid-like chain formed through C—H---O hydrogen bonding
interactions; (b) Parallel multi-layered braid-like chains connected by using O—H---O hydrogen
bonding interactions leads to three-dimensional supramolecular self-assembly in (1); (c) Same
three-dimensional supramolecular self-assembly generated through |.p---n/ -+ -7 interactions.
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Further in another substructure, the carbon atom C(14), located at the inversion center
of the polymeric chain, acts as a donor to the carbonyl oxygen atoms O(3) of two parallel acid
moieties of the molecules at (—x, -y, 1-z) and (X, -y, 1/2+z) (see Table 4.3). Now the carbonyl
oxygen atoms O(3) of the symmetric part of acid moieties again interact with C(14) of the
polymeric chain, which leads to the formation of another polymeric chain parallel to the former.
Thus multiple layers of polymeric chains and acid moieties are formed involving C(14)-
H(14A)---O(3) interactions forming a multi-layered braid-like chain as shown in Figure 4.7a.
Parallel multi-layered braid-like chains are connected through O(5)-H(5B)---O(2) interaction
as shown in Figure 4.7b. Combination of C(14)-H(14A)---O(3) and O(5)-H(5B)---O(2)

interactions forms a three-dimensional supramolecular architecture for (1) (Figure 4.7b).

This same 3D supramolecular architecture can also be explained by lL.p--n/ w--%
interactions. The lone pair oxygen O(2) of the acid moiety interacts with the n-rings of the
polymeric chain through I.p--x interaction having lone pair and centroid separation distance of
3.265(2) A (see Table 4.5). In the symmetric unit, there are two lone pairs of oxygen O(2); one
0O(2) interacts with the n-ring of layer-A of the polymeric chain, whereas another O(2) interacts
with the -ring of layer-B formed by another polymeric chain. Thus the layers are generated in
the [100] direction. For generated layers, the z-rings of the polymeric chain interact with the
n-rings of the acid moieties having a centroid to centroid distance of 4.204(2) A (see Table
4.4). Thus three-dimensional supramolecular architecture associated with l.p---w/ =n--x
interactions is depicted in Figure 4.7c. Both hydrogen bonding interactions (O-H---O and C-
H---O) and the interactions involving the pyridine rings (l.p---x and =---7) are responsible for

the stabilization of the supramolecular network of Figure 4.7 (b or c) in complex (1).

Table 4.3. Relevant hydrogen bonding parameters (A, °).

D-H---A D-H H---A D---A D-H---A  Symmetry
Complex (1)

O(5)-H(5B)---0(2) 0.82 1.91 2.731(2) 174 X, 1-y, 1/2+z
O(6)-H(6A)---0(3) 0.82 1.86 2.674(2) 169 1-x, -y, 1-z
O(7)-H(7A)---0(2) 0.83 2.19 3.013(2) 170 1-x,y, 1/2-z
O(7)-H(7B)---O(1) 0.82 1.99 2.792(2) 163 X, 1-y, 1/2+z
C(5)-H(5)---0(3) 0.93 2.36 3.169(3) 146 X, Y, 12—z
C(12)-H(12)---0(6) 0.93 2.55 3.128(3) 121 1-x, -y, 1-z
C(14)-H(14A)---0(3) 0.97 2.50 3.392(3) 153 X, Y, 1~z
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C(14)-H(14A)---0O(3) 0.97 2.50 3.392(3) 153 X, -y, 1/2+z
Complex (2)

N(2)-H(2)---0(1) 0.88 1.75 2.621(7) 167 -
N(5)-H(5)---O(8) 0.88 1.76 2.622(7) 166 -
N(6)-H(6)---O(9) 0.88 1.83 2.624(7) 149 -
O(19)-H(19A)---0(20) 0.83 1.80 2.488(2) 139 -
0O(20)-H(20A)---0(4) 0.81 1.99 2.751(8) 156 -
0(22)-H(22A)---0(7) 0.83 2.17 2.989(6) 170 2-X, 1y, 1-z
0O(23)-H(23A)---0(2) 0.83 2.04 2.858(6) 170 -
0O(26)-H(26B)-:-0(25) 0.83 1.97 2.727(7) 152 -
C(1)-H(1A)---0(27) 0.95 2.46 3.170(8) 131 -
C(6)-H(6A)---O(23) 0.95 2.54 3.262(8) 133 -
C(14)-H(14)---0(22) 0.95 2.44 3.197(8) 137 -
C(15)-H(15)---0(13) 0.95 2.38 3.197(7) 144 1+x, 1+y, 1+z
C(20)-H(20)---0(12) 0.95 2.27 3.103(8) 146 2+X, Y, 14z
C(25)-H(25)---0(21) 0.95 2.48 3.329(2) 149 -
C(34)-H(34)---O(25) 0.95 2.58 3.296(8) 132 2-X, Y, ~Z
C(37)-H(37)---0(18) 0.95 2.40 3.329(8) 165 -
C(44)-H(44)---O(4) 0.95 2.38 3.166(7) 140 —1+X, 14y, —1+z
C(45)-H(45)---0(17) 0.95 2.45 3.156(8) 131 -

Table 4.4. Geometrical parameters ( A, °) for n-stacking interaction.

Rings i—j RcP R1v® R2vd af Bf v¢  Slippage
Complex (1)

Cg(1)-Cg(6)  4.204(2) -3.677(1) -4.051(1) 135(2) 1550  28.98 -
Complex (2)

Cg(5)-Cg(13) 3.715(3) 3.393(2) 3.465(2) 7.8(3) 21.17 24.02 -
Cg(11)-Cg(11) 3.749(3) 3.398(2) 3.399(2) 0 24.98 2498 1.583

Cg(11)-Cg(16) 3.722(4) -3.435(2) -3.443(2) 3.1(3) 2230 2262 -
Cg(12)-Cg(14) 3.826(3) -3.412(2) -3.467(2) 2.1(3) 2505 2691 ~—

4n complex (1), Cg(1) and Cg(6) are the centroids of (N2, C8-C12), and (N1, C2-C6),
respectively. In complex (2), Cg(5), Cg(6) Cg(11), Cg(12), Cg(13), Cg(14), and Cg(16) are
the centroids of (N3, C12-C16), (N4, C19-C23), (N7, C36-C40), (N8, C43-C47), (N1, C1-
C5), (N2, C6-C10), and (N6, C30-C34), respectively. ® Centroid distance between ring i and
ring j. “Vertical distance from ring centroid i to ring j. ¢ Vertical distance from ring centroid j
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to ring i. ® Dihedral angle between the first ring mean plane and the second ring mean plane of
the partner molecule. ¥ Angle between centroids of the first and second ring mean planes.
9ANgle between the centroid of the first ring and normal to the second ring mean plane of the
partner molecule.

Table 4.5. Geometrical parameters (A, °) for lone pair (1.p)--- interactions.

Y-X---Cg X---Cg X---Perp Y-X---Cg Symmetry
Complex (1)

C(1)-0(2)---Cg(1) 3.265(2) 3.233 86.2(2) X, 1-y, -1/2+z
Complex (2)

C(11)-0O(1)--Cg(5) 3.702(5) —-3.302 80.1(3) 2-X,1-y, 1-z
C(11)-0O(1)---Cg(14) 3.521(5) 3.220 95.4(3) 3X,1-y,1-z
C(24)-0(8)---Cg(6) 3.851(5) —-3.388 91.8(3) 2-X, -y, 1-z
C(24)-0(8)--Cg(15) 3.373(5) 3.327 97.5(3) 1-x, -y, 1-z
C(41)-0(12)---Cg(15) 3.239(5) -3.107 88.0(4) X, =Y, ~Z
C(48)-0(16)---Cg(13) 3.514(5) -3.278 82.5(3) 1-X, -y, -2

In complex (1), Cg(1) and Cg(6) are the centroids of (N2, C8-C12), and (N1, C2-C6),
respectively. In complex (2), Cg(5), Cg(6) Cg(11), Cg(12), Cg(13), Cg(14), Cg(15), and
Cg(16) are the centroids of (N3, C12-C16), (N4, C19-C23), (N7, C36-C40), (N8, C43-C47),
(N1, C1-C5), (N2, C6-C10), (N5, C25-C29), and (N6, C30-C34), respectively.

4.3.2. Structural Description of Complex (2)

Complex (2) is crystallized in a triclinic crystal system with P—1 space group. The
asymmetric unit of (2) consists of two discrete mononuclear cobalt (I1)-dipicolinate unit
[Co(2,6-pydc)2]> (moiety A and moiety B) associated with two doubly protonated 4,4'-
bipyridine counter ions (moiety C and moiety D) for neutralization of charge, and eleven
uncoordinated solvent water molecules. One solvent water molecule is found as disordered,
and the corresponding oxygen atom has an occupancy of 0.6 and 0.4 (see Figure 4.8). The
cationic portion of the asymmetric unit consists of a doubly protonated bipyridine molecule
(bipyridinium cation), and the anionic portion is the [Co(2,6-pydc).]* complex. Each Co'' atom
is coordinated by four oxygen atoms and two nitrogen atoms from two dipicolinate ligands in
a tridentate fashion and is at the centre of a distorted octahedral environment formed by the
Co0O4N2 bonding set. In anionic moiety A, the angles O(2)-Co(2)-0(6) [89.97(15)°], O(3)-
Co(2)-0O(7) [87.33(15)°] and N(3)-Co(2)-N(4) [171.88(15)°] indicate that the coordination
environment around Co(ll) ion is a distorted octahedron. As expected, the Co—O distances are

longer than the Co-N distances in both moieties of A and B (see Table 4.2). Indeed, in an
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anionic fragment two rigid (2,6-pydc)? are almost perpendicular to each other, having dihedral

angles of 83.39° and 85.45° in moieties A and B, respectively.

.
024

017

Figure 4.8. An ORTEP view of complex (2) With the atom-numbering scheme. Thermal
ellipsoids are drawn at 30% probability.

In the solid state, the supramolecular structure of the complex (2) is stabilized through
hydrogen bonding interactions (such as N-H---O, O—H---O, and C-H---O) and the interactions
involving pyridine rings (such as %, w--n*, ©*+--w, lone pair---w). In the first substructure of
complex (2), the oxygen atom O(8) is oriented towards the n-face of ring-P with a distance of
3.851A, suggesting l.p---m interaction. Due to its self-complementary nature, this ring-P is
further juxtaposed to ring-R through z---x" interaction having a ring centroid separation of
3.690A. Further, the ring-R is connected to ring-S through n*---w interaction with the centroid
to the centroid separation distance of 3.722A. Again, ring-S is juxtaposed to ring-S of the
partner molecule due to its self-complementary nature and exhibits xt---7 stacking interaction
having a ring centroid separation of 3.749A and ring offset of 1.583 A. The combination of
l.p---w and different m-interactions constitutes a network chain, l.p---n/m---n*/n*---n/n---w. The
sequence of these interactions is reversed from n---w stacking interaction, thus forming a rare
combination of an extended 1D network (l.p---w/x---n/n*--n/n---n/m---w/n’ - w/m---1.p)n. The
parallel 1D extended networks are connected through a combination of lone pair---w and C—
H---O interactions where the oxygen atom O(1) orients towards ring-O, suggesting l.p--n
interaction having a ring to the lone-pair separation distance of 3.702 A. The carbon atoms
C(15) and C(44) act as a donor to the carbonyl oxygen O(13) and O(4), hence forming R2%(10)
dimeric ring (Figure 4.9).

125

027
«®



A combined experimental and theoretical studies of... Chapter 4

lone pair+n

Figure 4.9. Two-dimensional supramolecular self-assembly of complex (2) generated with a
rare combination of the extended (lone pair---n/n---n*/n*---n/n---w/m---n* /" -w/m---lone pair)n
network.

In another substructure of complex (2), again the oxygen atoms O(1) and O(8) of the
acid moiety-A orient towards the n-face of the ring-O and ring-P of partner molecules, having
oxygen and ring centroid separation distance 3.702 A and 3.851A respectively, suggesting
Lp-7 interactions, forming a 1D chain of acid moiety-A which propagates along [010]
direction. Two parallel 1D chains of acid moiety-A are connected through C(20)-
H(20)---O(12) interaction and -7 stacking interaction (above mentioned), which leads to the
formation of another two-dimensional supramolecular structure in (011) plane for complex (2)

depicted in Figure 4.10.

. o lone pair<\ o . .

Figure 4.10. Two-dimensional supramolecular structure in (011) plane for complex (2).
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We have explored unique supramolecular self-assembly for complex (2), where 3D
boxes are assembled in a 2D plane. In this complex (2) substructure, above mentioned R2%(10)
dimeric ring is formed between moiety-A and B. Now the moiety-B's carbonyl oxygen O(9)
interacts with the moiety-D's nitrogen atom N(6). Then the carbon atom C(34) of the moiety-
D acts as a donor to the solvent water oxygen O(25). Again O(25) interacts with another
solvent, water oxygen O(26), and the nitrogen N(1) of the moiety-C acts as a donor to O(26).
Another pyridine nitrogen N(2) of moiety-C acts as a donor to the carbonyl oxygen O(1) of
moiety-A. Again a R»2(10) dimeric ring is formed, and the repetition of mentioned interactions
generates a loop-like structure (Figure 4.11). The bipyridine moiety-D connects two loops
through N(5)-H(5)---O(8) interaction, forming a 2D box-like structure (Figure 4.12). Further,
these 2D boxes are connected through C(20)-H(20)---O(12) interaction to generate a 3D box-
like structure (Figure 4.12). Hence a sequential combination of these interactions helps to

assemble 3D boxes propagating in the 2D plane for complex (2) (Figure 4.13).

Figure 4.11. Two loops are connected through N—H---O interaction, forming 2D boxes.
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Figure 4.13. 3D boxes are propagating in the 2D plane for complex (2).
In another substructure of complex (2), the carbonyl oxygen O(12) of the acid moiety

B interacts with the carbon atom C(20) through hydrogen bonding interaction, and again above
mentioned R,?(10) dimeric ring is formed. A combination of these interactions leads to the 1D

chain of acid moieties. Two parallel chains of acid moiety are connected with the help of bi-
pyridine moiety-D as the nitrogen atoms N(5) and N(6) of the bipyridine moiety-D act as a
donor to the carbonyl oxygen O(8) of the acid moiety-A and O(9) of the acid moiety-B
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respectively and generates the two-dimensional supramolecular structure of the complex (2) in

(110) plane as shown in Figure 4.14.

Figure 4.14. Two-dimensional supramolecular self-assembly for complex (2) generated
through Hydrogen bonding interactions in (110) plane.

4.3.3. Theoretical Calculations

Bader’s quantum theory of “Atoms in Molecules” (QTAIM) characterizes the
noncovalent interactions involved in building supramolecular architectures. The models used
herein are derived from the supramolecular assemblies. The topological parameters’ values
determine the nature of the interactions. The QTAIM models for complex (1) are depicted in
Figure 4.15 (a, b, and c). A part of the self-assembled structure of Figure 4.7 (b or c) is used as
a theoretical model to characterize both hydrogen bonding interactions and the interactions
involving the pyridine rings in complex (1), which is depicted in Figure 4.15a. As expected,
the calculated dissociation energy for O(5)-H(5B)---O(2) interaction (d, pscp = 0.0279 a.u) is
maximum whereas, for the 7t---x interaction (a, pscp = 0.0027 a.u) it is minimum. From Table
4.6, it can be seen that lone pair---& interaction (C, pscp = 0.0049 a.u) is more favorable among
the interactions involving the pyridine rings in complex (1), which is in agreement with X-ray
structural studies. We have used a part of the self-assembled structure of Figure 4.6 as a
theoretical model to characterize O—H---O hydrogen bonding interaction in complex (1) which
is depicted in Figure 4.15b. This O(6)-H(6A)---O(3) hydrogen bonding interaction (e, pscp =
0.0336 a.u) has the highest dissociation energy among the noncovalent interactions involving

in complex (1) (see Table 4.6). We have used a part of the self-assembled structure of the
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centrosymmetric dimeric and tetrameric ring from Figure 4.5 as a theoretical model to
characterize both C—H---O and O—H---O hydrogen bonding interactions in complex (1), which
is shown in Figure 4.15c. It can be seen from Table 4.6 that O(7)-H(7A)---O(1) interaction (f,
f', pecp = 0.0247 a.u) is more favorable than O(7)-H(7B)---O(2) interaction (g, g’, pece = 0.0154
a.u) for the construction of centrosymmetric tetrameric ring (Figure 4.15c). The C(5)-
H(5)---O(3) interaction (h, h’, pecp = 0.0122 a.u) which is responsible for the generation of the
centrosymmetric dimeric ring, is less favorable than O—H---O hydrogen bonding interactions,
which is in agreement with X-ray structural studies. For complex (2), the QTAIM models are
depicted in  Figure  4.15(d—g). To  characterize  the extended  (lone-
pair-w/m-n/ntn/men/nent /a - w/me-lone-pair)n network in complex (2), we have used a
part of the self-assembled structure from Figure 4.9 as a theoretical model, which is depicted
in Figure 4.15d. In this extended network model, the bond critical points and bond paths
interconnecting the lone pair oxygen and the carbon atom of the pyridine ring represent and
characterizes lone pair---m interactions (i, i’, psce = 0.0045 a.u). Again, the bond critical points
and bond paths denoted by (j, j’) and (k, k') represents and characterizes mt---x" interactions (pecp
=0.0044 a.u) and n*---7 interactions (psce = 0.0047 a.u) respectively. In the middle portion of
this model, the bond paths interconnecting the carbon atoms of the pyridine rings of acid
moieties represent and characterize rt---m interactions (1, I’, pecp = 0.0052 a.u). For complex (2),
among the interactions involving aryl ring x---7 staking interaction (1, 1) is more favorable due
to higher pscp value (pscp = 0.0052 a.u) and hence higher dissociation energy (Table 4.6). Parts
of the self-assembled structure of Figure 4.14 are used as theoretical models to characterize
both C—H---O and N-H---O hydrogen bonding interactions in complex (2), which are depicted
in Figure 4.15(e—g). For complex (2), C—H---O hydrogen bonding interactions are designated
by m, n, and o, and C(20)-H(20)---O(12) (m) interaction (pscp = 0.0135 a.u) is more favorable
among C—H---O interactions. The pgcp value for N(5)-H(5)---O(8) (p) and N(6)-H(5)---O(9) is
0.0399 a.u and 0.0350 a.u respectively, indicating the former one is more favorable N-H---O

hydrogen bonding interaction for complex (2).

Thus, by analyzing the topological parameters at (3, —1) BCPs of the noncovalent
interactions, it is evident that N—H---O hydrogen bonding interactions are stronger as compared
to O—H---O than C-H---O than the interactions involving aryl rings (Table 4.6), which also
agree with the X-ray crystallographic study (Table 4.3, 4.4 and 4.5). Further, V?(pscp) is
positive for all the interactions, which indicates that all the interactions are closed-shell type
[45, 46].
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Figure 4.15. QTAIM analyses of (1) (a, b, and c¢) and (2) (d, e, f, and g). Green and violet
spheres are bond critical points (BCPs) and ring critical points (RCPs), respectively.

Table 4.6. Detailed QTAIM topological parameters at BCPs.

Interaction pecp(a.u) V?ppcep(ar Vece(a.u) D.E,; (kcal/mol)
Complex (1)

(a)mm 0.0027 0.0079 —-0.0012 0.376

(b) C(14)-H(14A)--O(3)  0.0085  0.0321 ~0.0057 1.788

(c) lone pair--x 0.0049 0.0182 —0.0033 1.035
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(d) O(5)-H(5B)---0(2) 0.0279
(€) O(6)-H(6A)---O(3) 0.0336
(f, ) O(7)-H(7A)---O(1) 0.0247
(g, 2) O(7)-H(7B)--0(2)  0.0154

(h, h") C(5)-H(5)---O(3) 0.0122
Complex (2)

(i, 1) lone pair---m 0.0045
(,j) me-m* 0.0044
k, k) n*m 0.0047
L1I7mm 0.0052

(m) C(20)-H(20)--O(12)  0.0135
(n) C(15)-H(15)--O(13) 0.0114

(0) C(44)-H(44)---0(4) 0.0114
(p) N(5)-H(5)---O(8) 0.0399
(a) N(6)-H(5)---O(9) 0.0350

0.1056
0.1231
0.0937
0.0574
0.0456

0.0152
0.0132
0.0127
0.0152
0.0525
0.0420
0.0431
0.1623

0.1401

—-0.0259
—0.0316
-0.0235
-0.0134
—-0.0091

-0.0023
-0.0021
—-0.0020
—0.0024
—0.0028
—0.0083
—0.0083
—0.0379
—-0.0327

8.126
9.915
7.373
4.204
2.855

0.722

0.659

0.628

0.753

3.294

2.604

2.604
11.891
10.259

Further, the noncovalent interactions that are involved in forming supramolecular

frameworks are analyzed through NCI Plot Index. NCI Plot generally exhibits blue-green

isosurfaces for indicating noncovalent interactions.

Blue isosurfaces indicate strong

noncovalent interactions, whereas green isosurfaces indicate comparatively weak noncovalent

interactions. We have used the same theoretical models for NCI Plot Index. For complex (1),

weak 7---7 and lone pair---7 interactions are indicated by flat green isosurfaces (Figure 4.16a),

C-H---O interactions are indicated by small green isosurfaces (Figure 4.16 a, ¢), and O-H---O

interactions are indicated by both green and blue isosurfaces, as O—H---O interactions are

comparatively strong hydrogen bond interaction (Figure 4.16 a, b and c). For complex (2),

noncovalent interactions involving aryl rings are indicated by flat green isosurfaces (Figure

4.16d). As expected, small green isosurfaces indicate C—H---O interactions (Figure 4.16 e, f).

Strong N-H---O interactions are indicated by small blue isosurfaces (Figure 4.16g).

132



A combined experimental and theoretical studies of... Chapter 4

lone pair-m g4

"
.
s
<
.
X,
. S
Y

lone pair--w

Figure 4.16. NCI plot index of the modeled structure of (1) (a, b, and c¢) and (2) (d, e, f, and g).

In RDG (Reduced Density Gradient) vs. sign (A2)p scatter plots (where A2 is the second
eigenvalue of third-ordered Hessian’s matrix), the blue and green downward spikes indicate
strong and weak noncovalent interactions, respectively (Figure 4.17). We have used the same
models also for scatter plots (models a, b, and ¢ for (1) whereas d, e, f, and g for (2)). For
example, in Figure 4.17a, the greenish blue spike indicates O—H---O hydrogen bonding
interactions, while other green spikes are because of C—H:--O and the weak aryl ring
interactions. In Figures 4.17b and g, the deep blue spikes indicate strong hydrogen bonding

interactions (N-H---O and O-H---O). Other green spikes indicate lone pair-x, w:-n", n* -7,
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7T, etc. interactions (Figure 4.17). The isosurfaces in NCI plots and the spikes in RDG scatter
plots agree with X-ray structural studies and QTAIM Studies.
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Figure 4.17. RDG vs. sign (A2)p scatter plots of (1) (a, b and c) and (2) (d, e, fand g).
4.3.4. Optical Characterization

The optical properties of our synthesized complexes were determined by UV—Vis
spectroscopy. We prepared 10 ml of 104(M) solution for each complex by dissolving both
complexes separately in N,N—dimethylformamide (purity 99.8%). From optical absorption
spectra, the optical band gap can be calculated by the famous Tauc’s equation:

(ahv) = A(hv-Eq)", (1)
Where a is the absorption coefficient, h is Planck’s constant, v is the frequency of incident
radiation, Egis band gap energy, and A is an arbitrary constant and is considered as 1 for the
ideal case (depends on temperature, photo energy, and phonon energy). Here for the allowed
direct band gap, n=1/2, and the allowed indirect band gap, n=2.

134



A combined experimental and theoretical studies of... Chapter 4
Direct Bandgap
@ [ ®)
1 Complex (1) 900004 .| Complex (2)
600004 _ 3
~ 204 75000 £
,_I' 8 NA z 044
§ 45000 g”"K Tz 600004 £
>- £ ) é 02
> 2 : .
2 > i
e 30000 <““_ % 45000
> i : ‘ ! ~ 004
5 40 600 800 1000 230000 400 | 600 80 1000
T 5000 - AR Eg=446 eV g Wavelength (nm)
0 T T T T 0 T T ® T * T
0 | 2 3 4 0 1 2 3
Energy (eV) Energy (eV)
Indirect Bandgap
© ] (d)150 .
254 °° Complex (1) Complex (2)
S 504 o 1254 .:,
1004 ¥ = g 0
' = — =
g 1004 £
S 54 £ g Z o
54 2 . =
> < > 754
N‘ 0.04 3 0.0
:; 50 1 400 600 800 1000 S 504 pros P 00 1600
% Wavelength (nm) Eg= 4.33 eV E Wavelength (nm) Eg=4.06 eV
= 254 g ohrl
0 T T T T 0 T T T T

(=]

0 1 4 1 4

Elzlergy (eV) : Erzlergy (eV) ’
Figure 4.18. Tauc’s plots to estimate the band gap of the title complexes. (a) Direct band gap
of 1; (b) Direct band gap of 2; (c) Indirect band gap of 1; (d) Indirect band gap of 2.

Tauc’s equation (1) shows that when a becomes zero, the band gap energy is hv.
Allowed direct band gap can be obtained from (ahv)? vs energy graph, and for complex (1) and
(2) calculated allowed direct band gap energy is 4.46 eV and 4.33 eV, respectively (Figure 4.18
a and b). Allowed indirect band gap can be obtained from (ahv)*? vs. energy graph, and for
complex (1) and (2), calculated allowed indirect band gap energy is 4.33 eV and 4.06 eV,
respectively (Figure 4.18 c and d). Therefore, it is expected from the results that complex (2)
shows better semiconducting behavior than complex (1), and their band gaps are within the

range of wide band gap semiconductors [47].

4.4. Conclusions

The crystal structures of two new Co(Il)-PDA complexes (1-2) have been determined
by solving the structures from single crystal X-ray diffraction data. We have explored a three-
dimensional

the

network for (1) constructed by weak

(),

lone pair---w/n---m  interactions.

In case of complex we have explored a rare extended (lone
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pair-n/mn’/ntn/men/nent /atw/ne-lone pair)n self-assembled network. Bader’s quantum
theory of atoms in molecules (QTAIM) further characterizes noncovalent interactions from
single-crystal X-ray diffraction data. Topological analysis of QTAIM revealed that all the
interactions involved in constructing self-assembled networks are closed-shell interactions.
Furthermore, the theoretical NCI plot index and scatter plots characterize noncovalent
interactions. All the theoretical results agree well with the experimental findings. The results
reported herein might help in understanding the supramolecular aggregation in accordance with
hydrogen bonds, lone pair---n, n:-m, mn*, n"-x, etc. Optical characterization of the
compounds revealed that their band gaps are within the range of wide band gap
semiconductors. Electrical properties need to be studied to establish the structure-property

relationship.
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5.1. Introduction

Polymorphism [1, 2] has attracted intense attention, and significant progress has been
achieved in the last decades in understanding their fascinating structures and valuable
properties, such as solubility, stability, dissolution rates, mechanical strength, bioactivity etc
[1, 3-5]. Polymorphism is the ability of a compound to exist in at least two or more crystalline
forms, resulting from various packing arrangements of its molecules in the crystal; therefore,
studies concerning polymorphism are crucial for developing any solid material [6].
Polymorphism mainly attracts greater attention in chemistry, pharmaceutical, and material
science [4, 5] mainly due to two reasons [7—9] — (i) their physiochemical properties and (ii)
polymorphs can often be protected by a patent and therefore are crucial economic importance
[10]. The polymorphs are classified into two categories depending on the geometry of
molecular assembly — (i) conformational polymorphism [11] and (ii) packing polymorphism
[12]. In the case of conformational polymorphism, identical molecular moieties may be packed
in different molecular conformations with different modifications. In packing polymorphism,
identical molecular moieties might be packed in different periodic structures, which provides
an opportunity to investigate and understand the intermolecular interactions in building solid-

state structures.

The subject of why we do not witness more polymorphs has frequently been raised with
the development of crystal structure prediction (CSP) with a specific application [13-14].
Studies using CSP have been very effective in determining the organic structures with the
lowest energy forms [14]. Understanding the nature of intermolecular interactions during the
formation of molecular packing can be done owing to the existence of polymorphs. In recent
years, robust synthons, advocates for supramolecular synthons developed by Desiraju, and
energetically-favored patterns of hydrogen bonds have been used to address the understanding
of polymorphism in terms of molecular organization [2]. When functional groups are present
in a molecule, they are utilized for crystallization processes such as molecular recognition and
self-assembly. In a recent review, Cruz-Cabeza et al. showed that there may be no relationship
at all between polymorphism and molecular structural components [15]. Therefore, it is still
unclear how polymorphism and molecular structure are related [16—18]. More specifically, it
is currently unclear how and why non-hydrogen bonding compounds crystallize as

polymorphic forms.

In this context, a variety of attempts have been used to understand and envisage the

final crystal structure, such as — (a) the model to reduce structure into small molecular clusters
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and calculation of lattice energies [19]; (b) another model for the formation of a molecular
structure depending on strong hydrogen bonds [20]; (c) next model based on supramolecular
synthons based on a particular type of interactions [21]; (d) another method based on molecular
electrostatic potentials to quantify intermolecular interactions through the estimation of relative
hydrogen bonding parameters of the functional groups [22] and (e) Hirshfeld surface [23—25]
based tools which represents a novel approach to quantify all intermolecular interactions
involved within the crystal in a novel visual manner. The derivation of the Hirshfeld surface is
an interpretable visualizing plot of the investigated molecule within its environment, and the
decomposition of the surface provides a 2D fingerprint plot [26] to analyze the entire

distribution of intermolecular interactions involved in the structure.

Pyridinamines act as important intermediates with several applications in the chemical
industry and pharmaceutical products [27]. Pyridine also serves as the building block of
polymers with unique physical properties [28]. The nitrogen atom of the pyridine ring in 2-
Amino-3-Nitropyridine acts as a cationic binding site where the nitro group acts as a hydrogen
acceptor and the amino group as a donor. This electron donating and accepting moieties
attached to a conjugated system often induce non-linear optical NLO character [29].

In this paper, we have explored the polymorphs of “2-amino-3-nitropyridine” by
comparing their molecular packing, including a detailed assessment of intermolecular
interactions through Hirshfeld surface analysis [23—26] as well as various theoretical studies
such as theoretical DFT calculation [30], PIXEL method [31], Bader’s theory of “Atoms in
molecule” [32], and ‘Noncovalent interaction’ (NCI) plot index [33]. The quantitative analysis
of the strength and nature of noncovalent interactions, including the lattice energies have been

explored through PIXEL calculation.

5.2. Experimental Sections
5.2.1. Crystallization of Form-I and Form-11

Crystals of Form-I suitable for single-crystal X-ray diffraction were obtained upon co-
crystallizing 2,6-pyridine-dicarboxylic acid (PDA) with 2-amino-3-nitropyridine. The
equivalent amount of PDA and conformer 2-amino-3-nitropyridine were taken into a 50 mL
flask and dissolved in methanol/water in a 2:1 molar ratio. Then, the mixture was refluxed for
1 h. The resulting homogeneous solution was kept undisturbed at ambient temperature and
covered with paraffin film, and a few small holes were made to evaporate the solvent slowly.
The two different forms of the conformer were crystallized with two distinctly different crystal

habits, viz., colorless needles in bunches and yellow plates along the sides that were separated
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manually. The majority of the crystals in the flask (colorless needles) matched with the PDA
molecule [34], while very few crystals (yellow plates) were designated as polymorphic Form-—
| of 2-amino-3-nitropyridine. Due to insufficient samples, current studies on Form-I was
limited to only single-crystal X-ray diffraction and theoretical calculations. The same
procedure was followed to grow single crystals of 2-amino-3-nitropyridine (Form-I1) by using

malonic acid as a conformer.

5.2.2. Crystallographic Analysis

Single crystal X-ray diffraction intensity data of the title compounds were collected at
120(2) K using a Bruker APEX-11 CCD diffractometer equipped with graphite monochromated
MoK radiation (A = 0.71073 A). Data reduction was carried out using the program Bruker
SAINT [35]. An absorption correction based on the multi-scan method [36] was applied. The
structures of the title compounds were solved by direct methods and refined by the full-matrix
least-square technique on F? with anisotropic thermal parameters to describe the thermal
motions of all nonhydrogen atoms using the programs SHELXS97 and SHELXL97 [37],
respectively. All hydrogen atoms were located from difference Fourier maps and treated as
riding. All the calculations were performed using the PLATON [38] program of the WinGX
suite [39]. Crystallographic data (excluding structure factors) for the structures reported in this
article have been deposited with the Cambridge Crystallographic Data Centre as supplementary
publication numbers CCDC 1033932 and 1033933 for the polymorphic Form-I and Form-I1
respectively. Table 5.1 contains the crystal data and refinement parameters of grown
polymorphs (Form-I and Form-I1) along with previously reported Form-1 (CSD ref code
AMNTPY) [40] and Form-I1 (CSD ref code AMNTPYO01) [41] as well as Form-I11l (CSD
ref code AMNTPYO02) [41]. The simulated PXRD peak of the polymorphs is included in Figure
5.1.

Table 5.1. Crystal data and structure refinement parameters for the title polymorphs.

Structure Form—I* Form—I# Form—I1* Form—11#2 | Form—111%3
Empirical formula CsHsN3z02 CsHsN30: CsHsN302 CsHsN3O2 CsHsN3O2
Formula Weight 139.12 139.12 139.12 139.12 139.12
Temperature (K) 120(2) 295 120(2) 153 173
Wavelength (A) 0.71073 — 0.71073 — —
Crystal system Monoclinic Monoclinic Monoclinic Monoclinic Monoclinic
space group P2i/c P21/n P2i/c P2i/c P21/n
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a, b, c(A) 8.518(2), 8.743(1) 4.9026(6), 4.917(1) 3.737(2)
4.928(2), 4.898(1) 6.9198(7), 6.940(2) 7.445(2)
14.429(3) 14.473(1) 17.412(2) 17.507(3) 20.974(6)
a, B,y (°) 107.098(3) 106.57(1) 95.584(2) 95.63(2) 90.52(3)
Volume (A3 578.9(3) 594.042 587.90(12) 594.527 583.514
Z | Density (calc.) 4/1.596 —/1.555 411572 —/1.554 —/1.584
(Mg/m?)
Absorption coefficient 0.127 - 0.125 - -
(mm™)
F(000) 288 - 288 - -
Crystal size (mm?) 0.21 x 0.13 x - 0.15x 0.11 x - -
0.07 0.07
0 range (°) 2.50 —24.99 — 2.35-25.00 — —
Limiting indices -10<h <10, - —-5<h<5, - -
-5<k<5, —-8<k<8,
-17<1<17 -20<1<20
Reflections collected / 4807 /1001 — 5166 /1021 - -
unique [R(int) = 0.0254] [R(int) = 0.0295]
Completeness to 0 (%) 98.6 — 98.6 — —
Absorption correction | Semi-empirical - Semi-empirical - -
from equivalents from equivalents
Max. and min. | 0.99 and 0.98 — 0.99 and 0.98 - —
transmission
Refinement method Full-matrix least- — Full-matrix least- - -
squares on F2 squares on F?
Data/restraints/parame 1001/0/91 — 1021/0/92 - -
ters
Goodness-of-fit on F? 1.065 - 1.035 - -
Final R indices [l > R1=0.0317, R1=0.0570 R1 =0.0304, R1=0.0575 | R1=0.0716
20(1)] wR2=0.0838 WR2=0.0845
R indices (all data) R1 =0.0351, — R1=0.0319, - -
wR2>=0.0874 wR2=10.0861
Largest diff. peak and 0.135 and — 0.212 and — —
hole (e.A®) -0.229 —0.170

*Present work; #* previous work, CSD ref code: AMNTPY [40]; # previous work, CSD ref
code AMNTPYO01 [41], # previous work, CSD ref code AMNTPYO02 [41].R1 = Y|[Fo|-
[Fe|l/S|Fol, WR2= [ {(Fo*>~Fc2)2} /3 {w(Fo?)? "2, w = 1/{c?(Fo?) + (aP)? + bP}, where a = 0.0547
and b = 0.0822 for (Form-I) and a = 0.0537 and b = 0.1200 for (Form—I1). P = (Fo? + 2Fc?)/3

for all structures.
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Table 5.2. Selected bond lengths (A).

Bond Form—I* Form-T*! Form—II* Form-1I"2 | Form—III"3
C(1)-N(2) 1.331(2) 1.336 1.328(2) 1.331(5) 1.334(6)
C(2)-N(@3) 1.436(2) 1.440 1.435(2) 1.438(5) 1.427(6)
N(3)-0(1) 1.238 (2) 1.235 1.235(2) 1.240(4) 1.232(6)
N(3)-0(2) 1.233(2) 1.229 1.228(2) 1.242(4) 1.237(6)

*Present work; #* previous work, CSD ref code: AMNTPY [40]; * previous work, CSD ref
code AMNTPYOL1 [41], * previous work, CSD ref code AMNTPY02 [41]

Table 5.3. Selected bond angles (°).

Bond Form—T* Form—T* Form—II* Form—11* | Form—III*3
N(1)-C(1)-N(2) 115 114 115 115 115
C(2)-C(1-N() 126 126 126 119 127
C(1)-C2)-N@3) 122 120 122 122 120
C(2)-N(3)-0(1) 119 119 119 119 118
C2)-N(3)-0(2) 119 119 119 119 120
O(1)-N(3)-0(2) 122 122 122 122 121

*Present work; #! previous work, CSD ref code: AMNTPY [40]; *? previous work, CSD ref
code AMNTPYOL1 [41], * previous work, CSD ref code AMNTPYO02 [41]

5.2.3. Hirshfeld Surface Analysis

Single molecular Hirshfeld surfaces [23—25] in the crystal structures are constructed
based on the electron distribution calculated as the sum of spherical atom electron densities.
For a given crystal structure and set of spherical atomic electron densities, the Hirshfeld surface
is unique [42], and it is the property that suggests the possibility of gaining additional insight
into the intermolecular interaction of molecular crystals. The normalized contact distance
(dnorm) based on both de (distance from the point to the nearest nucleus external to the surface)
and di (distance to the nearest nucleus internal to the surface) and the vdW radii of the atom,
given by the equation (1) enables identification of the regions of particular importance to
intermolecular interactions [23]. The combination of de and d; in the form of a 2D fingerprint
plot [23—26] summarizes intermolecular contacts in the crystal [23]. The Hirshfeld surfaces are
mapped with dnorm, and 2D fingerprint plots presented in this paper were generated using
CrystalExplorer 2.1 [43].

rgdw (1)
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5.2.4. Theoretical Methods

The wavefunction analyses have been carried out by using the Gaussian16 calculation
package [44] with DFT/B3LYP/6311++G(d,p) basis set. The interaction energies are
calculated using specific dimer models derived from the supramolecular network.

Lattice energy and intermolecular interaction energies for molecular pairs of the
polymorphs were decomposed into coulombic, polarization, dispersion, and repulsion energy
terms which are evaluated using the PIXELC method in the CLP module [45]. In this
calculation, all the hydrogen atoms were moved to their neutron distances, and B3LYP/ 6—
311++G(d, p) basis set was used for the calculations of accurate electron density [31].

We have used Bader’s theory of “Atoms in molecules” [46] to analyze the noncovalent by
AIMALL calculation package [47]. The charge density p(r), and its Laplacian L(r) = V2p(r) are
calculated using the “Atom in molecule” (QTAIM) theory at the (3, —1) bond critical point
(BCPs). According to topological properties, the electron density is depleted where V2p(r) is
positive for closed-shell interaction [48]. Other topological parameters such as kinetic
electronic energy density G(r), potential electronic energy density V(r), and total electronic
energy density H(r) [H(r) = V(r) + G(r)] were obtained at BCPs for characterizing the
intermolecular interactions [49]. At the bond critical point, the dissociation energy can be
calculated as —V(r)/2 in the Hartree unit which can be converted in kcal/mol unit by

313.7545x%(=V/(r)). For noncovalent interactions, kinetic electronic energy density G(r) is

greater than potential electronic energy density V(r), so that 'ZE—:;' is always less than 1 [50].

The relatively low value of charge density (p), the small positive value of the Laplacian
(V2p(r)), and energy density (H(r)) at BCPs and the relationship |g| < 1 indicate that all

noncovalent interactions are “closed—shell” interactions where the noncovalent interactions are
dominated by the charge contraction away from the interatomic surface toward each nucleus
[51]. Using the NCI plot index [52], we can further characterize the noncovalent interactions
by visualizing the isosurfaces instead of the bond critical points. A blue-green-yellow-red color
scheme represents these isosurfaces. Red and blue isosurfaces represent the repulsive (p*) and
attractive (p°) interactions [53] while yellow and green isosurfaces represent the weak repulsive

and weak attractive interactions.
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5.3.  Results and Discussion
5.3.1. Structural Comparision

The molecular view of the polymorphic forms of 2-amino-3-nitropyridine has been
depicted in Figure 5.2 using ORTEP-III [54]. The solid-state structure of the polymorphs
Form-I and Form-I1 at 120 K with the highest precision compared to the previously reported
forms [40, 41] with an R-value of 0.0317 and 0.0304 have been reported herein. Form-I11 has
been collected from CCDC (AMNTPY02) [41] which has no anisotropic parameter. So, the
molecular view of Form-I11 is in ball & stick format (Figure 5.2c). The comparison between
the unit cell dimensions for the polymorphs (Table 5.1) shows they are entirely different. Some
selected bond lengths and bond angles are given in Tables 5.2 and 5.3. The morphologies of
the polymorphic forms of 2-amino-3-nitropyridine have been depicted in Figure 5.3. X-ray
crystallography reveals that the polymorphs are stabilized through a combination of N—H---N,
O-H--0O, and C-H---O hydrogen bonding interactions; however, polymorphic Form-I exhibits
weak m--m and carbonyl (L.P)--m interactions. In the solid state, the polymorphs interlink
themselves to generate different structures through strong N-H-*N and O-H--O hydrogen
bonds (Table 5.4).

Figure 5.2. ORTEP view and atom numbering scheme of the polymorphs a) Form-I, and b)
Form-I1, with displacement ellipsoid at 30% probability, and ¢) Form-I1l in ball & stick
format.

Table 5.4. Hydrogen bonding geometry of polymorphic forms of the title polymorphs (A, ).

D-H--A d(D-H) | d(H--A) | d(D--A) | D-H--A Symmetry

Form-I*

N(2)-H(2A)N(1) 0.86 2.13 2.991(2) 177 1-x, -1y, -z
N(2)-H(2B)--O(1) 0.86 2.07 2.666(2) 126
N(2)-H(2B)--O(1) 0.86 2.41 2.999(2) 127 1-x, -1/2+y, 1/2-z

C(3)-H(3)-0(2) 0.93 2.44 3.279(2) 150 —X, 1-y, -z
Form-I#

N(2)-H(2A)-N(1) 0.97 2.04 3.009(2) 176 1-x, -1-y, -z
N(2)-H(2B)--O(1) 0.88 2.03 2.671(2) 129
N(2)-H(2B)--O(1) 0.88 2.47 3.045(2) 124 1/2-x, 1/12+y, 1/2-z
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C(3)-H(3)-0(2) 0.99 2.47 3.345(2) 148 X, 1y, —Z
Form-—I1*
N(2)-H(2A)--N(1) 0.86 2.10 2.963(2) 176 ~1-X, 1-y, -z
N(2)-H(2B)--O(1) 0.86 2.06 2.659(2) 126
N(2)-H(2B)--O(1) 0.86 2.30 3.032(2) 143 X, 2-Y, ~Z
C(3)-H(3)-0(2) 0.93 2.49 3.167(2) 130 1-x, —1/2+y, 1/2—z
Form—I1%2
N(2)-H(2A)-N(1) 0.92 2.07 2.972(5) 166 2-X, 1-y, 2-7
N(2)-H(2B)--O(1) 0.95 2.08 2.662(4) 117
N(2)-H(2B)--O(1) 0.95 2.19 3.044(4) 147 2-x,1-y, 2-z
C(3)-H(3)~0(2) 1.04 2.41 3.178(4) 129 —X, 1/2+y, 3/2-z
Form—I1173
N(2)-H(1)--0(2) 0.95 2.49 2.965(6) 119 X, 1-y, 1-z
N(2)-H(1)--0(2) 0.95 1.91 2.672(5) 136
N(2)-H(1)--N(3) 0.95 2.53 2.966(6) 108
N(2)-H(2)--N(1) 1.05 1.97 2.679(6) 157 1-x, 2y, 1-z
C(4)-H(4)--0O(1) 1.17 2.45 3.277(6) 126 ~1/2-x, 1/2+y, 3/2—z
C(3)-H(3)--0O(1) 0.97 2.33 2.679(6) 101

*Present work; *! previous work, CSD ref code: AMNTPY [40]; #2 previous work, CSD ref
code AMNTPYO1 [41], * previous work, CSD ref code AMNTPY02 [41].
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Figure 5.3. The BFDH morphology of the polymorphic (a) Form—I, (b) Form-II, and (c)

Form—IIlI.

In Form~I, the amine nitrogen atom N2 in the molecule at (X, y, z) acts as a donor to

the pyridine ring nitrogen atom N1 in the molecule at (1-X,

,1,y’

-Z), SO generating a

centrosymmetric R%(8) dimeric ring (A) centered at (%, Y%, 0) (Figure 5.4a). Additional

reinforcement with the amine nitrogen N2 and oxygen atom O1 of the nitro group in the
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molecule at (X, y, z) and (1-x, —1/2+y, 1/2-z) leads the molecules to generate a supramolecular

network structure in (011) plane (Figure 5.4a).

In case of Form-II, the amine nitrogen atom N2 at (X, y, z) acts as a donor to the
pyridine nitrogen atom N1 at (-1, 1-y, —z), generating a centrosymmetric R3(8) dimeric ring
(A) centred at (Y2, ¥, 0) (Figure 5.4b). Again this amine nitrogen atom N2 acts as a donor to
the oxygen atom OL1 of the nitro group at (—x, 2-y, —z), thus generating a centrosymmetric
R3(12) dimeric ring (B) centred at [010] (Figure 5.4b). These two types of centrosymmetric
dimeric rings (A) and (B) in Form-I1 are alternately linked into infinite zigzag ABABAB....
chain along [010] direction (Figure 5.4b).

0 > C

Figure 5.4. Formation of different supramolecular network structures for Form-I (a),
Form-I1 (b), and Form-I11 (c) through N-H:--N and N-H---O hydrogen bonding interactions.
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In Form-I11, the amine nitrogen atom N2 in the molecule at (X, y, z) acts as a donor to
the pyridine ring nitrogen atom N1 in the molecule at (1-x, 2-y, 1-z). Thus, N-H-~N
interactions generate centrosymmetric R3(8) dimeric ring (A) centered at (Y2, 1, %) (Figure
5.4c). Moreover, the amine nitrogen N2 and oxygen atom O2 of the nitro group in the molecule
at (x, y, z) and (-x, 1-y, 1-z) leads the molecules to generate another centrosymmetric R%(12)
dimeric ring (B) centered at (0, ¥, %) (Figure 5.4c). These two types of centrosymmetric
dimeric rings (A) and (B) are linked alternatively into infinite zigzag ABABAB.... chain along
[010] direction (Figure 5.4c).

Again the reinforcement between the strong N-H--N and weak C—H--O hydrogen
bonding interactions in both the polymorphic forms exhibit new assembly in the solid state. In
Form-I, the pyridine ring carbon atom C3 in the molecule at (X, y, z) acts as a donor to the
oxygen atom O2 of the nitro group in the molecule at (—x, 1-y, -z), so generating a
centrosymmetric R3(10) dimeric ring (M) centred at (0, %, 0) (Figure 5.5a). The molecules of
Form-I generate R%(8) dimeric ring (A) through N-H---N bond and these two types of dimeric
rings are alternately linked into infinite AMAM... chain along [010] direction. Parallel layers
of AMAM... chains are interconnected through the N—H---O hydrogen bond due to the self-
complementary nature of the molecules of Form-I. The amine nitrogen acts as a donor to the
nitro oxygen atom to interlink the parallel AMAM... chain, thus generating a two-dimensional
network structure in the (011) plane (Figure 5.5a). In Form-II, layers of centrosymmetric
R%(8) dimeric ring (A) motifs are in parallel orientation and propagating along [010] direction.
These parallel layers are interconnected through weak C—H--O bonds to form a network. The
pyridine ring carbon atom C3 at (X, Y, z) acts as a donor to the oxygen atom of the nitro group
in the molecule at (1-x, —1/2+y, 1/2-z), thus generating an R&(32) ring motif (N) in Form-II
(Figure 5.5b). The two types of ring motifs (A) and (N) in Form-I1 are alternately linked into
a network structure in the (011) plane (Figure 5.5b). In the case of Form-IlI, the layers of
centrosymmetric R3(8) dimeric ring (A) motifs are in anti-parallel orientation along the [010]
direction. These anti-parallel layers are interconnected through C—H:-O hydrogen bond
interaction. The carbon atom C4 in the pyridine ring at (X, y, z) acts as a donor to the oxygen
atom O1 of the nitro group in the molecule at (—-1/2—x, 1/2+y, 3/2—z) which generates an R¢(32)
ring motif (N) (Figure 5.5c). The alternative propagation of the ring motifs (A) and (N) in
Form-I111 form a two-dimensional network structure in the (011) plane (Figure 5.5c).
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a)
F RZ(8),_{ RX(10)

C-H--O
bonding

C-H+0
bonding

Figure 5.5. (a) Propagation of centrosymmetric R3 (8) and R3 (10) rings and formation of 2D
network structure in Form-I; (b) Generation of the 2D network in Form-I1; (c) Formation of
the 2D network in Form-II1.
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A close examination concerning the intermolecular interactions involved within the
polymorphic forms of 2-amino-3-nitropyridine displays that the Form-I exhibits face-to-face
71 and carbonyl(L.P)---x type weak noncovalent interactions in the solid-state. The molecular
packing in Form-I is such that the n---w stacking interactions between the pyridine rings are
optimized [55-57]. The pyridine rings (N1/C1-C5) of the molecules at (X, y, z) and (1-X, -y,
—7) are strictly parallel, with an interplanar spacing of 3.367 A, and a ring centroid separation
of 4.255(2) A, corresponding to a ring offset of 2.77 A (Figure 5.6). Moreover, an unusual
contact between the carbonyl oxygen atom and the m-cloud of the pyridine ring is observed,
which is responsible for forming the new molecular assembly (Figure 5.6). The carbonyl
oxygen atom O2 at (X, y, z) is oriented toward the centroid of the pyridine ring (N1/C1-C5) in
the molecule at (—x, —y, —z). The distance between O2 and the centroid of the pyridine ring is
3.567(2) A [angle N3-02:--Cg(1) = 103.62(7)°, N3--Cg(1) = 4.039(2) A, where Cg(1) is the
centroid of the pyridine ring], suggesting a significant lone pair---m interaction [58,59]. This
dual recognition of m---m and carbonyl(L.P)---nm which can be designated as cooperative lone
pair--7/m---m/m---lone pair network generates a unique supramolecular self-assembly, where
weak noncovalent interactions are responsible for the formation and strengthening of assembly
in Form-I (Figure 5.6). Significantly, Form—Il and Form—IIl do not exhibit 7w or lone

pair---m interactions in the solid-state.

Lp--m interaction

Figure 5.6. Perspective view of cooperative pair---m/n---m/n--lone pair network in Form-—I.
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5.3.2. Hirshfeld Surface

The Hirshfeld surfaces of the polymorphic forms of 2-amino-3-nitropyridine are
illustrated in Figure 5.7, showing the surfaces that have been mapped over dnorm and shape-
index. Referring to Figure 5.7, the dominant interactions between the amine nitrogen atom and
the nitrogen atom of the pyridine ring in the polymorphs can be seen in the Hirshfeld surface
area by the bright red encircles. The dominant interactions between the amine nitrogen atom
and the oxygen atom of the nitro group are also evident in the dnorm Surface of both the
polymorphic forms by the large circular depressions (Figure 5.7). The light red spots are due
to weak C—H---O interactions, other spots on the dnorm surfaces correspond to C---O, and H--H
close contacts. The small extent of the visible area and very light-colored regions on the
surfaces indicate weaker and longer contacts other than hydrogen bonds. The dominant N—
H---N interaction appears as two distinct spikes in the fingerprint plot (Figure 5.8) with almost
equal lengths for both the polymorphic forms of 2-amino-3-nitropyridine. For the N---H/H-"N
interactions, complementary regions are visible in the fingerprint plots where one molecule
acts as a donor (de > di) and the other as an acceptor (de < di). The upper spikes correspond to
the donor spike (amine nitrogen atom interacting with pyridine ring nitrogen atom), with the
lower spike being an acceptor spike (pyridine ring nitrogen atom acts as acceptor to the amine
nitrogen atom); these two spikes in the fingerprint plot designates the formation of a
centrosymmetric R3(8) dimeric ring (A) motif for all the polymorphs (Figure 5.8). The
fingerprint plots can be decomposed to highlight particular atom pair close contacts. The
decomposed plot concerning N—H---N interaction has been depicted in Figures 5.9-5.11 for
Form-I, Form-I11, and Form-I11 respectively. The Hirshfeld surface analysis does not show
similar proportions to the N---H (7.7% in Form-I and Form-I11 whereas 8.2% in Form-II)
and H--N (6.3% in Form-I, 6.8% in Form-II, and 5.5% in Form-II11) interactions for the
three polymorphic forms. Therefore, N-H:--N interaction proportions comprise 14.0% (di =
1.182 A; d. = 0.796 A) in Form-I, whereas Form—Il, and Form—I11 comprise 15.0% (di =
1.162 A; de = 0.781 A), and 13.2% (di = 1.192 A; de = 0.806 A) of the molecules' total surface
area respectively (Figures 5.9-5.11).
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Figure 5.7. Hirshfeld surfaces mapped with dnorm (left) and shape-index (right) for Form-I
(top) and Form—I1 (middle) and Form-I11 (bottom).
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Figure 5.8. Fingerprint plot (Full) for the polymorphic Form-I (left), Form-II (middle), and
Form-I11 (right).
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Figure 5.11. Fingerprint plots resolved into different intermolecular interactions in Form-I11
showing percentages of contacts contributed to the total Hirshfeld surface area of the
molecules.

Another dominant N-H---O and weak C—H---O intermolecular interactions appear as
two distinct spikes of almost equal lengths in the two-dimensional fingerprint plots (Figure
5.8). Where the donor spike designates that the amine nitrogen atom or the pyridine ring carbon
atom is interacting with the oxygen atom of the nitro group whereas the acceptor spike
designates that the oxygen atom is in contact with the amine nitrogen atom or the pyridine ring
carbon atom. This O---H/H--O interaction leads the molecules to generate the centrosymmetric
dimeric rings and the proportions of O:-H/H--O interactions comprising 37.3% (di = 1.307 A,
de = 0.996 A), 37.0% (di = 1.242 A; d. = 0.921 A), and 38.8% (di = 1.362 A; de = 1.086 A) of
the total Hirshfeld surface for each molecule of Form-I, Form-I11, and Form-I11 respectively.
No significant C—H---w interactions are observed in all polymorphic forms, with C---H/H---C
close contacts varying from 13.1% in Form-I to 8.9% in Form-I11. From the Hirshfeld surface
of Form-l, it is clear that the pyridine rings are related to one another through face-to-face
71 stacking interaction since a large flat region across the molecule is evident. This is also
clearly evident by the adjacent red and blue triangles on the shape index surface (Figure 5.7).
The polymorphic Form-I1 and Form-I11 do not exhibit 7' stacking interactions which is
also clearly evident by the shape-index figure since there is no signature of red and blue
triangles (Figure 5.7). The contribution to the total Hirshfeld surface area due to C-Cs
stacking interaction is 1.3% (di = de = 1.648 A) in Form—I whereas Form-11 exhibits 0.7% (di
=de=1.653 A) due to C---C short contacts. The C---C interaction in Form—I11 comprises 5.7%
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(di = de = 1.647 A) of the total Hirshfeld surface area. A significant difference between the
molecular interactions in the polymorphs in terms of H--H interactions is reflected in the
distribution of scattered points in the fingerprint plots, which spread only up to di = de = 1.232
Alin Form-—I, di = de = 1.367 A'in Form—I1 and di = de = 1.237 A in Form—I11. The percentages
of different types of interactions exhibited by the polymorphs have been included in the
decomposed fingerprint plots of the structures (Figure 5.9-5.11). The Hirshfeld surfaces
mapped with dnorm corresponding to N---H/H---N, O---H/H:--O, C---H/H---C, C---O/O---C, Cr*-Cy
and H--H interactions for the polymorphic forms of 2-Amino-3-nitropyridine have been
included in Figure 5.12, Figure 5.13, and Figure 5.14.

(a) ()

@@@
Figure 5.12. dnorm surfaces mapped for (a) N---H/H-*N; (b) O---H/H:--O (c¢) C---H/H--C; (d)

C-+0/0--C; (e) Cx-Cr and (f) H-+H interactions in Form—I showing the contribution to the
total Hirshfeld surface area of the molecules.

(a) @ (C)
@(Q @

Figure 5.13. dnhorm surfaces mapped for (a) N---H/H-*N; (b) O---H/H:--O (¢) C---H/H--C; (d)

C--0/0O+-C; (e) Cx-Cy and (f) H--H interactions in Form-I1 showing the contribution to the
total Hirshfeld surface area of the molecules.
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(d) (¢ 17

o 3
Figure 5.14. dnorm surfaces mapped for (a) N---H/H-*N; (b) O---H/H:--O (c¢) C---H/H---C; (d)

C--0/0O+-C; (e) Cr-Cr and (f) H---H interactions in Form—I11 showing the contribution to the
total Hirshfeld surface area of the molecules.

5.3.3. Theoretical Analysis
5.3.3.1.Energetic Features

We have analyzed the noncovalent interactions involved in the supramolecular packing
by executing a computational study using DFT calculations. Studying the energetic properties
of noncovalent interactions is our main focus. We have prepared some dimer models of Form-
I, Form-I11, and Form-I11 to evaluate the formation energies of noncovalent interactions. Each
monomer unit consists of intramolecular hydrogen bond interaction(s), (N(2)-H(2B)---O(1) for
Form-1 and Form-Il, and N(2)-H(1)--0O(2), C(3)-H(3)--O(1), and N(2)-H(1)N(3) for
Form-I11. The modification of the monomer is not required to omit the intramolecular
interaction(s) as the difference between the energy of dimer and monomers calculates the
formation energy. In Figure 5.15a, the formation energy of N-H-*N in Form-I is AE1= -5.6
kcal/mol while Form—I1 has AE;1=-5.4 kcal/mol (Figure 5.15e). The highest formation energy
of N-H---N is —9.3 kcal/mol in Form-Il1 (Figure 5.15h). So, the interaction energies of N—
H-N interaction in Form-I11 is —4.7 kcal/mol which is higher compared to Form-I (-2.7
kcal/mol), and Form—I1 (2.7 kcal/mol). The formation energy of N-H---O of Form-I1 is AE;=
—5.1 kcal/mol as shown in Figure 5.15f. So, the evaluated binding energy is —2.55 kcal/mol.
For the same interaction, the binding energy of Form-I is AE>= —2.3 kcal/mol (Figure 5.15b)
which is lower than Form-I1. However, the interaction energy (-2.1 kcal/mol) due to N-H:--O
(Formation energy of dimer is —4.2 kcal/mol) in Form-I11 (Figure 5.15i) is in between Form—
I and Form-I1. Following Figure 5.15c, we have computed the formation energy of C—-H---O

interactions that is —4.0 kcal/mol for Form-I. The interaction energy of this interaction is —2.0
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kcal/mol for Form—I whereas Form-I1 has weaker interaction energy (AE7= —1.1 kcal/mol)
(Figure 5.15g). C-H--O interaction in Form-I11 (Figure 5.15j) has the least interaction energy
(0.9 kcal/mol) compared to the others. Finally, the formation energy of Form-I due to lone

pair--w interaction has been calculated. The formation energy is AE4= —0.4 kcal/mol. So, the

AE = -5.4 keal/mol '—(?E_-' 9.3 kcallmol

o AE, =>4):<ca|/moh—\/— ‘g, N \(\%
___\ r/—( ) \(ca ° /\(\éE 4.2 keal/mol
/o
I\ _ D N
o AE,= -4.0 keal/mol }\f\} ’{ }/ ...........

AE = -0.4 kcal/mol Y& AE.= 11 keatimal (\ AE.= 05 Kealmal

Figure 5.15. Different theoretical models were used to analyze the energy of noncovalent
interactions observed in the supramolecular networks in Form-I (a—d), Form-II (e—g), and
Form-II1.

interaction energy of lone pair---x interaction is —0.2 kcal/mol.

Y

&

5.3.3.2.Energy Decomposition Analysis of Dimeric Molecular Pairs
5.3.3.2a. Molecular Pairs in Form—I

For investigating the significant interactions to stabilize the crystal structure in Form-
I, seven molecular pairs (MPs) have been obtained. The MPs are depicted in Fig. 5.16, whose
interaction energies vary from —47.6 kJ/mol to —2.3 kJ/mol (Table 5.5). The most stable dimeric
unit (MP1) is stabilized through N-H--N, N-H--C and H--H interactions which have
interaction energy —47.6 kJ/mol. This dimeric unit MP1 is predominantly electrostatic in nature
with an 82% contribution towards stabilization. In MP2, the interaction energy corresponding
to C-H---O and H--‘H interactions is —23.9 kJ/mol. The intermolecular interaction involved in
MP3 is N-H---O interaction which has interaction energy —12.5 kJ/mol. In MP4, the interaction
energy of C—H:--O has interaction energy —10.9 kJ/mol. The MP2 MP3, and MP4 also show

electrostatic in nature with the contribution of 69%, 68%, and 64% respectively. The C:--C and
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C--N contacts stabilize MP5 with interaction energy —9.6 kJ/mol. The electrostatic and
dispersion energy contribute around 54% and 46% towards stabilizing MP5. The MP6 and
MP7 exhibit dispersion energies of 66% and 72% corresponding to total interaction energies
of 3.7 kJ/mol and —2.3 kJ/mol respectively.

C5
H2A N2 02 0Ol
o r o - N2 -
: Cl1 § 3 L
Clyp~~ -
JTH2A Cs N\ 02 J v

MP1: — 47.6 kJ/mol MP2: —23.9 kJ/mol MP3: —12.5 kJ/mol

02 | :c4
MP4: — 10.9 kJ/mol MPS5: -9.6 kJ/mol
Cs
- S C5 ..
g ;0'01 &, :% N E&
MP6: — 3.7 kJ/mol ~ MP7: - 2.3 kJ/mol

Fig. 5.16 Molecular dimers observed in the crystal structure in Form-I.

Table 5.5. Interaction energy (kJ/mol) of the molecular pairs of Form-I, Form-II, and Form—
1.

Symmetry Cg-Cg Involved Geometry

MP(S) Code (A) Ecoul Erol Episp ERrep ETotal Interactions (A, 0)

Form-I

N(2)-H(2A)--N(1) | 1.976, 177
1 1x,-1vy,-z | 6195 | 885 | -38.6 | 27.6 | 107.2 | —47.6 | N(2-H(2A)--C(1) | 2.950, 159
N(2)-H(2A)--C(2) | 2.832, 154

C(3)-H(3)--0(2) | 2.307, 148

5 X 1y — . 243 | 59 | -135| 198 | -23.
x, 1-y, -z 6.833 3| 59 | 135 | 19.8 3.9 H()--H() 2471

Ix 24y 2= 1 7586 | 125 | -35 | -7.5 | 11.0 | 125 | N@)-H2B)-O(1) | 2.316, 124

Z
4 | x 12—y, ~12+z | 7687 | 95 | 27 | -70 | 82 | -109 | C(4)-H4)-0(2) | 2.775, 120
C(5)N(2) 3.301
5 1-X, -y, -2 3.995 | -18.3 | 55 | -32.3 | 465 | 9.6 C(1)--N(1) 3.308
C(1)- C(1) 3.316
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X, —1/2-y, —
6 Iy 7565 | -15 | <15 | -59 | 52 | -3.7 | C()-H(5)~0(1) | 2.549, 146
7 > I%EJZ’V ~ | 7680 | -1.1 | 15 | 66 | 47 | -23 | C(4)-H@4)C(5) | 2.963,162
Form-I1
N(2)-H(2A)N(1) | 1.949, 176
N(2)-HQ2A)C(5) | 2.797, 154
1 ~1-x, 1y, — 157 | -91.1 | —40.2 | —28.3 | 117.9 | -41.
X 1y,—z | 6157 =9 0 83 o ® | N@-HEAY-C(1) | 2.932, 158
H(2A) H(2A) 2.483
N(2)-H(2B)-O(1) | 2.175, 141
2 X, 2y, — 7286 | 32 | -8.1 | -13.6 | 254 | 282
%Y 2 0(1)-0(1) 3.056
1-x, 1/2+y, 1/2— C(3)-H(3)0O(2) | 2.395, 127
’ ’ 7257 | 83 | 34 | -91 | 113 | -9.
3 z > 83 | 3 ) 3793 C(4)-H(4)~0Q2) | 2.729, 113
4 1+x, 1+y, z 8481 | 60 | -15 | 40 | 30 | -85 | C(5)-H(5)~0(2) | 2.685,170
N(1)-+C(3) 3.298
—1+ 4, 87 | 38 | —205 | 270 | -6.
5 X, Y, Z 903 | -8 3.8 05 0 | -6.0 C(-0Q2) 3979
6 X, 1+y, z 6.920 | 44 | 21 | -84 | 98 | 51 C(5)+-0(1) 3.245
7 | X UZWL2 e | g5 | g | 431 | 125 | 44 | CHHECQ) 2:990
-z C(4)-H(4)C(3) 2.875
Form-I11
N(2)-H(2)-~C(5) | 2.016, 169
1 1-x, 2-y, 1- 197 | 822 | —36.4 | —26.5 | 101.2 | —43.
.2yl | 6197 | -8 36 65110 39| N@-HQ)-N(1) | 2.767, 160
2 —x,1-y,1-z | 7229 | 232 | -45 | -12.1 | 188 | —20.9 | N(2)-H(1)-O(2) | 2.460, 118
~1/2-x, —1/2+y C(4)-H(4)0(1) | 2.505, 128
’ | 7241 | 74 | =31 | -9. 7 | -10.
3 3127 3 95 1 9 03 1 Hay-na) 2.498
4 ~1+x,-1+y,z | 8330 | 6.1 | -1.9 | -46 | 45 | -81 | C(5)-H(5)~O(1) | 2.652,153
5 X, —1+y, z 7445 | 35 | 20 | 70 | 7.8 | -48 | C(5)-H(5)0(2) |2.631,122
C(1)+ CQ2) 3.322
6 1+X, Y, 3.737 | -10.2 | 6.0 | -342 | 47.1 | -3.3 C(5)+ C(3) 3.396
C(5)+ C(4) 3.338

5.3.3.2h. Molecular Pairs in Form-I1

The investigation of interaction energies for the molecular pairs (MPs) revealed seven

dimeric units (Figure 5.17) for the structure of Form~—Il. The interaction energies range from

—41.6 kJ/mol to —4.4 kJ/mol, as summarized in Table 5.5. The first molecular pair MP1 is
generated through N-H---N, N-H--C and H-H interactions (Etota= —41.6 kJ/mol) with a
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significant contribution of electrostatic energy (82%). This dimeric unit MP2 is also
predominantly electrostatic in nature with a 75% contribution toward stabilization. The total
interaction energy due to N-H:--O and O---O interactions in MP2 is —28.2 kJ/mol. The dimeric
unit MP3 and MP are also electrostatic in nature with 56% and 65% contribution respectively.
Both dimeric units (MP3 and MP4) are stabilized through C—H:--O interactions which have
interaction energies — 9.5 kJ/mol and —8.5 kJ /mol respectively. The N---C and C---O contacts
stabilize MP5 with interaction energy —6.0 kJ/mol. The dispersion energy contributes 62%
towards the stabilization of MP5. The interaction energies of MP6 and MP7 are 5.1 kJ/mol

and —4.4kJ/mol respectively which are dispersive (57% and 77% respectively) in nature.

N2
= 01 o
v 01
¢ N2 o

MP2: —-28.2 kJ/mol

G P 2
Cs ®
oy " » 02 4

-

-

MP3: — 9.5 kJ/mol MP4: — 8.5 kJ/mol

c34
> il
e
S Ol - J c4
i w
w

MPS5: — 6.0 kJ/mol MP6: — 5.1 kJ/mol MP7: — 4.4kJ/mol

Figure 5.17. Molecular dimers observed in the crystal structure in Form-Il.

5.3.3.2c. Molecular Pairs in Form-I11

Six dimeric molecular pairs (MPs) (Figure 5.18) are extracted to investigate the
interaction energies ranging from —43.9 kJ/mol to —3.3 kJ/mol (Table 5.5) in Form-I11. The
first molecular pair MP1 is generated through N-H--*N, N-H---C interactions (Etota=—43.9
kJ/mol) with significant electrostatic energy (82%) contribution. This second molecular pair
(MP2) is stabilized through N-H--O interaction (Etota= —20.9 kJ/mol) which is also

predominantly electrostatic (75%) in nature. The dimeric units MP3 and MP4 are also
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electrostatic in nature with 53% and 58% contribution respectively whereas MP4 and MP5 are
dispersive in nature with 57% and 68% respectively. The C-H---O and H--H contact exhibits
—10.3 kJ/mol while the C—H--O interactions in MP4 and MP5 obtain —8.1 kJ/mol and —4.8
kJ/mol respectively. The molecular pair MP6 is stabilized through C---C interactions which

contribute —10.3 kJ/mol.
N2 02
HIT

MP2=-20.9 kJ/mol

MP6=—3.3 kJ/mol

MP5= —4.8 kJ/mol

MP4= 8.1 kJ/mol
Figure 5.18. Molecular dimers observed in the crystal structure in Form-I11.

5.3.3.3. Lattice Energies
The lattice energies for the crystal structure of all the polymorphs have been calculated

(Table 5.6), showing the overall contribution of electrostatic and dispersion energy components
towards stabilizing the structures. Both polymorphs show higher electrostatic energy compared
to dispersion energy. The percentage of electrostatic energies of Form-I, Form-I1, and Form—
111 are 58.4%, 58.9%, and 55.0% respectively.

Table 5.6. Calculated lattice energy (kJ/mol) for Form-I and Form-I1.

Polymorphs Ecoul Epol Episp ERrep Eotal
Form-I -102.9 -35.5 —98.6 156.6 -80.4
Form-I1 —-100.6 -35.7 -95.2 153.7 =177
Form-I11 -85.0 -32.2 -96.0 141.5 —71.7

5.3.3.4.QTAIM Calculation

The fragments from molecular assemblies (Figure 5.19) used in theoretical DFT
calculation (Figure 5.15) are again considered to analyze the noncovalent interactions by
Bader’s theory of “atoms in molecules”. Application of QTAIM approach to Form-I & Form—
Il results in the bond paths between two atoms involved in the interaction along with (3, —1)
bond critical points. Evaluation of topological parameters at BCPs reveals the dissociation
energy of the individual interaction (Table 5.7). In Form-I, the centrosymmetric dimeric ring

generated through N-H--N interaction shows the highest electron density (pecp = 0.0200 a.u.)
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and dissociation energy (De=4.016 kcal/mol) at the bond critical points (denoted as ‘A’ in Fig.
11a) among all other intermolecular interactions. The electron density and dissociation energy
corresponding to the intermolecular N—H---O interaction (denoted as ‘C’ in Figure 5.19b) are
pecp = 0.0087 a.u. and De = 1.802 kcal/mol. Again, the lower value of pscp and De
corresponding to the C—H---O bond (denoted as ‘D’ in Figure 5.19¢) signifies the interaction to
be less favorable than other hydrogen bond interactions. The contributions of all three
intermolecular bonds analyzed by QTAIM theory are in the same order of robustness as derived
in DFT calculation. The connecting bond path between oxygen and aryl ring carbon atom
characterizes lone-pair--x interaction. In Form-—I, lone-pair---w interaction can be considered
as more favorable than m--7 interaction as the former has the higher electron density and

dissociation energy at the bond critical point (see Table 5.7). Eventually, the small positive

values of electron density (p(r)), Laplacian of electron density (V2p(r)) and H(r), and % <1

classify the interaction as “closed-shell” in nature according to Gatti’s assignment [60].

Again, in Form-I1, N-H--N (denoted as ‘H’ in Figure 5.19f) interaction contributes
significantly in stabilizing the crystal structure as it has the highest electron density (pscp =
0.0212 a.u.) and dissociation energy (De = 4.361 kcal/mol) at its bond critical point out of all
intermolecular interactions. The p(r) and De value of N-H:--O (denoted as ‘J’ in Figure 5.19g)
forming a dimeric ring signifies that N—H---N is more favorable than N—H---O interaction which
agrees well with the result of DFT study. Besides, C-H---O interaction shows the least value
of p(r) (0.0075 a.u.) and De (1.506 kcal/mol) as anticipated from interaction energy calculation.

Moreover, all interactions in Form-Il1 are closed-shell interactions considering (p(r))>0,

2 4]
V4(r)>0, H(r) >0 and o) <1

Similarly, in Form-I11, a centrosymmetric dimeric ring is generated through N-H---N
interaction having the highest electron density (psce = 0.0288 a.u., denoted as ‘M’) which is
also greater than that of Form-I and Form-II. Again, likely in Form-I1, Form-I11 exhibits
a centrosymmetric dimer through N—H---O interaction. The electron density and dissociation
energy at the BCP (denoted by ‘O’) of N-H:--O interaction are 0.0078 a.u. and 1.663 kcal/mol.
Lastly, C—H---O interaction exhibits a greater value of electron density (0.0092 a.u., denoted
by ‘P’) and dissociation energy (2.102 kcal/mol) than N—H---O interaction. This is because of
larger bond length of C—H (1.142 A) from normal C—H (0.93 A) bond length (collected from

CCDC (AMNTPYO02) [41]) Moreover, all interactions in Form-IIl are closed-shell

V)l
G(r)

interactions considering (p(r))>0, V?(r)>0, H(r) >0, and <l
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Figure 5.19. Distribution of bond critical points in different dimers in Form-I (a-e), Form-II
(f-h), and Form~I11 (i-k). Green dots indicate bond critical points (BCPs).

Table 5.7. Topological parameters for noncovalent interactions (in different dimers of Form—
I, Form-Il, and Form-IIl) at their (3, -1) BCPs. [p(r): electron density (a.u); VZp(r):

Laplacian of electron density (a.u); V(r): potential energy density; G(r): Kinetic energy

density; H(r): total electronic density; V(r), G(r) and H(r) values in a.u. and Dk in kcal/mol].

V
Interactions BCPs | p(r) | V?p(r) V(r) G(r) laggl H(r) De

Form-I

A 0.0200 | 0.0741 —0.0128 | 0.0156 | 0.8205 | 0.0028 | 4.016
N(2)-H(2A)---N(1)

A 0.0200 | 0.0741 -0.0128 | 0.0156 | 0.8205 | 0.0028 | 4.016

B 0.0224 | 0.1021 -0.0174 | 0.0215 | 0.8093 | 0.0041 | 5.459
Intra (N-H---O)

B 0.0224 | 0.1021 -0.0174 | 0.0215 | 0.8093 | 0.0041 | 5.459
N(2)-H(2B)--O(1) | C | 0.0087 | 0.0380 | —0.0058 | 0.0076 | 0.7632 | 0.0018 | 1.820

D 0.0078 | 0.0309 —0.0047 | 0.0062 | 0.7581 | 0.0015 | 1.475
C(3)-H(3)0(2)

D 0.0078 | 0.0309 —0.0047 | 0.0062 | 0.7581 | 0.0015 | 1.475
lone-pair--nt E 0.0052 | 0.0156 —0.0028 | 0.0034 | 0.8235 | 0.0006 | 0.879
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E | 00052 | 00156 | —0.0028 | 0.0034 | 0.8235 | 0.0006 | 0.879
F | 0.0040 | 00115 | —0.0017 | 0.0023 | 0.7391 | 0.0006 | 0.533
mr F | 0.0040 | 00115 | —0.0017 | 0.0023 | 0.7391 | 0.0006 | 0.533
G | 0.0065 | 0.0188 | —0.0034 | 0.0041 | 0.8293 | 0.0007 | 1.067
o G | 0.0065 | 0.0188 | —0.0034 | 0.0041 | 0.8293 | 0.0007 | 1.067
Form-II
H | 00212 | 0.0788 | —0.0139 | 0.0168 | 0.8274 | 0.0029 | 4.361

N(2)-H(2A)--N(L)
H | 00212 | 00788 | —0.0139 | 0.0168 | 0.8274 | 0.0029 | 4.361

I 0.0228 | 0.1046 | —-0.0179 | 0.0220 | 0.8136 | 0.0041 | 5.616

Intra (N-H---O)
I 0.0228 | 0.1046 | -0.0179 | 0.0220 | 0.8136 | 0.0041 | 5.616

J 0.0094 | 0.0438 -0.0063 | 0.0086 | 0.7326 | 0.0023 | 1.977
N(2)-H(2B) ---O(1)

J 0.0094 | 0.0438 -0.0063 | 0.0086 | 0.7326 | 0.0023 | 1.977
Intra (O--0) K 0.0057 | 0.0245 —0.0043 | 0.0052 | 0.8269 | 0.0009 | 1.349
C(3)-H(3):0(2) L 0.0075 | 0.0310 —-0.0048 | 0.0063 | 0.7619 | 0.0015 | 1.506
Form-I11

M 0.0288 | 0.0820 —-0.0196 | 0.0200 | 0.9800 | 0.0004 | 6.150
N(2)-H(1)N(1)

M 0.0288 | 0.0820 —-0.0196 | 0.0200 | 0.9800 | 0.0004 | 6.150

N 0.0308 | 0.1253 -0.0259 | 0.0286 | 0.9056 | 0.0027 | 8.126
Intra (N-H---O)

N 0.0308 | 0.1253 -0.0259 | 0.0286 | 0.9056 | 0.0027 | 8.126

0] 0.0078 | 0.0325 -0.0053 | 0.0067 | 0.7910 | 0.0014 | 1.663
N(2)-H(1)--O(2)

0] 0.0078 | 0.0325 -0.0053 | 0.0067 | 0.7910 | 0.0014 | 1.663

N 0.0305 | 0.1250 -0.0257 | 0.0285 | 0.9018 | 0.0028 | 8.063
Intra (N-H---O)

N 0.0305 | 0.1250 -0.0257 | 0.0285 | 0.9018 | 0.0028 | 8.063
C(4)-H(4)-0(1) P 0.0092 | 0.0317 —-0.0067 | 0.0068 | 0.9853 | 0.0001 | 2.102

N 0.0306 | 0.1245 -0.0256 | 0.0284 | 0.9014 | 0.0028 | 8.032
Intra (N-H---O)

N 0.0306 | 0.1245 -0.0256 | 0.0284 | 0.9014 | 0.0028 | 8.032

5.3.3.5.NCI Plot Index

Furthermore, we have analyzed and characterized the noncovalent interactions involved
in the supramolecular assemblies by the “noncovalent interaction” (NCI) plot index. The same
models have been used in QTAIM calculation. The interactions are represented by the
isosurfaces which are differentiated by a color scheme with a red-yellow-green-blue scale. For
Form-1, and Form-I1, N-H--N interactions are represented by two greenish-blue isosurfaces

(indicated by arrows) and greenish-blue spike in RDG vs sign(A2p) graph in Figure 5.20a, f
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respectively. The blue isosurfaces, as well as the blue spike in the scattered graph (in Figure
5.20i) confirm the presence of strong hydrogen bond (N-H--N) interactions in Form-IIl.
Again, N—H---O interaction in Form-I is shown by a small green isosurface in Figure 5.20b.

sign (h)p (an)

N-H-N
v("

sign (,)p (an)

51gn (Xz)p (a u. )

sign (A,)p (a.u.)

Figure 5.20. NCI plot of different noncovalent interactions observed in Form-I (a-e), Form-—
11 (f-h), and Form—I11 (i-K).

As N-H---O interaction forms a dimeric ring in Form-I1, and Form-II1, two green
isosurfaces illustrate the N—H--O interactions in the mentioned form (Figure 5.20g, j).
Similarly, C—H---O interactions constituting a dimeric ring in Form-I are depicted as small
green isosurfaces (Figure 5.20¢) whereas a single C—H---O interaction in Form-I1, and Form—
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I11 is represented by just one small green isosurface (Figure 5.20h, k). All N-H---O and C-
H---O interactions are also represented by green spikes in the respective RDG vs sign(A2p)
scattered graph. In Form-I, lone pair---xt interaction is represented by an extended isosurface
in Figure 5.20d. In Figure 5.20e, m--m interaction is characterized by the stretched green
isosurface in Form-I. The green spikes in the scattered plots in Figure 5.20d and Figure 5.20e
further confirm the presence of weak noncovalent interactions. Lastly, all the prominent
isosurfaces and their respective spikes in RDG vs sign(Azp) graph analyzed by the NCI plot
index verified the existence of these noncovalent interactions observed in structural and other

theoretical studies.

5.4. Conclusions

In conclusion, the polymorphic forms of 2-amino-3-nitropyridine have been reported
in the context of an interesting case study of packing polymorphism. The present study
highlights the importance of exploring intermolecular interactions through the Hirshfeld
surface to screen polymorphs. The Hirshfeld surface analyses indicated a cooperative
understanding at the intermolecular level; two crystalline forms are indicated to stabilize
through the diverse contribution from intermolecular interactions. The interaction energies of
non-covalent interactions are analyzed through theoretical DFT calculations and further
analyzed through the PIXEL method. The PIXEL method obtains more precise interaction
energy with detailed energy decomposition. From energy decomposition analysis, it is found
that high interaction energy is due to electrostatic interaction where the higher dispersive
interaction leads to lower interaction energy. The lattice energies of the polymorphs are also
analyzed through the PIXEL method. The noncovalent interactions are further analyzed
through Bader’s theory of ‘Atoms in molecule’ (QTAIM) and ‘Noncovalent Interaction’ (NCI)
plot index. The topological parameters and energetic features at the (3, —1) bond critical point
suggest that all interactions are “close shell” interactions. Theoretical analyses of noncovalent
interactions are in good agreement with the experimental findings. This approach can be
helpful in crystal engineering to explore rapid quantitative insight into the intermolecular

interactions and designing of novel organic materials.
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SUMMARY AND FUTURE PLAN

SUMMARY

The present research aims to synthesize and analyze various functional organic
and hybrid inorganic-organic materials through experimental and theoretical X-ray
structural studies. Therefore, it makes perfect sense to investigate molecular
structures in the context of crystal engineering as it deals with problems related to
intermolecular interactions. Predicting the supramolecular aggregation of a specific
set of molecules in a crystal is very difficult and essentially impossible because
predicting the crystal structure is a challenging task still far from being solved.
Consequently, the prediction problem often applies only to supramolecular synthons
of different functional groups or recognition patterns. One of the primary objectives
of crystal engineering is to control the topology of crystal packing for functional solids
through covalent and non-covalent interactions. Thus the successful incorporation of

suitable structural units into a crystal can lead to the development of novel materials.

The aim of the research program described in the thesis is to systematically
examine the various non-covalent bonding interactions observed in the new crystal
structures. This proposed research work examines the fact that apart from strong
hydrogen bonding interactions, various weak interactions play an important role in
the formation of supramolecular architecture. Exploration of supramolecular
structures can help identify supramolecular synthons of significance in crystal
engineering. Based on this concept I have focused my research on the study of non-
covalent interactions for creating crystal structures of the compounds under
investigation. In this thesis, it is revealed that hydrogen bonds act as the driving force
behind the primary supramolecular aggregation, while weak forces govern the final

packing of molecules in the solid state.

Non-covalent interactions are not the only controlling factor, the molecular
architectures can be affected by various factors, e.g., pH value, metal ions, ligands,
metal-ligand ratio, solvents, temperature, etc. To understand the relevance of this
point, pH-dependent, and ligand-dependent structural variations are investigated
and included in this thesis. In addition, the proposed research work included a

detailed study of packing polymorphism in the context of crystal engineering.
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SUMMARY

In solid state, the formation of extensive supramolecular networks through
non-covalent interactions are very interesting. In this context, our serendipitous
discovery of extensive (lone pair---mt/m---mt*/mt* -1t/ 7t/ 70+ - 70/ T+ 7/ 7T+ lONE Ppair)a
network in the solid state structures sheds light on the importance of such newly
discovered supramolecular forces in organizing and stabilizing molecular
components in crystals. In addition, this thesis also included several articulated
supramolecular structures through the unique combination of weak non-covalent
forces, for example, a unique 3D supramolecular architecture generated through -t

and lone pair---m interactions, 3D supramolecular boxes propagating in 2D plane, etc.

Crystal engineers are more interested in the individual potentiality of non-
covalent forces. Several theoretical methods are used to explore non-covalent forces
both qualitatively and quantitatively. Properties of the Hirshfeld surfaces provide
visual interpretation of non-covalent forces, while the corresponding 2D fingerprint
plots reveals the percentage contribution of each contacts. Interaction energies of a
dimer can be evaluated using the DFT calculation, whereas the contribution of
dispersion as well as electrostatic part to the total interaction energy can be obtained
by using PIXEL calculations. PIXEL calculations also provide the lattice energies of
the crystal structures. The QTAIM is used to further characterize the non-covalent
interactions. The topological analysis at the bond critical points (BCPs) reveals the
closed-shell nature of the non-covalent interaction and also dissociation energy can
be calculated. The colored isosurfaces in the NCI Plot also reveals the strong or weak

nature of interactions.

FUTURE PLAN

Currently, I am trying to design and synthesize new organic compounds as
well as metal organic complexes and analyze them through experimental and
theoretical methods in the near future. In the continuation of my research, efforts will
be made to explore new non-covalent interactions and unique self-assemblies in the
solid state. Also, attempts will be made to synthesize novel polymorphs, co-crystals,
salts, etc., and establish correlations between the structures and properties of the
synthesized compounds. In addition, extended networks will be characterized by
high-performance theoretical methods. Efforts will also be made to investigate the

non-linear optical properties in the near future.
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cussed in this study.

PH-dependent reaction between 2,6-pyridine dicarboxylic acid (PDA) and Mg(NOs), in water results in
the formation of two new complexes (1) and (2). The grown complexes are characterized through single-
crystal X-ray diffraction analyses. The structural investigations exhibit that the hydrogen bonds and lone-
pair---7r interactions stabilize the crystal structure of the complex (1) whereas complex (2) is stabilized
through hydrogen bonds only. The noncovalent interactions have been characterized using Bader’s the-
ory of “atoms in molecules” (AIM). The nature of these interactions have been studied using atoms in
molecules topological analysis. Topological analysis of intermolecular interactions at their bond critical
points revealed that all of the interactions are of closed-shell interactions. The “noncovalent interaction”
(NCI) plot index has been performed to characterize the noncovalent interactions of the structures dis-

© 2022 Elsevier B.V. All rights reserved.

1. Introduction

The modern research of coordination chemistry is progressing
at an explosive pace in crystal engineering because of the self-
assembly phenomenon of small building units to complicated ar-
chitectures, fascinating structural topologies, and potentiality as
functional materials in the fields of magnetism, gas absorption,
catalysis, luminescence, optoelectronic devices and nonlinear op-
tics [1-5]. In recent years, careful exploration of various non-
covalent interactions, namely, intra and intermolecular hydrogen
bonding, hydrophobic interactions, dispersion interactions, halogen
bonding, cation--mw, N-H---w, C-H--w, S-H-7, 7w, lone pair-r,
salt bridge -, etc. interactions gain great attention due to their
crucial role in controlling crystal structures and properties of metal
complexes [6-12]. However, there is a state of infancy in develop-
ing coordination compounds with the desired topologies and prop-
erties as many factors affect the molecular architectures. These
controlling factors are metal ions, ligands, metal-ligand ratio, coun-
terions, pH value, solvents, and temperature [13-15]. Moreover, nu-
cleophilic activity, positions of donor atoms of ligands, and intrin-
sic geometric preferences of the central metal atom also play a piv-

* Corresponding author:
E-mail address: saikatk.seth@jadavpuruniversity.in (S.K. Seth).

https://doi.org/10.1016/j.molstruc.2022.133373
0022-2860/© 2022 Elsevier B.V. All rights reserved.

otal role in determining the self-assembled structure of coordina-
tion complexes [16].

Being one of the essential regulating factors, the pH of the re-
action medium plays a pivotal role in determining coordination
modes of the ligand and hence geometry of the complexes [17,18].
It has adverse effects on complex formation such as pH helps
in determining the specific binding modes of ligand by protona-
tion/deprotonation, maintaining the metal-to-ligand ratio in the
products [19,20], maintaining the concentration of OH~ ligand [21],
in situ formation, and conversion of ligands [22,23], and control of
reaction kinetics by modulation of pH values [24,25]. Therefore, it
is clear that metal-ligand complexation and their packing in the
solid-state are significantly controlled by pH [26]. In general, the
higher the pH, the deprotonation will lead to greater connectiv-
ity (i) of ligands to the metal ion based on acid-base chemistry
and hard and soft acid-base (HSAB) principle i.e., high dimensional
self-assembled structure. Therefore, at higher pH, i.e., in alkaline or
weakly acidic medium, coordination of water to the metal centers
becomes difficult, resulting in complexes having a lower metal-
to-water (coordinated water) ratio. In contrast, at lower pH, alka-
line earth metal shows a higher tendency to coordinate with wa-
ter molecules to satisfy the coordination sphere, which causes a
higher metal-to-water (coordinated water) ratio, leading to low di-
mensional architecture formation [27]. From the above discussion,
it is thus evident that the solid-state structure of metal complexes
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Scheme 1. Schematic representation for the synthesis of both the complexes.

is greatly influenced by reaction acidity, and it plays a crucial role
in determining the dimensionality of the self-assembly structure.

Coordination modes of multicarboxylic acid can be manipulated
by changing the pH value as protonated, and deprotonated forms
of carboxylate moiety depend on their following pK, values [28].
Thus, the binding of pyridine-2,6-dicarboxylic acid (pK,; and pKj;
are 1.4 and 3.1, respectively) to metal ions can be varied by chang-
ing the pH value of the reaction medium [29]. Its dicarboxylic
acid plays an essential role in producing multidimensional self-
assembled complexes. They generally display a variety of binding
modes such as terminal monodentate, chelating, bridging biden-
tate in a syn-syn, syn-anti, and anti-anti configuration to two metal
centers and bridging tridentate to two metal centers [30] because
of having rigid 120° angle between the central pyridine ring and
two carboxylate groups [31]. Besides, such ligand causes involve-
ment of hydrogen bonding, 7 -7, anion-m, cation-7, lone pair-
7, etc. supramolecular interactions that may lead to the forma-
tion of one-dimensional chains and ladders, two-dimensional grids,
three-dimensional microporous networks, interpenetrated modes,
and helical staircase networks and so on in their complexes [32].

This paper reports the pH-dependent variation of coordina-
tion modes of 2,6-pyridine dicarboxylic acid towards Mg(Il) metal
ion and their structural features in the solid state. The noncova-
lent interactions are further characterized through Bader’s theory
of “atoms in molecules” (AIM) and the “noncovalent interaction”
(NCI) plot index.

2. Experimental sections
2.1. Materials and Measurements

All chemicals used were of reagent grade quality and purchased
from Sigma Aldrich Chemical Co. All reactions were carried out in
an aqueous medium under aerobic conditions. During the whole
experiment, doubly distilled water was used. Elemental analyses
(C, H, and N) were performed on a Perkin-Elmer 240C elemental
analyzer.

2.2. Syntheses

Synthesis of Complex [Mg(dipic)(H;0)3].2H,0 (1).

Mg(NO3),.6H,0 (0.512 g, 2.0 mmol) dissolved in 50 mL of water
was allowed to react with pyridine-2,6-dicarboxylic acid (0.336 g,
2.0 mmol) at 60°C, which results in a colorless solution (Scheme 1).
The pH of the reaction mixture was adjusted to ~5.5 by adding
a freshly prepared solution of triethylamine in methanol. The re-
action mixture thus obtained was stirred at 60°C for two hours,
then cooled to room temperature, filtered, and kept undisturbed
for crystallization. After four weeks, block-shaped, colorless single
crystals suitable for X-ray analysis were obtained. The crystals were
collected by filtration, washed with cold water, and dried in the
air (yield: 65%). Anal. calcd. for C;H3MgNOg: C, 30.08; H, 4.69; N,
5.01%. Found: C, 30.10; H, 4.73; N, 4.98%.

Synthesis of Complex [Mg(H50)g].2dipicH (2).

Taking complex (1) as the precursor, we have planned to syn-
thesize complex 2. For the synthesis, a solid crystal of complex (1)
(0.279 gm, 1.0 mmol) was first dissolved in 40 mL of distilled wa-
ter, and then nitric acid was added (HNOs3: H,O = 1: 20). That
results in the reaction medium having pH ~ 4, further stirred at
60°C for two hours. The final reaction mixture was then cooled to
room temperature, filtered, and kept undisturbed for slow evapo-
ration. After five weeks, block-shaped, colorless single crystals suit-
able for X-ray analysis were obtained. The crystals were collected
by filtration, washed with cold water, and dried in the air (yield:
62%). Anal. calcd. for Ci4HygMgN,014: C, 36.19; H, 4.34; N, 6.03%.
Found: C, 36.16; H, 4.32; N, 6.06%.

2.3. X-ray crystal structure determination

Single crystal X-ray diffraction intensity data was collected
using Bruker APEX-II CCD diffractometer with MoKo radiation
(A = 0.71073 A) at 120(2)K. The data reduction was performed
using the program Bruker SAINT [33], and an empirical absorp-
tion correction was applied based on the multi-scan method [34].
The title structures were solved by the direct method (SHELXS-14)
[35] and refined (SHELXL-18) [36] by the full-matrix least-squares
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Table 1
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Crystal data and structure refinement parameters for the title complexes (1-2).

Crystal data Complex (1)

Complex (2)

Chemical formula C7Hy13Mg; N;Og

Formula weight 279.49
Temperature (K) 120(2)
Wavelength (A) 0.71073

Crystal system, space group Monoclinic, P2;/n

Ci4HoMg1 N201q4
464.63

12002)

0.71073
Monoclinic, C2/m

a b, c(A) 8.8884(9), 9.8998(10), 13.1928(14) 13.1412(15), 11.0501(15), 6.5214(8)
B (©) 97.290(2) 93.798(3)

Vv (A%) 1151.5(2) 944.9(2)

Z, Calculated density (Mg/m?3) 4,1.612 2,1.633

1 (mm-1) 0.197 0.176

F(000) 584 484

Crystal size (mm) 0.21 x 0.13 x 0.08 0.21 x 0.14 x 0.09

6 range for data collection (°) 2.58 to 25.00 2.41 to 24.99

Limiting indices

Reflections collected |/ unique
Completeness to 6
Absorption correction

Max. and min. transmission
Refinement method
Data/parameters 2028/163
Goodness-of-fit on F? 1.046
Final R indices [I>2sigma(I)]

R indices (all data)

Largest diff. peak and hole (e A=3)

100.0 %

0.98 and 0.97

0.214, —-0.316

-10<=h<=10, -11<=k<=11, -15<=l<=15
10563 |/ 2028 [R(int) = 0.0248]

Semi-empirical from equivalents
Full-matrix least-squares on F?

R; = 0.0268, wR, = 0.0709
R; = 0.0285, WR, = 0.0722

-15<=h<=15, -13<=k<=12, -7<=l<=7
4383 [ 877 [R(int) = 0.0238]
99.9 %

Semi-empirical from equivalents
0.98 and 0.97

Full-matrix least-squares on F?
877/80

1.115

R; = 0.0251, wR; = 0.0722

R; = 0.0257, wR; = 0.0726
0.251, -0.177

Ry = Z||Fo|-|Fc|l/Z[Fol, WRy = [Z{(Fo2-Fc2)2}/={w(F,2)2}]'2, w = 1/{02(Fs2) + (aP)?> + bP}, where, a = 0.0378 and b = 0.5748 for

(1); a = 0.0330 and b = 0.9319 for (2).

technique on F2. We have used difference fourier electron density
map to locate all the atom’s positions. Difference maps are calcu-
lated using coefficients of (|Fo| - |F¢|) with the calculated phase
angles, where F, is the observed structure factor, and F. is the
calculated structure factor. Difference maps tend to produce peaks
where low electron density has been included in the model and
produce negative holes where too much electron density has been
included in the model. All the non-hydrogen atoms are assigned
accordingly. A difference electron density synthesis was calculated
around the circle representing possible hydrogen positions’ loci.
The maximum electron density is then taken as the starting po-
sition for the hydrogen atom(s). The distinct peaks corresponding
to the hydrogen atoms are observed in the difference Fourier map
and assigned accordingly. The OH H-atom positions obtained from
a difference Fourier map was refined freely, while the C-bound H
atoms were placed in idealized positions using the riding method,
with bond distances ranging from 0.93 to 0.98 A and Uiy, (H) val-
ues set at 1.5Ueq of the parent atoms. The structure solution was
performed using the WinGX program V2014.1 [37] and analyzed
by the program PLATON [38]. The crystal data and structure re-
finement parameters of the title compounds are summarized in
Table 1. CCDC 2144365-2144366 contains the supplementary crys-
tallographic data of complexes (1) and (2), respectively.

2.4. Theoretical methods

The quantum chemical computations of both complexes are
achieved with the support of MP2/ B3LYP /6-311++ G (d,p) basis
set available in Gaussian 09 w calculation package [39]. We have
used the crystallographic coordinates for the theoretical calcula-
tions by using the models that are generated from the supramolec-
ular networks. We have used Bader’s “Atoms in molecules” theory
[40] to analyze the weak noncovalent interactions by the AlMall
calculation package [41]. The charge density (po(r)) is character-
ized by their critical points (CPs), and it's Laplacian that is ex-
pressed in terms of L(r) = -V2(p(r)) and is calculated using the
Atom In Molecule (AIM) theory [42]. According to the topologi-
cal properties, electron density is concentrated over V2(p(r))< 0
and is depleted for V2(p(r)) > 0. Selected topological parame-

ters such as electron density, p(r), Laplacian of the electron den-
sity, V2p(r), potential electronic energy density V(r), kinetic elec-
tronic energy density, G(r), and total electronic energy density
[H(r) = V(r) + G(r)] were used at their bond critical points (BCPs)
to characterize the nature and strength of intermolecular interac-
tions. The theoretical NCI plot [43] is a visualization index that has
been used for the characterization of noncovalent interactions. Iso-
surfaces instead of critical points represent the noncovalent inter-
actions. These isosurfaces represent favorable and unfavorable in-
teractions and are differentiated by the isosurface color scheme
with a red-yellow-green-blue scale. The red and blue surfaces rep-
resent p*cut (repulsive) and p~cut (attractive) interactions [44],
respectively. However, weak repulsive and weak attractive interac-
tions are represented by the yellow and green colors, respectively.

3. Results and discussion
3.1. Structural description of complex (1)

Complex (1) crystallizes in a monoclinic system with space
group P2;/n. The coordination geometry around the Mg(Il) ion is
distorted octahedral. The equatorial sites are occupied by one ni-
trogen N1, two carboxylate oxygen O1, O3 atoms from dipic lig-
and, and one oxygen atom 06 of the water molecule (Fig. 1). Two
oxygen O5 and O7 atoms from the solvent water molecules oc-
cupy the axial sites. There are two more solvent water molecules
in the asymmetric unit (Fig. 1). The N(1)-Mg(1)-0O(7) angle is
89.05°, showing that O(7) atom lies cis to ring nitrogen atom N(1)
(Table 2). The bite angles around the Mg(Il) ion are N(1)-Mg(1)-
0(1) = 74.27(4)°; N(1)-Mg(1)-0(3) = 73.96(4)°; O(1)-Mg(1)-
0(6) = 101.40(4)° and O(3)-Mg(1)-0(6) = 110.39(4)°, summing up
the in-plane angle to be exactly 360.02°. That shows the high pla-
narity of one solvent water oxygen atom and O, N, O donor atoms
of the dipic ligand. In the five-membered chelate rings, Mg(1)-
0O(1)-C(1)-C(2)-N(1) and Mg(1)-0(3)-C(7)-C(6)-N(1), all atoms
are almost coplanar with O1 and C1 have the largest deviation
[+0.054(1); -0.074(1)] in the opposite directions from the least-
square mean plane of the chelate rings. The dihedral angle be-
tween two chelate rings is 1.49(3)°.
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Fig. 1. An ORTEP view of complex (1) with the atom-numbering scheme. Thermal ellipsoids are drawn at 30% probability.

Table 2

Selected bond lengths (A) and bond angles (°) of the title complexes.
Complex (1) Complex (2)
Mg(1)-0(6) 1.9962(11)  Mg(1)-N(1) 2.0972(12)  Mg(1)-0(5) 2.0054(12)
Mg(1)-0(7) 2.0233(10)  Mg(1)-0(1) 2.1451(10)  Mg(1)-0(4) 2.0462(12)
Mg(1)-0(5) 2.0413(10)  Mg(1)-0(3) 2.1624(10)  Mg(1)-0(3) 2.1170(12)
0(6)-Mg(1)-0(7)  88.61(4) 0(5)-Mg(1)-0(1)  92.25(4) 0(5)-Mg(1)-0(4) 90.0
0(6)-Mg(1)-0(5)  88.22(4) N(1)-Mg(1)-0(1)  74.27(4) 0(5)-Mg(1)-0(3) 90.0
0(7)-Mg(1)-0(5)  176.48(5) 0(6)-Mg(1)-0(3)  110.39(4) 0(4)-Mg(1)-0(3) 91.56(5)
0(6)-Mg(1)-N(1)  175.08(5) 0(7)-Mg(1)-0(3)  90.73(4) 0(5)-Mg(1)-0(5)*! 180.0
0(7)-Mg(1)-N(1)  89.05(4) 0(5)-Mg(1)-0(3)  88.93(4) C(3)-C(4)-C(3)*? 121.03(16)
0(5)-Mg(1)-N(1)  94.22(4) N(1)-Mg(1)-0(3)  73.96(4) C(2)-N(1)-C(2)*2 125.54(15)
0(6)-Mg(1)-0(1)  101.40(4) 0(1)-Mg(1)-0(3)  148.21(4)
0(7)-Mg(1)-0(1)  89.89(4)

Symmetry transformations used to generate equivalent atoms: #1: (-X, -y, -z+2) and #2: (X, -y, z).

Table 3

Hydrogen-bond geometry (A, ©).

D-H--A D-H H--A DA D-H--A  Symmetry

Complex (1)

05-H5A-09 082 1.96 2.7821(14) 174 1-x, 1-y, 1-z
05-H5B+03 082 191 2.7277(14) 177 3/2-x, -1/2+y, 1/2-z
06-H6A~-04  0.83 1.83 2.6574(14) 177 3/2-x, -1/2+y, 1]2-z
06-H6B-09 0.83  2.06 2.8574(14) 161 3/2-x, -1/2+y, 3/2-z
07-H7A--02 083 1.83 2.6586(14) 173 5/2-x, 1/2+y, 1/2-z
07-H7B~08  0.83 1.99  2.7972(14) 167 2-x, 1-y, 1-z
08-H8A01 0.83 1.98 2.7809(14) 162 -1/2+4x, 1/2-y, 1/2+2z
08-H8B+04 083 1.89 2.7063(13) 171 X,y 1+z
09-H9A-08 0.82 1.96 2.7696(15) 167 -
09-H9B-02 0.82  2.03 2.8342(15) 166 2-x, 1-y, 1-z
Complex (2)
N1-H1--02 0.86 2.16 2.5643(12) 108 X, -y, Z
03-H3A+-01 083 195 27701(13) 169 1/2-x, 1/2-y, 2-z
04-H4A--01 0.83 194 2.7571(13) 170 1/2-x, 1/2-y, 1-z
05-H5A02 083 1.86 2.6811(12) 176 1/2-x, 1/2-y, 1-z
C4-H4--03 093 251 3.251(2) 137 -

The solid-state structure of the complex (1) is stabilized
through multiple O-H--O hydrogen bonds and lone-pair(l.p)-m
interactions (Table 3). In the first sub-structure, two metal-
coordinating water oxygen atoms O(5) and O(6), acts as a donor
to the carboxylate oxygen atoms O(3) and O(4) of the partner
molecule at (3/2-x, -1/2+y, 1/2-z) by generating an R,2(8) mo-
tif (Fig. 2). Due to the self-complementarity, another water oxy-
gen atom O(7), acts as a donor to the carboxylate oxygen atom
at (5/2-x, 1/2+y, 1/2-z) to build a two-dimensional supramolecu-

lar framework in (110) plane (Fig. 2). In another substructure, the
carbonyl oxygen atoms O(2) and O(4) in the molecules at (2-x, -y,
-z) and (2-x, 1-y, -z) are juxtaposed towards the centroid of the
pyridine ring. The separation distance between the carbonyl oxy-
gen atoms and the centroid of the sandwiched pyridine ring are
3.405(2)A and 3.633(2)A respectively, suggesting lone-pair(l.p)-m
interactions (Fig. 3a). The combination of the hydrogen bonding
contacts among coordinating water oxygen atoms O(5) and O(6)
with the carboxylate oxygen atoms and the (L.p)-m/m-(l.p) net-
work leads the molecules to build a supramolecular layered assem-
bly (Fig. 3b).

3.2. Structural description of complex (2)

Complex (2) is crystallized in the monoclinic crystal system
with C2/m space group. In complex (2), as illustrated in the OR-
TEP (Fig. 4), the molecular view consists of one-half of the aquated
cation and two halves of the ligand molecule. The remaining por-
tion of cationic and anionic moieties is generated via a centre of
inversion. The metal ion is positioned in the inversion center (-
X, -y, -z+2) and is situated in a perfect octahedral environment
constructed from six water molecules (Fig. 4). The dipic ligand is
not bound to the metal ions, remaining outside the coordination
shell. The N(1) and C(4) atoms of the pyridine ring of the dipic
ligand are in the inversion center (X, -y, z) (see Fig. 4). The Mg-0
bond lengths vary in the range 2.048-2.118A and are comparable
to those of the similar complexes reported earlier [45, 46].
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Fig. 2. Supramolecular framework in (1) through O-H:-O hydrogen bonds.

@ T

(Lp)-m
interaction

sesesenEes @

Fig. 3. (a) Perspective view of the (Lp)-m /7 -(l.p) network in (1); (b) Supramolecular layered framework generated through O-H:--O hydrogen bonds and (l.p)--7 interaction
in (1).
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Fig. 4. An ORTEP view of complex (2) with the atom-numbering scheme. Thermal ellipsoids are drawn at 30% probability.
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Fig. 5. Supramolecular framework generated through O-H--O hydrogen bonds in (2).
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¢
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Fig. 6. AIM analyses of complexes (1)(a,b) and (2)(c). Green and violet spheres represent bond and ring critical points, respectively.

Complex (2) is stabilized through N-H:--O, O-H--O and in-
tramolecular C-H--O hydrogen bonds (Table 3). The supramolec-
ular structures generated via hydrogen bonds between the
[Mg(H,0)6]?* and anionic dipic ligand are illustrated separately.
In the first substructure, the carboxylate oxygen atom O(1) acts
as a double acceptor for the donor water oxygen atoms O(3) and
0(4) in the molecules at (1/2-x, 1/2-y, 2-z), and (1/2-x, 1/2-y,
1-z) respectively. Moreover, another water oxygen atom O(5) at
(1/2-x, 1/2-y, 1-z) acts as a donor to another carboxylate oxygen
atom O(2) to build a supramolecular framework in the (011) plane
(Fig. 5).

3.3. Theoretical analysis

Bader’s theory of “atoms in molecules”(AIM) has been used for
title complexes (1-2) to characterize different interactions that are
exhibited by the structures. We have used various models that
are generated from the X-ray structures. Here, the bond path and
a bond critical point (CP) that interconnects two atoms of the
molecule [40, 42] characterize the noncovalent interactions. For
complex (1), a part of the self-assembled structure (see Fig. 3a)
has been used as a model for AIM analysis. Here, the bond critical
point (ppcp = 0.0042 a.u.) (see Table 4) and a bond path intercon-

necting the carboxylate carbonyl oxygen atom and a carbon atom
of the pyridine ring characterized the lone-pair(L.p)--7 interaction
in (1) (see Fig. 6a). In another model (see Fig. 6b), we have used
a part of the packing of Fig. 3b for characterization of O-H-O hy-
drogen bonds. The bond critical points (pgcp = 0.0313 and 0.0271
a.u.) and the bond paths between two water oxygen and carboxy-
late oxygen atoms represent strong O-H--O hydrogen bonds in (1)
(Fig. 6b). For complex (2), the model has been used from the pack-
ing diagram (see Fig. 5). The hydrogen bonds in between the wa-
ter oxygen atoms and carboxylate oxygen atoms are characterized
by the bond path and BCPs (Fig. 6b). The p(r) values (0.0300 a.u.
and 0.0266 a.u.) at the bond CPs designate the bonds where O(1)
acts as a double donor to the water oxygen atoms O(3) and O(4).
Moreover, the most robust hydrogen bonding contact is also evi-
denced by the bond critical point (pgcp = 0.0321 a.u.) that agrees
well with the experimental observations (see Table 3).

The topological and energetic properties of the noncovalent in-
teractions at the bond critical points (BCPs) in the observed dimers
of the crystal structures of (1-2) were analyzed by comparing se-
lected topological properties, including the electron density (o(r)),
the Laplacian of electron density (V2o (r)), the potential electronic
energy density (V(r)), the kinetic electronic energy density (Gv((r))),

I

the total electronic energy density (H(r)=V(r)+G(r)) and |_W|
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Topological parameters for intermolecular interactions [in different dimers of (1) and (2)] at their (3, -1) BCPs.
[p(r): electron density (eA=3); V2p(r): Laplacian of electron density (eA-5); e: ellipticity; V(r): potential energy
density; G(r): kinetic energy density; H(r): total electronic density; V(r), G(r) and H(r) values in a.u.

Interaction P VZp & V(r) G(r) H(r) \—% |
Complex-1 C7-04m (a) 0.0042 0.0136 1.5669 -0.0022 0.0028 0.0006 0.7857
06-H6A--04 (b) 0.0313 0.1518 0.0372 -0.0330 0.0355 0.0025 0.9290
05-H5B:-03 (c) 0.0271 0.1297 0.0435 -0.0275 0.0300 0.0025 0.9166
Complex-2 04-H4A-01 (d) 0.0300 0.1285 0.0420 -0.0299 0.0310 0.0011  0.9645
03-H3A-01 (e) 0.0266 0.1302 0.0214 -0.0271 0.0298 0.0027 0.9093
05-H5A-02 (f) 0.0321 0.1446 0.0374 -0.0334 0.0348 0.0014 0.9597
O-H--0 bonds

lone-pair-n

O-H---0 bonds

O-H---0 bonds

O-H---0 bonds

Fig. 7. NCI plot index of the modeled structure of compounds (1)(a,b) and (2)(c).

value. The lone-pair(Lp.)-7 interaction in (1) and O-H--O hydro-
gen bonds in both complexes have been involved in the stabiliza-
tion of observed molecular dimers (Table 4 and Fig. 6). According
to Gatti's assignment, all these interactions are classified as closed-
shell interactions [47] using the values of |—%| < 1, H(r) > 0 and
the positive value of the Laplacian V2p(r) > 0.

Furthermore, the noncovalent interactions that are involved
within the structures of the title complexes are characterized
through the ‘noncovalent interaction’ (NCI) plot index. Herein, we
have used a part of the packing diagrams for both complexes that
are shown in Figs. 3a, 3b and 5, respectively. Different noncova-

lent interactions are evident by the green and blue isosurfaces. In
Fig. 7a, the cooperativity of the (1.p)--7 interaction has been char-
acterized by the dual large green isosurfaces in between the car-
boxylate oxygen atom and the centroid of the pyridine ring. The
large flattened greenish isosurface represents the dual interplay of
the (L.p)---m interaction (Fig. 7a). The deep blue colored isosurfaces
(see Fig. 7b) that are evident in between the water and carboxy-
late oxygen atoms represent strong O-H--O hydrogen bonds in (1).
The representation of the NCI plot of complex (2) highlights the
presence of multi O-H--O hydrogen bonds (Fig. 7c). The dark blue
colored isosurfaces that are evidenced in the map and are located
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in between water oxygen atoms and carboxylate oxygen atoms
characterize the O-H--O hydrogen-bonding contacts in (2). As dis-
cussed in the AIM calculation, the most favorable O-H:-O contact
can also be identified by close examination of the blue patches of
the isosurface (Fig. 7c). Subsequently, all the evident isosurfaces
agree well with the AIM study and structural observation of both
complexes.

4. Conclusions

Two new pH-dependent Mg(II)-PDA complexes have been syn-
thesized and structurally characterized. The cooperativity of the
noncovalent interactions has been explored in detail by examin-
ing the supramolecular behavior of the complexes. How a minor
tuning of the pH value affects the solid-state structural assemblies
has been explored herein. Theoretical AIM and NCI plot analyses
have further characterized the noncovalent interactions and, con-
sequently, the self-assemblies. Topological analysis of intermolec-
ular interactions at their bond critical points revealed that all of
the interactions are closed-shell interactions. The theoretical inves-
tigations agree well with the experimental findings. The findings
reported herein are expected to be beneficial in understanding the
pH dependency and the cooperative outcome of the noncovalent
interactions in building supramolecular assemblies.
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Exploring Solid-State Supramolecular Architectures of
Penta(carboxymethyl)diethylenetriamine: Experimental
Observation and Theoretical Studies

Samiul Islam,” Prantika Das,” Suparna Tripathi,®>® Subrata Mukhopadhyay,” and

Saikat Kumar Seth*?!

Crystals of penta(carboxymethyl)diethylenetriamine have been
structurally characterized through single-crystal X-ray diffrac-
tion analysis. X-ray diffraction analysis reveals that various non-
covalent interactions combine to determine the crystal packing
and final solid-state supramolecular assembling behavior. The
title compound exhibited various 2D supramolecular networks
generated through O-H--O and C—H--O interactions. The
C—H---O interactions are pivotal in building a two-dimensional
framework, whose formation is readily analyzed with zero-
dimensional centrosymmetric dimeric rings as building blocks
within the structure. All the intermolecular interactions are
quantified through Hirshfeld surface analysis and fingerprint

Introduction

Diethylenetriaminepentaacetic acid (DTPA)"? is comprised of
five carboxylate groups that are bound to three nitrogen
atoms.”” Due to the high reactivity of the carboxylic group,”
DTPA behaves as a bridging agent®® So it has been
recognized in the world of research as a polycarboxylic acid
chelator.” The conjugate base of DTPA is potentially an
octadentate ligand.®® DTPA forms eight bonds and wraps
around a metallic ion.” Its complexes may also contain an
additional water molecule that coordinates the metal ion."”
However, transition metals usually form less than eight
coordination bonds."” DTPA can still bind to other reagents
even after creating a metal complex. Given these comprehen-
sive coordinating abilities, DTPA is approved for its use in
medical imaging and decontaminating internally deposited
radionuclides,"*"®  such as plutonium, curium, and
americium."

In the past two decades, great attention has been paid to
understanding nature and the roles of non-covalent interac-
tions, for example, halogen bonding, n-n*, 7" -x*, anion-x,
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plots. Energy frameworks are constructed to analyze the
dominant interaction energy involved in molecular packing
strength. Bader’s quantum theory of “atoms-in-molecules”
(QTAIM) has been used to analyze and characterize non-
covalent interactions. The QTAIM analysis validates the exis-
tence of hydrogen bonding contacts, and the topological
properties of bond critical points (BCPs), such as the electron
density p(r) and its Laplacian V?p(r), are presented to correlate
with the interaction energy. The topological analysis revealed
that all of the interactions are closed-shell interactions. Finally,
the “Non-covalent Interaction” (NCI) plot index illustrates the
solid-state supramolecular networks.

anion--t™, lone-pair(l.p)--w, N-H---;w, C—H---m(chelate), met-
al---m, salt bridge(SB)---(SB), C—H---(SB), (SB)---m*, (l.p)---(SB),
N—H---SB---lone pair, o-hole interaction, m-hole interaction,
etc.?) Non-covalent interactions play a significant role in
determining the structure and macroscopic properties that
would further help to fabricate materials possessing desired
parameters. The non-covalent interactions such as Hydrogen
bonding, nt-;t, C—H---7, cation---7t, anion---7t, and lone-pair---t are
mainly responsible for the generation and stabilization of
supramolecular structures.'#2"?2% These interactions are omni-
present in macromolecular compounds like proteins®®3"
polysaccharides®* and are directly secondary to quaternary
structures. Conventional hydrogen bonding (such as N—H--O
and O—H---O) remains the most reliable and widely used in the
field of chemical, biological, and material science due to
specific, highly directive, and relatively strong interactions.”?
The non-covalent interactions have emerged as a novel
conception in the field of anion transport, anion-sensing and
anion-recognition chemistry, trans-membrane anion transport,
and catalysis.®*>®

We have structurally characterized compound (1) (Figure 1)
and analyzed non-covalent interactions that help govern self-
assembly. Hirshfeld surface analysis and corresponding finger-
print plots have been presented to explore the nature of
intermolecular interactions within the title crystal structure. The
characteristics of the non-covalent interactions are theoretically
studied using Bader’'s quantum theory of “atoms-in-molecules”
(QTAIM) and we have also performed topological analysis of
QTAIMP to characterize the bond critical points and
calculated the dissociation energy of the interactions. Further
we have studied “Non-covalent Interaction” (NCI) plot index.

© 2022 Wiley-VCH GmbH
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Results and Discussion
Structural Description

The title compound DTPA is a polycarboxylic amino acid
comprised of diethylene triamine as the backbone consisting of
five carboxylic acid groups. The title compound crystallized in
monoclinic space group P2,/c. The solid-state structure at 120 K
with the highest precision™®” with an R-value of 0.03 has been
reported herein. The molecular ORTEP*® view of compound (1)
is appended in Figure 1 with the atom numbering scheme.
Extended supramolecular networks of compound (1) are
stabilized through O—H---O and C—H---O interactions (Table 1).

In the first substructure, carboxylate oxygen atom O(2)
interacts with another carboxylate oxygen atom O(10) of the
molecules at (—x, —1/2+y, 3/2-z), whereas another oxygen
atom O(6) of the molecule at (x, y, z) acts as a donor to the
carboxylate oxygen O(8) of the molecule at (1-x, —1/2+y, 3/2-
z). These two O—H--O interactions lead the molecules to
generate a self-assembled structure in the (110) plane (see
Figure 2). Again O(4) atom of the molecule at (x, y, z) interacts
with carboxylate oxygen O(10) of the molecules at (x, 3/2-y,
—1/2+2). All these three O—H---O interactions are responsible
Table 1. Relevant hydrogen bonding parameters (A, °). for the formation of another supramolecular network in the

Figure 1. ORTEP view with atom numbering scheme of compound (1) with
displacement ellipsoids at the 30% probability level.

D-H--A D-H H-A D-A D-H--A  Symmetry (101) plane (see Figure 3).
In another substructure, C(3) acts as a donor to the

carboxylate oxygen O(4) of the molecules at (—x, 1-y, 1-z). This

02-H2--010 082 1.83 26381
04-H4--010 082 1.88 2.6668
06-H6--08 082 1.66 24457
C2-H2A--04 097 257  3.3604

167 —x~1/2+y,3/2-z

159 x,3/2-y,~1/2+z . . . .
159 1x-1/24y,3/22 C3-H3B--04 interaction and its centrosymmetric analog gen-

138 x,3/2-y,1/2 4z erate an R,%8) dimeric ring (P) centered at (0, 1/2, 1/2)

(13)

(13)

(13)

(16)
C3-H3B-O1 097 257 3.1777(16) 121 —x-1/2+y3/22 | (Figure 4). Another carbon atom C(5), interacts with O(1) of the
C3-H3B-O4 097 257  33876(16) 142 —x1yiz molecule at (—x, 1-y, 2-z), and a centrosymmetric dimeric
C5-H5A-O1 097 258 3.3356(16) 134 —x-1/2+Y,3/2-2 recus o Y 22 _ ymn _
C5-H5B--O1 097 244 32726(16) 143 “x1y.2z R,%(12) ring (Q) centered at (0, 1/2, 1) is formed (Figure 4). Again
C7-H7A--010 097 254  3.4092(15) 149 x~1+yz another centrosymmetric dimeric ring R,%(16) (R) centered at
C7-H7B-O8 097 230 3.2243(16) 159 1x,1-y,2-2 (1/2,1/2, 1) is created when C(7) is involved in the interaction
C10-H10B--07 097 236 3.0291(15) 126 x3/2-y,1/2+2 . Vo1 .
C10-H10B-09 097 255 3.0108(15) 109 X3/2-y,1/2+2 with O(8) of the molecule at (1-x, 1-y, 2-2) (Figure 4). Thus,
C11-H11B~-08 097 258 3.3400(16) 135 1x,2-y,2-2 these three centrosymmetric dimeric rings (P, Q, R) are

I e T
Af\“’*‘k:*} LY

Figure 2. Supramolecular networks generated through O—H---O bonds in (110) plane.
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Figure 3. Supramolecular networks generated through O—H---O bonds in (101) plane.

R,(16)

Figure 4. Three different centrosymmetric dimeric rings lead to forming a 2D supramolecular network.

alternately linked to generating a supramolecular compound
network (1) in (101) plane (Figure 4). Further, the carbon atoms
C(7) and C(10) act as donors to the carboxyl oxygen atoms
O(10) and O(7) at (x, =14y, z) and (x, 3/2-y, 1/2+2)
respectively. The combination of another two C—H--O inter-
actions leads to the generation of another supramolecular
architecture in the (011) plane (Figure S1).

ChemistrySelect 2022, 7, €202203396 (3 of 10)

Hirshfeld Surface

The Hirshfeld surface was calculated to evaluate the contribu-
tion of intermolecular interactions that are involved within the
structure. The calculated d,,,, and fragment patch surfaces are
illustrated in Figure 5 that have been mapped in the range of
(—0.855 A to 1.452 A) and (0.0 A to 13.00 A), respectively. The
d,.m surface reveals all interactions among donors, acceptors,
and other close contacts. The large circular depressions in the
d.om surface designate the strong O—H--O hydrogen bonds

© 2022 Wiley-VCH GmbH
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Figure 5. Hirshfeld surfaces mapped with d,,,,, (@) and fragment patches (b) for compound (1).

(Figure 5a). The visual illustration of the fragment patches
(Figure 5b) signifies the identification of their closeness to
adjacent molecules. The dominant O--H/H--O interactions
appear in the fingerprint plot as two distinct spikes (Figure 6)
in the region of (d,=0.936 A; d,= 0.570 A). The O--H/H--O
interactions comprise 66.9% of the total Hirshfeld surface area
of the compound (1). The C--H/H---C contacts in the region of
(d=1718A; d.=1.147 A) contributed 3.1% of the total
Hirshfeld surface area (See Figure 6). Other close contacts C---O/
O--C, C-+C, and O--O are evident in the fingerprint plot in
region of (d;=1.633A; d,=1.392A), d=d.=1.683 A and d;=
d,=1.513 A respectively. Moreover, a significant contribution
(27.7%) comes from H--H contact that is reproduced in the
scattered points of the fingerprint plot in the region of d;=d.=
1.162 A. This analysis quantifies all the interactions in the
structure in a novel visual manner.

We have calculated the energy frameworks regarding
interaction energies (Figure 7), where the structure cluster is
mapped within 3.8 A. Figure7 also illustrates the energy
components (E.,, E, Egs and E,,) of the interaction energies

and the sum of the energy components (E,,) relative to the
reference molecule. Other parameters related to lattice energy
calculations have been included in Figure 7. The topology of
the energy distribution was analyzed using energy frameworks.
In this calculation, the cylindrical radii are proportional to the
relative strength of the corresponding energies. They are
adjusted to the scale factors of K,,=1.057, K,;;=0.740, K=
0.871, Ko, =0.618"" with a cut-off value of 5 kJ/mol within 3x
3x3 unit cells (Figure 8). The energy framework calculation
discloses the different energy modules as follows, i.e., electro-
static energy (Eq.) —586.8 kJ/mol, polarization energy (E,,)
—292.1 kJ/mol, dispersion energy (Ey4,) —251.2 kJ/mol, repulsion
energy (E,,) 464.9 kJ/mol and total energy (E,) —767.9 kJ/mol.
Among the individual energy components generated, the
electrostatic force accredited to the hydrogen bonds dominates
the dispersion forces, which are clearly revealed by the
relatively large size of the red cylinders in the energy frame-
work diagrams compared to the green-colored cylinders (see
Figure 8). The energy framework calculation thus provides their
overall self-association in the supramolecular network.
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Figure 6. Fingerprint plots (Full) and decomposed plots.
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2|xy,1 J 8.94| -43.6 | -18.4| -206| 156 8.0
1|y, = | 9.29|-1458 | -445| -23.0| 308 |-188.0
2 | -x, y+1/2, -Z+1[2j 10.86 _-1_06."1_”:'4:8_.9_ _-91 _1_24.71—_-_7_9_.5_
1%y, 2 | 1130 | -327 | -30.4 | -21.5 22.6‘] 518

Figure 8. Energy framework of compound (1), the electrostatic potential force (left column), dispersion force (middle column), and total energy (right column)

diagrams.

Theoretical Calculations

We have performed DFT/B3LYP/6311G+ +(d, p) level of
theoretical calculations to analyze and characterize the hydro-
gen bonding contacts. First, Bader's theory of “atoms-in-
molecules” (AIM) has been performed, where the crystallo-
graphic coordinates and the molecular fragments are used
from the X-ray packing diagrams. According to this calculation,
the existence of a bond critical point (BCP) and the bond path
connecting two atoms designate the interaction between two
atoms.®™” Each and every BCP includes well-to-do chemical
information that indicates the nature of the chemical bond. To
characterize a chemical bond at BCP, parameters like electron
density (pgep), Laplacian of electron density (V’pgc), kinetic
energy density (Ggep), potential energy density (Vgep), and total
energy density (Hgcp = Vgep + Ggep) are usually used. The dissoci-
ation energy of the interaction (D.E,,) can be estimated from
the equation D.E,=-'5, Vgp more precisely D.E,
(kcalmol™")=—313.754X Vg (au)." Detailed AIM parameters
at the BCPs are listed in Table 3S for selected intermolecular
interactions. The electron localization function (ELF) measures
the excess as shown in Figure 9; the small green spheres
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represent the bond critical points (BCP), the small violet
spheres represent the ring critical point (RCP), and the dashed
lines represent the bond path connecting the atoms. The bond
path connecting O—H and O atoms in the first and second
model (see Figures 9a,b) represents O—H---O interactions in (1).
The p(r) values of O(2)-H(2)--O(10) and O(4)-H(4)--O(10) are
0.0326 a.u. and 0.0286 a.u. respectively, it may be noted that
the O(2)-H(2)--O(10) bonding contact is more favorable
compared to the O(4)-H(4)--O(10) bond due to large p(r) value,
which is in agreement with X-ray structural findings (see
Table 1). In another model (Figure 9¢), the weak C(7)-H(7 A)---O-
(10) bond is characterized by the bond path, and the
corresponding p(r) value is 0.0087 a.u. Further in dimeric ring
model (Figure 9d), the p(r) values of C(3)-H(3B)--O(4), C(5)-
H(5B)--O(1), and C(7)-H(7B)--O(8) are 0.0075 a.u., 0.0094 a.u.,
and 0.0122 a.u. respectively. All these interactions have a
positive value of V?pgp which indicates closed-shell
interactions.”>*® These closed-shell interactions have dominat-
ing Ggcp, Which is slightly greater than |Vpep| results in a positive
value of Hge but closed to zero, and the ratio % is less than
unity.¥ It can be noted that the strength of O—H--O contacts
are greater than that of C—H--O contacts (Table 2). Therefore,
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Figure 9. AIM analysis of the self-assembled dimers (a-c) and tetramer (d) retrieved from the X-ray structure of the titled compound. Green and violet spheres

represent the bond and ring critical points, respectively. The bond path connecting the bond critical points are denoted by dashed line.

Table 2. Detailed AIM parameters at the BCPs.
Intermolecular Interaction Pscp V20scp Vecr Ggep Hgcp % D.E
(eA?) (eA”) (a.u) (a.u) (a.u) (kcal. mol™")
02-H2--010 (a) 0.0326 0.1284 —0.0295 0.0308 0.0013 0.9578 9.256
04-H4--010 (b) 0.0286 0.1128 —0.0242 0.0262 0.0020 0.9236 7.593
C7-H7A--010 (c) 0.0087 0.0264 —0.0047 0.0057 0.0010 0.8245 1.475
C3-H3B--04 (d, d) 0.0075 0.0258 —0.0044 0.0054 0.0010 0.8148 1.380
C5-H5B--01 (e, €') 0.0094 0.0328 —0.0056 0.0069 0.0013 0.8116 1.757
C7-H7B---08 (f, f) 0.0122 0.0440 —0.0071 0.0091 0.0020 0.7809 2.227
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the inspection of the AIM calculation indicates that the p(r)
values, D.E,,, and corresponding bond CPs are in agreement
with the experimental findings.

Again, we have used the ‘non-covalent interaction’ (NCI)
plot computational tool to characterize the self-assembled
structures generated through hydrogen bonding interaction
(Figure 10 a—-d). We have used the same structural models that
are used in AIM calculation. The presence of blue isosurface in
Figures 10a,b indicates the existence of strong O—H--O bonds
in between the carboxylate oxygen atoms. A critical analysis of
the O—H--O bonds among the carboxylate groups can be
identified and characterized by the dense blue-colored patches
(see Figures 10a,b). The theoretical NCI analysis of the O—H--O

02-H2:-.010
a

/

()

C7-H7A:--010
(©

(d)

C7-H7B; ;.08

)

C3-H3B---04

hydrogen bonds shows consistencies with the theoretical AIM
analysis (see Table 2) and agrees well with the experimental
findings (see Table 1). The green isosurfaces that are evident in
between the C—H donors and the carboxylate oxygen atoms
represent the weak C—H--O bonding contact in (1) (see
Figures 10c,d). The C7-H7B---0O8 bond has the lowest H---A value
(Table 1) and highest p(r) value in AIM analysis (see Table 2)
among four C—H--O bonds that are depicted in Figure 10. As
expected, the C7-H7B---O8 displays a larger and dense green
patch in comparison to the other three C—H--O bonds
(Figures 10c,d) which is again consistent with the AIM analysis
and experimental evidence. All the isosurfaces presented here

04-H4::-010
(b)

(d)

Figure 10. NCI plot of the self-assembled structures of compound (1). A perspective view of the self-assembled dimers (a-c) and tetramer (d) has been
illustrated. The gradient cut-off is s=0.35 a.u., and the color scale is —0.04 <p < 0.04 a.u.
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in the theoretical NCI calculation agree with the experimental
findings.

Conclusion

The supramolecular structure of the title compound has been
scrutinized in detail. The cooperativity of the non-covalent
interactions has been studied by exploring the supramolecular
behavior in the solid-state. The molecular energy framework
calculation revealed that the electrostatic force accredited to
the hydrogen bonds dominates the dispersion forces. Bader’s
theory of ‘atoms-in-molecules’ (AIM) characterizes the non-
covalent interactions and self-assemblies. QTAIM topological
analysis revealed that all of the interactions are closed-shell
interactions at their bond critical point. Furthermore, the
theoretical NCI plot index also characterizes the self-assemblies
and corresponding interactions. The theoretical investigations
are in agreement with the experimental findings. The results
reported herein  might help in understanding the
supramolecular aggregation in accordance with intermolecular
hydrogen bonds and the quantification of non-covalent
interactions. The detail theoretical studies might be helpful to
the future research work relating to this ligand and its metal
complexes.

Experimental Sections
Crystallization

The reagents were purchased from a commercial source and used
without further purification. Diethylenetriaminepentaacetic acid
(Aldrich, St. Louis, Missouri, United States) was used as received.
Double distilled and then freshly boiled water was used through-
out. Diethylenetriaminepentaacetic acid (2.0 mmol, 0.786 g) was
taken into a 100 mL flask and dissolved in water/methanol in 2:1
molar ratio. Thus, the solution mixture was heated at 323 K for 1 h
and then kept for crystallization at room temperature (295 K). The
resulting solution was kept undisturbed at ambient temperature
and covered with paraffin film. A few small holes were made using
a needle to allow the solvent to evaporate slowly. After a few
weeks, testable colorless crystals were collected by filtration,
washed with water, and dried in the air. The CHN elemental
analyses were performed on a PerkinElmer 2400 Series-Il CHN
analyzer, USA, elemental analyzer. A Perkin-Elmer LX-1 FT-IR
spectrophotometer was used to record the infrared spectrum with
a modern diamond attenuated total reflectance (ATR) accessory
method in the range 4000-400 cm™". Anal. Calcd. for C;,H,3N;0,,
(MW =393.35 for 1): C, 42.75; H, 5.89; N, 10.68 %. Found: C, 42.73; H,
5.91; N, 10.65%. Main IR absorption bands observed for 1 (in cm™)
are 3205 (w), 3061 (s), 3011 (s), 2910 (w), 1732 (s), 1685 (s), 1631
(vs), 1545 (s), 1441 (s), 1395 (s), 1044 (s), 773 (vs) (Figure S2).

X-ray Crystal Structure Determination

Single crystal X-ray data of compound (1) was collected at 120(2)K
on the Bruker SMART APEX-Il single-crystal X-ray CCD diffractom-
eter having graphite monochromator (Mo-Ka, %=0.71073 A)
radiation. Data reduction was executed using the program Brukar
SAINT.®¥ An empirical absorption correction was performed using
the SADABS program based on the multi-scan method.”® The
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structure of the title compound was solved by the direct method
and refined by the full-matrix least-square technique on F? using
the programs (SHELXS-14)®? and (SHELXL-18),*” respectively. All
the non-H atoms were refined anisotropically, whereas the H atoms
were placed at their geometrically idealized positions. The structure
was solved using the WinGX system V2014.1“® and geometrically
analyzed by PLATON.®® A summarized list of crystal data and
relevant refinement parameters of compound (1) are given below.

Crystal data for (1). C;,H,;N;0;,5, M=393.35, colorless needle,
0.15x 0.09x 0.05mm, monoclinic, space group P2,/c. a=
17.8462(14)A, 6=8.9381(7)A, c=10.7308(9A, a=y=90°, f=
105.238(2)°, V=1651.5)A°, Z=4, D.,=1582 Mg/m’, u=
0.135 mm™', F(000) =832, Mo K, radiation, 1=0.71073 A, T=120(2)
K, 6 range =2.567- 24.994°, limiting indices=-21<h <21; —10<k
<10; —12<1<12, reflections collected/unique = 14999/2864 [R(int)
=0.0284], Completeness to 6=98.1%, absorption correction=
semi-empirical from equivalents, max. and min. transmission =0.99
and 0.98, data/restraints/parameters =2864/0/247, final GOF=
1.049, R,=0.0303, wR,=0.0714, R indices based on /> 20(l) (refine-
ment on F?), R,=0.0330, wR,=0.0734, R indices based on all data,
largest diffraction peak and hole= 0.241 and —0.218 e A2,

Deposition number CCDC 2132357 (for 1) contain the supplemen-
tary crystallographic data for this paper. These data are provided
free of charge by the joint Cambridge Crystallographic Data Centre
and Fachinformationszentrum Karlsruhe Access Structures service
www.ccdc.cam.ac.uk/structures.

Hirshfeld Surface Analysis

The molecular Hirshfeld surface®®** ¢ of the title compound is

generated based on the electron distribution of the molecules
evaluated as the sum of spherical atom electron densities.”"? For
the given crystal structure and a set of spherical atomic electron
densities, the Hirshfeld surface is unique.®® The normalized contact
distance (d,.) is generated based on d,, d; and the vdW radii of
the atom. d, is defined as the distance from the Hirshfeld surface to
the closest nucleus external to the surface, whereas d; is the
distance from the Hirshfeld surface to the closest nucleus internal
to the surface. The 2D fingerprint plot generated for the crystal
structure (based on d, and d)) provides a summary of intermolecular
contacts within the crystal."®* We have performed the “energy
framework analysis” using the CrystalExplorer17 program®’ to
explore the intermolecular interaction topology. The individual
energy components of the energy framework are signified as
cylinders, where the radius of the cylinders is proportional to the
magnitude of the interaction energy. The energy components
corresponding to electrostatic (E,), dispersion (E;), and total
energy (E,) are depicted in red, green, and blue color codes,
respectively.

Theoretical Methods

The non-covalent interactions and the wave function analysis were
calculated using the Gaussian16 calculation package®® at the
B3LYP level with a basis set 6-311+ +G(d,p). The crystallographic
coordinates have been used in the theoretical calculations. We
have used Bader's quantum theory of “Atoms in molecules”
(QTAIM)*®” to analyze the weak non-covalent interactions that have
been computed at the same level of theory by means of the AlMall
calculation package.®™® Topological analysis of the Laplacian of
electron charge density provides a powerful tool for investigating
the electronic and conformational properties of the molecules and
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hence allows for much better insights into the interatomic
interactions.” The topological properties of the charge density
(p() are characterized by their critical points (CPs), and its
Laplacian which is expressed in terms of L(r)=—V?(o(r)) and are
calculated using the Atoms In Molecules (AIM) theory." It has
been noted that electron density is depleted where V?(o(r)) >0,
and it is concentrated where V?(o(r)) < 0. Selected topological
parameters such as electron density, p (r), Laplacian of the electron
density, V?o(r), potential electronic energy density V(r), kinetic
electronic energy density, G(r), and total electronic energy density
(H(r)=V(r) +G((r)) were used at their bond critical points (BCPs) to
characterize the nature and strength of intermolecular interactions.

The theoretical non-covalent interactions (NCI) plot index”" is used
to assess the nature of interactions in terms of being attractive or
repulsive and revealed them in real space. This is the method for
plotting non-covalent interaction regions based on the NCI visual-
ization index derived from the electron density. The density cubes
needed to generate the NClplot surfaces have been computed at
the same level of theory using the Gaussian program. Instead of
critical points, the non-covalent interactions are represented by
isosurfaces that illustrate both favorable and unfavorable inter-
actions and are differentiated by the sign of the second density
Hessian eigenvalue and defined by isosurface color scheme with a
red-yellow-green-blue scale. The blue and red surfaces represent
p cut (attractive) and p "cut (repulsive) interactions,”” respectively.
However, the green and yellow colors represent weak attractive,
and repulsive interactions.”

Supplementary Information

Electronic supporting information (ESI) includes: Figure S1:
C—H--O bonds lead to the formation of a 2D supramolecular
network for compound (1); Figure S2: IR spectrum of (1);
Table S1. Atomic coordinates (x 107 and equivalent isotropic
displacement parameters (A2x1073) for (1). U(eq) is defined as
one third of the trace of the orthogonalized U; tensor; Table S2.
Anisotropic displacement parameters (A2x 1073) for (1).
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Figure S1. C-H---O bonds lead to the formation of a 2D supramolecular network for
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Table S1. Atomic coordinates ( x 10 and equivalent isotropic displacement parameters
(A2 x 103) for (1). U(eq) is defined as one third of the trace of the orthogonalized Ujj tensor.

Atom X y z U(eq)
C(1) -89(1) 6160(1) 8724(1) 16(1)
0(2) -391(1) 4901(1) 8153(1) 20(1)
o1 -460(1) 7109(2) 9091(1) 24(1)
N(1) 1169(1) 5377(1) 8161(1) 14(1)
N(2) 2701(1) 4484(1) 9304(1) 13(1)
N(3) 3482(1) 7825(1) 9465(1) 12(1)
C(9) 3282(1) 5304(1) 10367(1) 14(1)

C(13) 3095(1) 9315(1) 9186(1) 15(1)

C(12) 4731(1) 8354(1) 8949(1) 15(1)
C@3) 837(1) 5488(2) 6768(1) 16(1)

C(11) 4341(1) 7962(1) 10012(1) 15(1)
C(7) 3077(1) 3284(1) 8715(1) 15(1)
C(6) 2036(1) 3872(1) 9782(1) 15(1)
C(5) 1307(1) 3849(1) 8670(1) 14(1)

C(10) 3110(2) 6962(1) 10350(1) 14(1)
C(2) 782(1) 6344(1) 8883(1) 17(1)

C(14) 2344(1) 9162(1) 8113(1) 14(1)
C@4) 1395(1) 4997(1) 6018(1) 15(1)
C(8) 3558(1) 3927(1) 7871(1) 16(1)
o4 1062(1) 5046(1) 4759(1) 21(1)

0(10) 1877(1) 10258(1) 8017(1) 17(1)
03 2060(1) 4611(1) 6470(1) 20(1)
0o(6) 3766(1) 2890(1) 7196(1) 24(1)
o(7) 4339(1) 8603(1) 7851(1) 21(1)
0(5) 3720(2) 5254(1) 7874(1) 20(1)
0(8) 5472(1) 8379(1) 9351(1) 22(1)
0(9) 2255(1) 8039(1) 7424(1) 22(1)
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Table S2. Anisotropic displacement parameters (A2 x 103) for (1). The anisotropic
displacement factor exponent takes the form: -2 2 [h? a*?> U11 + ... + 2 h k a* b* U12].

Atom Ui U22 Uss U2s Uis U1
C(1) 18(1) 19(1) 12(1) 4(1) 4(1) 4(1)
0(2) 12(1) 25(1) 24(1) -3(1) 4(1) 0(1)
0o(1) 23(1) 27(1) 26(1) -2(1) 10(1) 7(1)
N(1) 14(1) 15(1) 15(1) 0(1) 4(1) 1(1)
N(2) 12(1) 13(1) 12(1) 0(1) 2(1) 0(1)
N(3) 11(2) 13(1) 13(1) 0(1) 3(1) 0(1)
C(9) 12(1) 17(1) 12(1) 0(1) 0(1) -2(1)
C(13) 14(1) 13(1) 18(1) 0(1) 4(1) 1(1)
C(12) 14(1) 13(1) 18(1) 0(1) 3(1) 0(1)
C(3) 13(2) 19(1) 16(1) 3(1) 2(1) 2(1)
C(11) 10(1) 18(1) 15(1) 1(1) 1(1) 0(1)
C(7) 14(1) 13(1) 17(2) -1(2) 3(1) 2(1)
C(6) 14(1) 18(1) 15(1) 2(1) 6(1) -1(1)
C(5) 13(2) 16(1) 15(2) 0(1) 5(1) -2(1)
C(10) 13(1) 17(1) 14(1) 0(1) 5(1) -1(1)
C(2) 17(1) 17(1) 18(1) -3(1) 4(1) 0(1)
C(14) 13(2) 18(1) 14(1) 3(1) 8(1) -1(2)
C(4) 15(1) 14(1) 16(1) 3(1) 3(1) -2(1)
C(8) 10(2) 19(1) 17(2) -2(1) 0(1) 2(1)
0(4) 17(1) 32(1) 15(1) 4(1) 5(1) 4(1)
0(10) 14(1) 19(1) 19(1) 2(1) 5(1) 3(1)
0(3) 14(1) 29(1) 18(1) 2(1) 4(1) 3(1)
0(6) 23(1) 23(1) 31(1) -7(1) 16(1) -2(1)
o(7) 16(1) 29(1) 15(2) 3(1) 3(1) 0(1)
0(5) 20(1) 18(1) 23(1) -2(1) 9(1) -2(1)
0(8) 12(1) 34(1) 20(1) 5(1) 4(1) 0(1)
0(9) 19(1) 25(1) 20(1) -6(1) 3(1) 1(1)
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ABSTRACT

Two new Co(I) complexes, {[Co(2,6-pydc)s]-[Co(4,4-tmdpy)(H20)4]1,-2H203(1) and {2[Co(2,6-pydc)2]2'~[2
(4,4-bpy]?*-10(H0)-0}(2) [2,6-pydc = 2,6-pyridinedicarboxylic acid, 4,4-tmdpy = 4,4-trimethylenedipyr-
idine, 4,4-bpy = 4,4-Bipyridine] were designed, synthesized, and characterized using elemental analysis,
spectroscopic techniques, and single-crystal X-ray diffraction analysis. For complex (1), hydrogen bonding, =---x
and lone pair (l.p.)---7 interactions produce supramolecular assemblies, whereas for complex (2), hydrogen
bonding, n---x, n---n*, nt---w, Lp---n play the pivotal role in building final solid-state structure. Complex (1) ex-
hibits a unique 3D supramolecular architecture generated through n---n and 1.p---x interactions. Complex (2) also
exhibits a unique (Lp--n/n--n*/x"n/n-n/n---nt/x"-n/n---1p)y self-assembly. The noncovalent interactions
were characterized through Bader’s quantum theory of “Atoms In Molecules” (QTAIM). Evaluation of topological
parameters at (3, —1) bond critical points (BCPs) confirmed the ’closed-shell’ nature of the intermolecular in-
teractions. Furthermore, the theoretical “Noncovalent Interaction” (NCI) plot index was used to characterize

noncovalent interactions.

1. Introduction

The design, synthesis, and development of metal-organic complexes
have attracted considerable attention from researchers, not only because
of their countless potential applications in various fields but also
because of their interesting structural topologies [1-4]. In synthesizing
metal-organic complexes, transition metals have always proven to be
the most important class of atoms because of their potent ability to bind
to one or more ligands through coordination bonds [5,6]. Thus metal
ions play a pivotal role in controlling the coordination geometry and
properties of metal-organic complexes. The versatile nature of metal-
-ligand coordinative bonding allows chemists to control molecular as-
semblies. However, there are many factors that can effectively influence
the design and synthesis of the desired structural topologies, such as
metal-ligand ratio, counterions, pH value, solvents, and temperature
[7-10].

Selectivity of ligand is vital for designing and synthesizing metal-
—organic complexes. The 2,6-pyridinedicarboxylic acid (2,6-pydc) is a
frequently used ligand that coordinates to metal ions with tridentate
mode [9]. The donor sites of 2,6-pydc are occupied by one pyridine

* Corresponding author.
E-mail address: saikatk.seth@jadavpuruniversity.in (S.K. Seth).

https://doi.org/10.1016/j.poly.2023.116514
Received 26 March 2023; Accepted 14 June 2023

Available online 22 June 2023
0277-5387/© 2023 Elsevier Ltd. All rights reserved.

nitrogen atom and two carboxylate oxygen atoms. 2,6-pydc is able to
form stable coordination complexes with most transition metal centers,
thereby occupying a prominent place as a building block in coordination
chemistry [11]. Bridging dipyridine ligands, such as 4,4"-trimethylene-
dipyridine (4,4-tmdpy), 4,4-bipyridine (4,4-bpy), etc., have been used
for the construction of various hybrid solids [12,13]. 4,4-tmdpy is used
as a flexible N-donor to construct several coordination polymers with
different structural topologies, among the N-donor bridging ligands
[14,15].

The comprehensive study of noncovalent interactions is necessary to
develop new supramolecular chemistry applications. In crystalline
solids, molecular recognition events occur spontaneously due to mutual
interactions through various forces. One can design a crystal with
desired properties with a clear idea of how molecular recognition in-
volves various noncovalent interactions [16,17]. Though hydrogen
bonding has been extensively employed in crystal packing, there are
other various kinds of weak interactions establishing their contributions
to the building of supramolecular architectures. For example, the in-
teractions incorporating aromatic n-ring such as m--nt, xt.n’,
anion---m, anion---n", lone-pair(l.p)---x, C-H---1, metal.--n, salt-bridge
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(SB)---n*, etc. are also very crucial to incarnate the crystal structure in
solid state [18-24]. Other than the interactions involving the aryl ring,
C-H---O, O-H---O, N-H---O, etc. belonging to the hydrogen bond cate-
gory is also vital to form solid-state structure [18,19,25]. Thus, these
interactions are considered for rationalizing supramolecular crystals and
stabilizing their intricate structure in the solid state.

We have synthesized and structurally characterized two new Co(II)
coordinated metal-organic complexes, and analyzed noncovalent in-
teractions in constructing supramolecular frameworks. Exploration of
supramolecular packing diagrams of both complexes (1 and 2) reveals
unusual types of structural networks, such as (l.p--n/
nnt/nten/nen/ment /at e n/me-1p)n. We have further characterized
the noncovalent interactions using Bader’s quantum theory of “atoms-
in-molecules” (QTAIM) [26,27] and analyzed topological parameters,
and calculated the dissociation energy of interactions. Further, we have
performed the “Noncovalent Interaction” (NCI) plot index [28,29] for
analyzing noncovalent interactions. Also, we have calculated the optical
band gap from UV-Vis spectroscopy using Tauc’s equation [30] for both
complexes.

2. Experimental sections
2.1. Materials and measurements

All chemicals used were of reagent-grade quality and purchased from
Sigma Aldrich Chemical Co. All reactions were carried out in an aqueous
medium under aerobic conditions. During the whole experiment, doubly
distilled water was used. The CHN elemental analyses of both complexes
were performed on a PerkinElmer 2400 Series-II CHN analyzer, USA,
elemental analyzer. We have used a Perkin-Elmer LX-1 FT-IR spectro-
photometer with a modern diamond attenuated total reflectance (ATR)
accessory method to record the infrared spectrum in the range 4000-400
cm ™. The absorbance spectrum of the title complexes was recorded in the
wavelength range of 190 nm-1100 nm using a UV-vis spectrophotometer
(UV/Vis Lamda 365, PerkinElmer). To analyze the phase purity of the
samples, powder X-ray diffraction (PXRD) data were recorded in the 20
range of 5°~40° on a Bruker D8 Advance X-ray diffractometer using Cu Ko
radiation (A = 1.548 f\) generated at 35 kV and 35 mA.

2.2. Syntheses of the title complexes

2.2.1. Synthesis of complex (1)

Cobalt(II) nitrate hexahydrate (0.291 g, 1.0 mmol) dissolved in 25 ml
of water was allowed to react with pyridine-2,6-dicarboxylic acid
(0.334 g, 2.0 mmol) in water (25 ml) at 50 °C, resulting a pink solution.
A warm aqueous solution (25 ml) of 4,4-trimethylenedipyridine (0.396
g, 2 mmol) was added dropwise to the above solution with continuous
stirring. The reaction mixture thus obtained was further heated at 50 °C
for two hour with continuous stirring. The solution was then cooled to
room temperature and filtered, and the filtrate was left unperturbed.
After a few weeks, block-shaped, pink crystals, suitable for X-ray
diffraction analysis were obtained. The crystals were collected by
filtration, washed with cold water, and dried in air. Anal. Calcd. for
Co7H32C02N4014 (1): C, 42.98%; H, 4.27%; N, 7.42% and found: C,
42.95%; H, 4.29%; N, 7.40%. The PXRD patterns of complex (1) are
shown in Fig. S1a. The main IR absorption bands observed (in crn’l) for
complex (1) are 3151 (w), 3095 (s), 2862 (s), 1622 (vs), 1589 (vs), 1502
(vs), 1431 (vs), 1365 (vs), 1282 (vs), 1220 (s), 1188 (vs), 1076 (vs), 767
(vs) (Fig. S2).

2.2.2. Synthesis of complex (2)

Cobalt(II) nitrate hexahydrate (0.291 g, 1.0 mmol) was reacted with
pyridine-2,6-dicarboxylic acid (0.334 g, 2.0 mmol) in water (50 ml) at
60 °C. A warm aqueous solution (20 ml) of 4,4-Bipyridine (0.624 g, 4.0
mmol) was then added dropwise to the above solution with continuous
stirring for about an hour at normal laboratory temperature (~32 °C).
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The solution mixture was left undisturbed for a few days when block-
shaped, pink crystals suitable for X-ray diffraction analysis were ob-
tained. The crystals were collected by filtration, washed with cold water,
and dried in air. Anal. Calcd. for C4gHs2C0oNgO97 (2): C, 44.66%; H,
4.06%; N, 8.68% and found: C, 44.63%; H, 4.07%; N, 8.70%. The PXRD
patterns of complex (2) are shown in Fig. S1b. The main IR absorption
bands observed (in cm ™) for complex (2) are 3100 (s), 3007 (w), 2598
(w), 1583 (vs), 1492 (vs), 1365 (vs), 1282 (vs), 1214 (s), 1188 (vs), 1075
(s), 990 (s), 813 (s), 777 (vs), 729 (s) (Fig. S3).

2.3. X-ray crystal structure determination

Optically transparent, good single crystals were selected for single-
crystal X-ray diffraction (SCXRD) to determine crystal structure. In-
tensity data collection was performed by using Bruker APEX-II CCD
diffractometer having a fine-focus sealed tube as diffraction source of
MoKa radiation (A = 0.71073 10\) at 273(2) Kand 120(2) K for (1) and (2)
respectively. Collected intensity data were reduced using the Bruker
SAINT v8.34A program [31], and an empirical absorption correction
based on the multi-scan method was applied using the process SADABS
[32]. The structure solution of both complexes was carried out using
SHELXT-14 [33] and then refined by the full-matrix least-squares
technique on F? using SHELXL-18 [34] for (1) and SHELXL-14 [34] for
(2). The hydrogen atoms were placed at their geometrically idealized
positions and refined isotropically. The structure solution of (1) was
performed using the WinGX program V2014.1 [35], whereas Olex2 1.5
program [36] was used for the structure solution of (2). For analyzing
the crystal information files (CIFs) of both complexes, the program
PLATON [37] was used. The crystal information and structure refine-
ment parameters are summarized in Table 1. CCDC 2238424-2238425
contains the supplementary crystallographic data of complexes (1)—(2),
respectively. Selected bond lengths (A) and bond angles (°) around the
metal centers in complexes (1) and (2) are given in Table S1.

2.4. Theoretical methods

Both complexes’ quantum chemical computations are performed
using Gaussian 16w calculation package [38] at the DFT/B3LYP level
with 6311G basis set. We have used the models generated from supra-
molecular architectures to perform theoretical calculations. For the
characterization of weak noncovalent interactions, we have used Bad-
er’s quantum theory of “Atoms in Molecules” (QTAIM) [26,27] using the
AIMall calculation package [39]. The topological parameters derived
from QTAIM [40] allow for much better insights into the interatomic
interactions, and it can be used as a powerful tool for investigating the
electronic and conformational properties of the molecules [41]. There
are some notable points named critical points where the gradient of
electron density (ppcp) vanishes. The critical points of bonds are known
as bond critical points (BCPs) lying in the bond path connecting two
atoms. Every BCP contains well-to-do chemical information, reflecting
the bond’s nature. The topological parameters like electron density
(pBcp), Laplacian of the electron density (Vz(chp)), and potential energy
density (Vpcp) are mainly used for characterizing noncovalent in-
teractions. Electron density concentrated towards the interaction line
when Vz(chp) < 0 and depleted towards the nucleus when Vz(pBCp) >
0. Employing potential energy density (Vpcp), dissociation energy of
interaction can be obtained using the formula D.Ej,; = —% Vpcp, more
accurately D.Ejy¢ (Kcal.mol™1) = —313.754 x Vgep (au) [42]. The NCI
Plot Index is a visualization index for analyzing noncovalent in-
teractions. We have used Multiwfn [43] and visual molecular dynamics
(VMD) [44] for indexing NCI Plot [28,29]. Isosurfaces represent non-
covalent interactions in NCI Plot. Different colors of isosurfaces indicate
different natures of the interaction. For example, the blue and red color
of the isosurface represents p_cut (attractive) and p'cut (repulsive) in-
teractions, respectively, whereas yellow and green colors indicate weak
repulsive and weak attractive interactions [29].
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Table 1
Crystal data and structure refinement parameters for (1) and (2).
Complex (1) Complex (2)
Empirical formula Co7H32C05N4014 C48H52C05Ng047
Formula weight 754.42 1290.83
Temperature 273(2)K 120 K
Wavelength (Mo Ka) 0.71073 A 0.71073 A

Crystal system, space group
Unit cell parameters

Volume

Crystal size

Crystal shape

Crystal colour

Z /Density (clac.)
Absorption coefficient
F(000)

6-range for data collection
Limiting indices

Reflections collected/unique

Completeness to theta
Absorption correction

Max. and min. transmission
Refinement method

Data/ parameters
Goodness-of-fit on F2

Final R indices [I > 206(I)]
R indices (all data)

Largest diff. peak and hole

Monoclinic, P2/c
a=9.748(1) A
b = 8.965(1)A

¢ =18.197(2A

o =90°
B =99.431(2)°
y = 90°

1568.8(2)A%

0.21 x 0.13 x 0.08 mm
Block

Dark pink

2, 1.597 Mg/m®

1.133 mm~!

776

2.269-24.997°

11 <h<11;-10 < k < 10;
-21<1<21

18943/2764[R

(int) = 0.0526]

99.7%

Semi-empirical from equivalents
0.92 and 0.84

full-matrix least-squares on F>
2764/ 215

1.078

R; = 0.0281, wR, = 0.0795
R; = 0.0310, wRy = 0.0819
0.301 and -0.435 e-A~3

Triclinic, P -1

a=10.252(3) A

b =15.232(5) A

¢ =17.640(6) A

o = 91.647(4)°

B =92.314(4)°

vy = 100.921(4)°

2700.7(15) A®

0.15 x 0.12 x 0.1 mm
Block

Metallic dark red

2, 1.587 Mg/m®

0.714 mm !

1332

1.156-25°
12<h<12-18 <k < 18;
-20<1<20

25247/ 9357[R

(int) = 0.0686]

98.5%

Semi-empirical from equivalents
0.932 and 0.90

full-matrix least-squares on F>
9357/ 861

1.034

Ry = 0.0777, wRy = 0.2104
R; = 0.1091, wR, = 0.2326
1.929 and -0.745 e-A~3

Ry = Z||Fo|—|Fe||/Z|Fo|, WR2 = [E{(F2-F2)?}/S{w(F2)?}1V2, w = 1/{c*(F?) + (aP)? + bP}, where P= (F2 + 2F2)/3 for both complexes, a = 0.0420 and b = 0.8374 for

(1) and a = 0.1305 and b = 6.6104 for (2).

3. Results and discussion
3.1. Structural description of complex (1)
Complex (1) crystallizes in a monoclinic crystal system with a P2/c

space group which is quite unusual, and it is here justified by the
intrinsic molecular symmetry of the cation, and the ORTEP [35]

diagram depicted in Fig. 1. Complex (1) is composed of an anionic
moiety made up of a Co(1) center and two (2,6-pydc)2' anions, as well as
a one-dimensional polymeric cationic chain in which the 4,4-tmdpy li-
gands connect the Co(2) sites and lattice water molecules (see Fig. 1).
Two pydc ligands operate in a tridentate mode toward the Co(1) ion to
create the anionic unit, resulting an octahedral geometry. The Co(2)
center also adopts an octahedral environment in the cationic portion,

Fig. 1. An ORTEP view of the asymmetric unit of complex (1) with the atom-numbering scheme. Thermal ellipsoids are drawn at 30% probability. Symmetry codes:

*=1x,y, 1/2-z; # = X, y, 3/2-z; t = 1-x, -y, 1-z.
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Table 2

Relevant hydrogen bonding parameters (A, °).
D-H---A D-H H---A D---A D-H:---A Symmetry
Complex (1)
O(5)-H(5B)---0(2) 0.82 1.91 2.731(2) 174 X, 1-y,1/2 +z
0(6)-H(6A)---O(3) 0.82 1.86 2.674(2) 169 1-x, -y, 1z
0O(7)-H(7A)---0(2) 0.83 2.19 3.013(2) 170 1x,y,1/2—z
O(7)-H(7B)---0(1) 0.82 1.99 2.792(2) 163 X, 1-y,1/2 +z
C(5)-H(5)---0(3) 0.93 2.36 3.169(3) 146 X, Y, 1/2-z
C(12)-H(12)---0(6) 0.93 2.55 3.128(3) 121 1-x, -y, 1z
C(14)-H(14A)---0(3) 0.97 2.50 3.392(3) 153 X, -y, 1-z
C(14)-H(14A)---0(3) 0.97 2.50 3.392(3) 153 X, -y, 1/2 + z
Complex (2)
N(1)-H(1)---0(26) 0.88 1.78 2.617(7) 157 -
N(2)-H(2)---0(1) 0.88 1.75 2.621(7) 167 -
N(5)-H(5)---0(8) 0.88 1.76 2.622(7) 166 -
N(6)-H(6)---0(9) 0.88 1.83 2.624(7) 149 -
0(19)-H(19A)---0(20) 0.83 1.80 2.488(2) 139 -
0(20)-H(20A)---0(4) 0.81 1.99 2.751(8) 156 -
0(22)-H(22A)---0(7) 0.83 2.17 2.989(6) 170 2-x, 1-y, 1-z
0(23)-H(23A)---0(2) 0.83 2.04 2.858(6) 170 -
0(26)-H(26B)---0(25) 0.83 1.97 2.727(7) 152 -
C(1)-H(1A)---0(27) 0.95 2.46 3.170(8) 131 -
C(6)-H(6A)---0(23) 0.95 2.54 3.262(8) 133 -
C(14)-H(14)---0(22) 0.95 2.44 3.197(8) 137 -
C(15)-H(15)---0(13) 0.95 2.38 3.197(7) 144 1+x,1+y,1+z
C(20)-H(20)---0(12) 0.95 2.27 3.103(8) 146 24+%xy,1+z
C(25)-H(25)---0(21) 0.95 2.48 3.329 149 -
C(34)-H(34)---0(25) 0.95 2.58 3.296(8) 132 2-X, -y, —Z
C(37)-H(37)---0(18) 0.95 2.40 3.329(8) 165 -
C(44)-H(44)---0(4) 0.95 2.38 3.166(7) 140 -1+x,-14+y,-1+z
C(45)-H(45)---0(17) 0.95 2.45 3.156(8) 131 -

where the CoN304 core adopts a trans arrangement and is coordinated
by two nitrogen atoms from a 4,4-tmdpy ligand and four oxygen atoms
from lattice water molecules. In each cation chain of [Co(4,4-tmdpy)
(H20)412*" unit, the nitrogen atoms of the 4,4-tmdpy ligand bridges the
Co(2) sites by generating a cationic polymeric zigzag chain. In contrast
to the Co(1) site, it is noted that Co(2)-O bond distances are shorter than
Co(2)-N (see Table S1). It is apparent that Co(1)-O distances are longer
than Co(1)-N distances. In the cationic unit, the O(5) and O(6) atom
occupy the axial positions and are nearly perpendicular with an angle of
93.96(6)°, as well as N(2) also occupying axial position with O(5)-Co
(2)-N(2) and O(6)-Co(2)-N(2) angles of 91.58(6)° and 91.08(6)°
respectively (see Table S1). Noting that two pyridine rings of the poly-
meric cationic unit are not coplanar, the dihedral angle between them is
56.75°. Two rigid (2,6-pydc)>” have a dihedral angle of 83.82°, devi-
ating 6.18° from perpendicular.

The noncovalent interactions such as hydrogen bonding (O-H:--O
and C-H--0), =---w, and lone pair (1.p.)---n interactions are responsible
for the generation and stabilization of supramolecular structures for (1)
in solid-state (Tables 2-4). The water oxygen O(7) acts as a donor to

carboxylate oxygen atom O(1) and carbonyl oxygen atom O(2) of the
acid moiety at (x, 1-y, 1/2 + z) and (1-%, y, 1/2-z) respectively, hence a
centrosymmetric tetrameric ring R4(12) is formed. Again the carbonyl
oxygen O(3) at (-x, y, 1/2-z) interacts through H-bonding interaction
when C(5) plays the role of donor, forming a centrosymmetric dimeric
ring R%(lO). The combination of these Rﬁ(12) and R%(IO) ring motifs
leads to the formation of a two-dimensional framework in the (101)
plane (Fig. 2). The R%(lO) dimeric ring in another substructure
mentioned above forms a one-dimensional chain of acid moieties. Par-
allel 1D polymeric chains are connected to the chains of acid moieties
through the O(6)-H(6A)---O(3) interactions, resulting in the formation
of a two-dimensional supramolecular framework in the (101) plane
(Fig. 3).

Further in another substructure, the carbon atom C(14), located at
the inversion center of the polymeric chain, acts as a donor to the
carbonyl oxygen atoms O(3) of two parallel acid moieties of the mole-
cules at (-x, -y, 1-z) and (%, -y, 1/2 + z) (see Table 2). Now the carbonyl
oxygen atoms O(3) of the symmetric part of acid moieties again interact
with C(14) of the polymeric chain, which leads to the formation of

Table 3

Geometrical parameters (A, °) for n-stacking interactions”.
Rings i—j Rc® R1v® R2v¢ ot Bt 8 Slippage
Complex (1)
Cg(1)-Cg(6) 4.204(2) -3.677(1) -4.051(1) 13.5(2) 15.50 28.98 -
Complex (2)
Cg(5)-Cg(13) 3.715(3) 3.393(2) 3.465(2) 7.8(3) 21.17 24.02 -
Cg(6)-Cg(16) 3.690(3) 3.395(2) 3.436(2) 4.3(3) 21.42 23.07 -
Cg(11)-Cg(11) 3.749(3) 3.398(2) 3.399(2) 0 24.98 24.98 1.583
Cg(11)-Cg(16) 3.722(4) -3.435(2) -3.443(2) 3.13) 22.30 22.62 -
Cg(12)-Cg(14) 3.826(3) -3.412(2) -3.467(2) 2.1(3) 25.05 26.91 -

@ In complex (1), Cg(1) and Cg(6) are the centroids of (N2, C8-C12), and (N1, C2-C6), respectively. In complex (2), Cg(5), Cg(6) Cg(11), Cg(12), Cg(13), Cg(14), and
Cg(16) are the centroids of (N3, C12-C16), (N4, C19-C23), (N7, C36-C40), (N8, C43-C47), (N1, C1-C5), (N2, C6-C10), and (N6, C30-C34), respectively. b Centroid
distance between ring i and ring j. “Vertical distance from ring centroid i to ring j. ¢ Vertical distance from ring centroid j to ring i. ¢ Dihedral angle between the first ring
mean plane and the second ring mean plane of the partner molecule. f Angle between centroids of the first and second ring mean planes. $Angle between the centroid of

first ring and normal to the second ring mean plane of the partner molecule.
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Table 4

Geometrical parameters (10\, °) for lone pair (l.p)---x interactions.
Y-X:--Cg X..-Cg X..-Perp Y-X:--Cg Symmetry
Complex (1)
C(1)-0(2)---Cg(1) 3.265(2) 3.233 86.2(2) X, 1-y,-1/2+z
Complex (2)
C(11)-0(1)---Cg(5) 3.702(5) -3.302 80.1(3) 2-x, 1-y, 1-z
C(11)-0(1)---Cg(14) 3.521(5) 3.220 95.4(3) 3x, 1-y, 1-z
C(24)-0(8)---Cg(6) 3.851(5) -3.388 91.8(3) 2-x, -y, 1-z
C(24)-0(8)---Cg(15) 3.373(5) 3.327 97.5(3) 1-x, -y, 1-z
C(41)-0(12)---Cg(15) 3.239(5) -3.107 88.0(4) X, -y, —Z
C(48)-0(16)---Cg(13) 3.514(5) -3.278 82.5(3) 1x, -y, -z

In complex (1), Cg(1) and Cg(6) are the centroids of (N2, C8-C12), and (N1, C2-C6), respectively. In complex (2), Cg(5), Cg(6) Cg(11), Cg(12), Cg(13), Cg(14), Cg(15),
and Cg(16) are the centroids of (N3, C12-C16), (N4, C19-C23), (N7, C36-C40), (N8, C43-C47), (N1, C1-C5), (N2, C6-C10), (N5, C25-C29), and (N6, C30-C34),

respectively.

c

Fig. 2. R3(10) and R§(12) ring motifs generating 2D supramolecular assembly in the (101) plane.

another polymeric chain parallel to the former. Thus multiple layers of
polymeric chains and acid moieties are formed involving C(14)-H
(14A)---O(3) interactions forming a multi-layered braid-like chain as
shown in Fig. 4a. Parallel multi-layered braid-like chains are connected
through O(5)-H(5B)---O(2) interaction as shown in Fig. 4b. Combination
of C(14)-H(14A)---O(3) and O(5)-H(5B)---O(2) interactions forms a
three-dimensional supramolecular architecture for (1) (Fig. 4b).

This same 3D supramolecular architecture can also be explained by 1.
p.---n/ n---m interactions. The lone pair oxygen O(2) of the acid moiety
interacts with the n-rings of the polymeric chain through l.p.---n inter-
action having lone pair and centroid separation distance of 3.265(2) A
(see Table 4). In the symmetric unit, there are two lone pairs of oxygen O
(2); one O(2) interacts with the n-ring of layer-A of the polymeric chain,

whereas another O(2) interacts with the n-ring of layer-B formed by
another polymeric chain. Thus the layers are generated in the [100]
direction. For generated layers, the n-rings of the polymeric chain
interact with the n-rings of the acid moieties having a centroid to
centroid distance of 4.204(2) A (see Table 3). Thus three-dimensional
supramolecular architecture associated with l.p.---n/ n---1 interactions
is depicted in Fig. 4c. Both hydrogen bonding interactions (O-H:--O and
C-H---0) and the interactions involving the pyridine rings (l.p.---x and
n---) are responsible for the stabilization of the supramolecular network
of Fig. 4 (b or ¢) in complex (1).
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Fig. 3. Parallel cationic polymeric zigzag chains are connected to the acid moieties in the (101) plane.

3.2. Structural description of complex (2)

Complex (2) is crystallized in a triclinic crystal system with P-1 space
group. The asymmetric unit of (2) consists of two discrete mononuclear
cobalt (II)-dipicolinate unit [Co(2,6—pydc)2]2’ (moiety A and moiety B)
associated with two doubly protonated 4,4-bipyridine counter ions
(moiety C and moiety D) for neutralization of charge, and eleven un-
coordinated solvent water molecules. One solvent water molecule is
found as disordered and the corresponding oxygen atom has the occu-
pancy of 0.6 and 0.4 (see Fig. 5). The cationic portion of the asymmetric
unit consists of doubly protonated bipyridine molecule (bipyridinium
cation) and the anionic portion is the [Co(2,6-pydc)2]* complex. Each
Co" atom is coordinated by four oxygen atoms and two nitrogen atoms
from two dipicolinate ligands in a tridentate fashion and are at the
centre of distorted octahedral environment formed by the CoO4Nj
bonding set. In anionic moiety A, the angles O(2)-Co(2)-0(6) [89.97
(15)°1, O(3)-Co(2)-0(7) [87.33(15)°] and N(3)-Co(2)-N(4) [171.88
(15)°] indicate that the coordination environment around Co(II) ion is a
distorted octahedron. As expected, the Co—O distances are longer than
Co-N distances in both moieties of A and B (see Table S1). Indeed, in
anionic fragment two rigid (2,6-pydc)?” are almost perpendicular to
each other having dihedral angles of 83.39° and 85.45° in moieties A
and B respectively.

In the solid state, the supramolecular structure of the complex (2) is
stabilized through hydrogen bonding interactions (such as N-H---O,
O-H---O, and C-H---O) and the interactions involving pyridine rings
(such as n---m, t---n", a7, lone pair---m). In the first substructure of
complex (2), the oxygen atom O(8) is oriented towards the n-face of
ring-P with a distance of 3.851 A, suggesting l.p---n interaction. Due to
its self-complementary nature, this ring-P is further juxtaposed to ring-R
through n---n" interaction having a ring centroid separation of 3.690 A.

Further, the ring-R is connected to ring-S through n"---1 interaction with
the centroid to the centroid separation distance of 3.722 A. Again, ring-S
is juxtaposed to ring-S of partner molecule due to its self-complementary
nature, and exhibits n---n stacking interaction having a ring centroid
separation of 3.749 A and ring offset of 1.583 A. The combination of 1.
p---n and different n-interactions constitutes a network chain, 1.p---n/
n---n/n--n/n---m. The sequence of these interactions is reversed from
n---n stacking interaction, thus forming a rare combination of an
extended 1D network (Lp--n/m--n'/n"-n/n---n/m--nt/ntm/m-Lp)p.
The parallel 1D extended networks are connected through a combina-
tion of lone pair---n and C-H---O interactions where the oxygen atom O
(1) orients towards ring-O, suggesting 1.p---n interaction having a ring to
the lone-pair separation distance of 3.702 A. The carbon atoms C(15)
and C(44) act as a donor to the carbonyl oxygen O(13) and O(4), hence
forming R3(10) dimeric ring (Fig. 6).

In another substructure of complex (2), again the oxygen atoms O(1)
and O(8) of the acid moiety-A orient towards the n-face of the ring-O and
ring-P of partner molecules, having oxygen and ring centroid separation
distance 3.702 A and 3.851 A respectively, suggesting Lp--t in-
teractions, forming 1D chain of acid moiety-A which propagates along
[010] direction. Two parallel 1D chains of acid moiety-A are connected
through C(20)-H(20)---O(12) interaction and =---& stacking interaction
(above mentioned), which leads to the formation of another two-
dimensional supramolecular structure in (011) plane for complex (2)
depicted in Fig. 7.

We have explored unique supramolecular self-assembly for complex
(2), where 3D boxes are assembled in a 2D plane. In this complex (2)
substructure, above mentioned R%(lO) dimeric ring is formed between
moiety-A and B. Now the moiety-B’s carbonyl oxygen O(9) interacts
with the moiety-D’s nitrogen atom N(6). Then the carbon atom C(34) of
the moiety-D acts as a donor to the solvent water oxygen O(25). Again O
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Fig. 4. (a) Multi-layered braid-like chain formed through C-H---O hydrogen bonding interactions; (b) Parallel multi-layered braid-like chains connected by using
O-H---O hydrogen bonding interactions leads to three-dimensional supramolecular self-assembly in (1); (c) Same three-dimensional supramolecular self-assembly
generated through L.p.---n/ n---n interactions.
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Fig. 5. An ORTEP view of complex (2) with the atom-numbering scheme. Thermal ellipsoids are drawn at 30% probability.

lone pair-m

lone pair—-n

Fig. 6. Two-dimensional supramolecular self-assembly of complex (2) generated with a rare combination of the extended (lone pair:--n/
n-nt/ntn/nen/nnt/at - n/n---lone pair), network.
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Fig. 8. 3D boxes are propagating in the 2D plane for complex (2).
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Fig. 9. Two-dimensional supramolecular self-assembly for complex (2) generated through Hydrogen bonding interactions in (110) plane.

(25) interacts with another solvent, water oxygen O(26), and the ni-
trogen N(1) of the moiety-C acts as a donor to O(26). Another pyridine
nitrogen N(2) of moiety-C acts as a donor to the carbonyl oxygen O(1) of
moiety-A. Again a R%(IO) dimeric ring is formed, and the repetition of
mentioned interactions generate a loop-like structure (Fig. S3). The
bipyridine moiety-D connects two loops through N(5)-H(5)---O(8)
interaction, forming 2D box-like structure (Fig. S4). Further these 2D
boxes are connected through C(20)-H(20)---O(12) interaction to
generate 3D box-like structure (Fig. S5). Hence a sequential combination
of these interactions helps to assemble 3D boxes propagating in the 2D
plane for complex (2) (Fig. 8).

In another substructure of complex (2), the carbonyl oxygen O(12) of
the acid moiety B interacts with the carbon atom C(20) through
hydrogen bonding interaction, and again above mentioned R3(10)
dimeric ring is formed. A combination of these interactions leads to the
1D chain of acid moieties. Two parallel chains of acid moiety are con-
nected with the help of bi-pyridine moiety-D as the nitrogen atoms N(5)
and N(6) of the bipyridine moiety-D act as a donor to the carbonyl ox-
ygen O(8) of the acid moiety-A and O(9) of the acid moiety-B respec-
tively, and generates the two-dimensional supramolecular structure of
the complex (2) in (110) plane as shown in Fig. 9.

3.3. Theoretical calculations

Bader’s quantum theory of “Atoms in Molecules” (QTAIM) charac-
terizes the noncovalent interactions involved in building supramolecu-
lar architectures. The models used herein are derived from the
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supramolecular assemblies. The topological parameters’ values deter-
mine the nature of the interactions. The QTAIM models for complex (1)
are depicted in Fig. 10 (a, b, and c). A part of the self-assembled structure
of Fig. 4 (b or c) is used as a theoretical model to characterize both
hydrogen bonding interactions and the interactions involving the pyri-
dine rings in complex (1) which is depicted in Fig. 10a. As expected, the
calculated dissociation energy for O(5)-H(5B)---O(2) interaction (d,
pBcp = 0.0279 a.u) is maximum whereas, for the n---1 interaction (a, ppcp
= 0.0027 a.u), it is minimum. From Table 5 it can be seen that lone
pair---n interaction (c, pgcp = 0.0049 a.u) is more favourable among the
interactions involving the pyridine rings in complex (1), which is in
agreement with X-ray structural studies. We have used a part of the self-
assembled structure of Fig. 3 as a theoretical model to characterize
O-H---O hydrogen bonding interaction in complex (1) which is depicted
in Fig. 10b. This O(6)-H(6A)---O(3) hydrogen bonding interaction (e,
pBcp = 0.0336 a.u) has the highest dissociation energy among the non-
covalent interactions involving in complex (1) (see Table 5). We have
used a part of the self-assembled structure of centrosymmetric dimeric
and tetrameric ring from Fig. 2 as a theoretical model to characterize
both C-H---O and O-H---O hydrogen bonding interactions in complex
(1), which is shown in Fig. 10c. It can be seen from Table 5 that O(7)-H
(7A)---0(1) interaction (f, f, ppcp = 0.0247 a.u) is more favourable than
O(7)-H(7B)---O(2) interaction (g, g', ppcp = 0.0154 a.u) for the con-
struction of centrosymmetric tetrameric ring (Fig. 10c). The C(5)-H(5)--
0O(3) interaction (h, h', pgcp = 0.0122 a.u) which is responsible for the
generation of centrosymmetric dimeric ring, is less favourable than
O-H---O hydrogen bonding interactions, which is in agreement with X-
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Fig. 10. QTAIM analyses of (1) (a, b, and ¢) and (2) (d, e, f and g). Green and violet spheres are bond critical points (BCPs) and ring critical points (RCPs),
respectively.
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Table 5
Detailed QTAIM topological parameters at BCPs.

Interaction Ppcp(au) V2ppep(an) Viep (au) D .E;,;(kcal/mol)
Complex (1)

(@) -z 0.0027 0.0079 -0.0012 0.376
(b) C(14)-H(14A)---0(3) 0.0085 0.0321 -0.0057 1.788
(c) lone pair---nt 0.0049 0.0182 -0.0033 1.035
(d) O(5)-H(5B)---0(2) 0.0279 0.1056 -0.0259 8.126
(e) O(6)-H(6A)---0(3) 0.0336 0.1231 -0.0316 9.915
(f, f) O(7)-H(7A)---0(1) 0.0247 0.0937 -0.0235 7.373
(g, g") O(7)-H(7B)---0(2) 0.0154 0.0574 -0.0134 4.204
(h, h") C(5)-H(5)---0(3) 0.0122 0.0456 -0.0091 2.855
Complex (2)

(i, i") lone pair--- 0.0045 0.0152 —0.0023 0.722
G, j) mm® 0.0044 0.0132 -0.0021 0.659
& K)n'n 0.0047 0.0127 -0.0020 0.628
((RDF. 2 0.0052 0.0152 -0.0024 0.753
(m) C(20)-H(20)---0(12) 0.0135 0.0525 -0.0028 3.294
(n) C(15)-H(15)---0(13) 0.0114 0.0420 -0.0083 2.604
(0) C(44)-H(44)---0(4) 0.0114 0.0431 -0.0083 2.604
(p) N(5)-H(5)---0(8) 0.0399 0.1623 -0.0379 11.891
(q) N(6)-H(5)---0(9) 0.0350 0.1401 -0.0327 10.259

ray structural studies. For complex (2), the QTAIM models are depicted
in Fig. 10(d-g). To characterize the extended (lone-pair---n/
nnt/ntn/nen/nent /xtn/n--lone-pair), network in complex (2)
we have used a part of the self-assembled structure from Fig. 6 as a
theoretical model, which is depicted in Fig. 10d. In this extended
network model, the bond critical points and bond paths interconnecting
the lone pair oxygen and the carbon atom of the pyridine ring represent
and characterizes lone pair---n interactions (i, i', pgcp = 0.0045 a.u).
Again, the bond critical points and bond paths denoted by (j, j") and (k,
k') represents and characterizes r---n" interactions (pgcp = 0.0044 a.u)
and n"---n interactions (ppcp = 0.0047 a.u) respectively. In the middle
portion of this model, the bond paths interconnecting the carbon atoms
of the pyridine rings of acid moieties represent and characterizes n---n
interactions (1, I', ppcp = 0.0052 a.u). For complex (2), among the in-
teractions involving aryl ring =---n staking interaction (I, I') is more
favourable due to higher ppcp value (ppcp = 0.0052 a.u) and hence
higher dissociation energy (Table 5). Parts of the self-assembled struc-
ture of Fig. 9 are used as theoretical models to characterize both C-H---O
and N-H:--O hydrogen bonding interactions in complex (2), which are
depicted in Fig. 10(e-g). For complex (2), C-H---O hydrogen bonding
interactions are designated by m, n, and o, and, C(20)-H(20)---O(12) (m)
interaction (ppcp = 0.0135 a.u) is more favourable among C-H---O in-
teractions. The ppcp value for N(5)-H(5)---O(8) (p) and N(6)-H(5)---0(9)
is 0.0399 a.u and 0.0350 a.u respectively, indicating the former one is
more favourable N-H---O hydrogen bonding interaction for complex (2).

Thus, by analyzing the topological parameters at (3, —1) BCPs of the
noncovalent interactions, it is evident that N-H:--O hydrogen bonding
interactions are stronger as compared to O-H:--O than C-H---O than the
interactions involving aryl rings (Table 5), which also agree with the X-
ray crystallographic study (Tables 2-4). Further, V2(pgcp) is positive for
all the interactions, which indicates that all the interactions are closed-
shell type [45,46].

Further, the noncovalent interactions that are involved in forming
supramolecular frameworks are analyzed through NCI Plot Index. NCI
Plot generally exhibits blue-green isosurfaces for indicating noncovalent
interactions. Blue isosurfaces indicate strong noncovalent interactions,
whereas green isosurfaces indicate comparatively weak noncovalent
interactions. We have used the same theoretical models for NCI Plot
Index. For complex (1), weak 7---n and lone pair---n interactions are
indicated by flat green isosurfaces (Fig. 11a), C-H---O interactions are
indicated by small green isosurfaces (Fig. 11 a, c¢), and O-H---O
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interactions are indicated by both green and blue isosurfaces, as O-H---O
interactions are comparatively strong hydrogen bond interaction
(Fig. 11a, b and c). For complex (2), noncovalent interactions involving
aryl rings are indicated by flat green isosurfaces (Fig. 11d). As expected,
small green isosurfaces indicate C-H---O interactions (Fig. 11 e, f).
Strong N-H---O interactions are indicated by small blue isosurfaces
(Fig. 11g).

In RDG (Reduced Density Gradient) vs sign (A2)p scatter plots (where
Ao is the second eigenvalue of third-ordered Hessian’s matrix), the blue
and green downward spikes indicate strong and weak noncovalent in-
teractions, respectively (Fig. 12). We have used the same models also for
scatter plots (models a, b, and c for (1) whereas d, e, f, and g for (2)). For
example, in Fig. 12a, the greenish blue spike indicates O-H:--O hydrogen
bonding interactions, while other green spikes are because of C-H:--O
and the weak aryl ring interactions. In Fig. 12b and g, the deep blue
spikes indicate strong hydrogen bonding interactions (N-H:--O and
0-H---0). Other green spikes indicate lone pair---x, n---n*, n"--x, %
etc. interactions (Fig. 12). The isosurfaces in NCI plots and the spikes in
RDG scatter plots agree with X-ray structural studies and QTAIM
Studies.

3.4. Optical characterization

The optical properties of our synthesized complexes were deter-
mined by UV — Vis spectroscopy. We prepared 10 ml of 10“(M) solution
for each complex by dissolving both complexes separately in N,N-
dimethylformamide (purity 99.8%). From optical absorption spectra,
the optical band gap can be calculated by famous Tauc’s equation:

(ahv) = A(hv — E,)" (¢))
where o is the absorption coefficient, h is Planck’s constant, v is the
frequency of incident radiation, Eg is band gap energy, A is an arbitrary
constant and is considered as 1 for the ideal case (depends on temper-
ature, photo energy, and phonon energy). Here for the allowed direct
band gap, n = 1/2, and the allowed indirect band gap, n = 2.

Tauc’s equation (1) shows that when o becomes zero, the band gap
energy is hv. Allowed direct band gap can be obtained from (ohv)? vs
energy graph, and for complex (1) and (2) calculated allowed direct
band gap energy is 4.46 eV and 4.33 eV, respectively (Fig. 13(a and b)).
Allowed indirect band gap can be obtained from (ahv)'/? vs. energy
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Fig. 11. NCI plot index of the modeled structure of (1) (a, b, and ¢) and (2) (d, e, f and g).
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Fig. 12. RDG vs sign (Ap)p scatter plots of (1) (a, b and ¢) and (2) (d, e, f and g).
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Fig. 13. Tauc’s plots to estimate the band gap of the title complexes. (a) Direct band gap of 1; (b) Direct band gap of 2; (¢) Indirect band gap of 1; (d) Indirect band

gap of 2.

graph, and for complex (1) and (2), calculated allowed indirect band gap
energy is 4.33 eV and 4.06 eV, respectively (Fig. 13(c and d)). Therefore,
it is expected from the results that complex (2) shows better semi-
conducting behavior than complex (1), and their band gaps are within
the range of wide band gap semiconductors [47].

4. Conclusions

The crystal structures of two new Co(II)-PDA complexes (1-2) have
been determined by solving the structures from single crystal X-ray
diffraction data. We have explored a three-dimensional network for (1)
constructed by weak lone pair---n/n---n interactions. In the case of
complex (2), we have explored a rare extended (lone pair---n/
nnt/atn/nn/nent /ntn/n--lone pair), self-assembled network.
Bader’s quantum theory of atoms in molecules (QTAIM) further char-
acterizes noncovalent interactions from single-crystal X-ray diffraction
data. Topological analysis of QTAIM revealed that all the interactions
involved in constructing self-assembled networks are closed-shell in-
teractions. Furthermore, the theoretical NCI plot index and scatter plots
characterize noncovalent interactions. All the theoretical results agree
well with the experimental findings. The results reported herein might
help in understanding the supramolecular aggregation in accordance
with hydrogen bonds, lone pair---n, n---n, n---n", n*---m, etc. Optical
characterization of the compounds revealed that their band gaps are
within the range of wide band gap semiconductors. Electrical properties
need to be studied to establish the structure-property relationship.
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Appendix A. Supplementary data

CCDC 2238424-2238425 contains the supplementary crystallo-
graphic data for complexes (1-2). Figure S1 includes PXRD patterns of
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both complexes. Figures S2 and S3 include the FTIR spectrum of com-
plex (1) and (2), respectively. Table S1 includes some selected bond
lengths and angles around the metal ions of both structures. Figure S4
and S5 depicts hydrogen bonding networks for complex (2). Supple-
mentary data to this article can be found online at https://doi.org/10.10
16/j.poly.2023.116514.
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Figure S1. PXRD patterns of (a) complex (1); and (b) complex (2).
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Figure S2. IR spectra of complex (1).
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Table S1: Selected bond lengths (A) and bond angles (°) around the metal centers in complex (1)
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Figure S3. IR spectra of complex (2).

and (2).
Complex(1) Complex(2)
Col-N1 2.0342(17) Col-011 2.123(4)
Col-O1* 2.1756(15) Col-014 2.151(4)
Col-04* 2.1478(15) Co1-015 2.152(4)
Col-N1* 2.0342(17) Col-N7 2.019(5)
Col-0O1 2.1756(15) Co1-N8 2.024(5)
Col-04 2.1478(15) Co1-010 2.196(4)
Co2-05 2.0469(14) Co02-02 2.201(4)
C02-06 2.0893(16) C02-03 2.141(4)
Co2-N2 2.2457(19) Co2-06 2.166(4)
C02-057 2.0469(14) Co2-07 2.225(4)
Co2-067 2.0893(16) Co02-N3 2.019(5)
Co2-N27t 2.2457(19) Co2-N4 2.016(5)

S3




04a—Col-N1* 94.72(6) 014-Co1-N8 76.78(16)
N1-Col-N1* 165.73(7) 015-Col-N7 103.41(17)
Ola—Col-04* 151.33(6) 015-Col-N8 76.49(16)
Ola—Col-NI* 75.70(6) N7-Col-N8 174.14(16)
O4a—Col-N1* 75.75(6) 011-Col-014 93.64(15)
01-Col-04 151.33(6) 011-Col1-015 89.20(15)
O1-Col-N1 75.70(6) 010-Col-011 153.56(17)
01-Col-O1* 101.60(6) 010-Co-014 91.94(15)
01-Col-04* 87.49(6) 010-Col1-015 97.56(15)
O1-Col NI* 113.83(6) 010-Col-N7 76.27(16)
04-Col-N1 75.75(6) 010-Co1-N8 97.91(16)
Ola—Col-04 87.49(6) 011-Co1-N8 108.53(16)
04-Col-04* 97.48(6) 014-Col-015 152.60(17)
04-Col-N1* 94.72(6) 011-Col-N7 77.30(16)
Ola—Col-NI 113.83(6) 014-Col-N7 103.80(17)
05-C02-06 86.04(6) 02-C02-03 151.14(17)
05-Co2-N2 88.42(6) 02-C02-06 89.97(15)
05-C02-057 180.00 02-C02-07 95.90(15)
05-Co2-067 93.96(6) 02-C02-N3 75.41(17)
05-Co2-N2t 91.58(6) 02-Co2-N4 107.51(16)
06-Co2-N2 91.08(6) 03-C02-06 100.48(15)
05¢-C02-06 93.96(6) 03-C02-07 87.33(15)
06-C02-0671 180.00 03-C02-N3 76.79(18)
06-Co2-N2t 88.92(6) 03-Co2-N4 101.09(17)
05¢-C02-N2 91.58(6) 06-C02-07 152.18(17)
06c-C02-N2 88.92(6) 06-C02-N3 95.93(17)
N2-Co2-N27f 180.00 06-Co2-N4 76.65(16)
05c-Co2-067 86.04(6) 07-C02-N3 111.87(17)
05c-Co2-N27 88.42(6) 07-Co2-N4 75.65(16)
06c-Co2-N27t 91.08(6) N3-Co2-N4 171.88(15)
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Figure S5. 2D boxes are connected through C—H---O interaction, forming 3D boxes.
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Two polymorphic forms (Form-I and Form-II) of 2-amino-3-nitropyridine are structurally characterized by single
crystal X-ray diffraction analysis and compared with another polymorphic form (Form-III, retrieved from CSD) with a
detailed analysis of the Hirshfeld surfaces and fingerprint plots facilitating a comparison of intermolecular interactions.
X-ray crystallography exposes that the polymorphs generate completely different network structures through hydrogen
bonding interactions. Polymorphic Form-I exhibit a layer assembly through the cooperative face-to-face - and lone
pair--- interactions, whereas Form-II, and Form-III displays hydrogen bonds only. A detailed investigation of
Hirshfeld surface analysis reveals much more detailed scrutiny of intermolecular interactions experienced by the
polymorphic forms of 2-amino-3-nitropyridine. The quantitative analysis of the interaction energies involving various
noncovalent interactions was computed and compared to get a deeper insight into the role of such interactions in
stabilizing the polymorphs. The interaction energies of non-covalent interactions are calculated through theoretical
DFT calculations as well as the PIXEL method. The PIXEL method provides us precise interaction energy calculation with
an energy decomposition scheme. Higher electrostatic interaction shows higher interaction energy while the lower
interaction energy corresponds to the higher dispersive interaction. The lattice energies of the polymorphs are also
obtained via the PIXEL method. The nature and strength of these interactions have been studied using Bader’s quantum
theory of atoms in molecules. The topological analysis unequivocally establishes the presence of (3, —1) bond critical
point, suggesting that the intermolecular interactions are closed-shell interactions. The NCI (Non-covalent Interaction)
plots are further employed to identify and characterize the non-covalent interactions of the polymorphs.

1. Introduction identical molecular moieties may be packed in different molecular

conformations with different modifications. In packing polymorphism,

Polymorphism [1,2] has attracted intense attention, and significant
progress has been achieved in the last decades in understanding their
fascinating structures and valuable properties, such as solubility, sta-
bility, dissolution rates, mechanical strength, bioactivity etc. [1,3-5].
Polymorphism is the ability of a compound to exist in at least two or
more crystalline forms, resulting from various packing arrangements of
its molecules in the crystal; therefore, studies concerning polymorphism
are crucial for developing any solid material [6]. Polymorphism mainly
attracts greater attention in chemistry, pharmaceutical, and material
science [4,5] mainly due to two reasons [7-9] — (i) their physiochemical
properties and (ii) polymorphs can often be protected by a patent and
therefore are crucial economic importance [10]. The polymorphs are
classified into two categories depending on the geometry of molecular
assembly — (i) conformational polymorphism [11] and (ii) packing
polymorphism [12]. In the case of conformational polymorphism,

* Corresponding author.
E-mail address: saikatk.seth@jadavpuruniversity.in (S.K. Seth).

https://doi.org/10.1016/j.molstruc.2023.136253

identical molecular moieties might be packed in different periodic
structures, which provides an opportunity to investigate and understand
the intermolecular interactions in building solid-state structures.

The subject of why we do not witness more polymorphs has frequently
been raised with the development of crystal structure prediction (CSP)
with a specific application [13-14]. Studies using CSP have been very
effective in determining the organic structures with the lowest energy
forms [14]. Understanding the nature of intermolecular interactions dur-
ing the formation of molecular packing can be done owing to the existence
of polymorphs. In recent years, robust synthons, advocates for supramo-
lecular synthons developed by Desiraju, and energetically-favored patterns
of hydrogen bonds have been used to address the understanding of poly-
morphism in terms of molecular organization [2]. When functional groups
are present in a molecule, they are utilized for crystallization processes
such as molecular recognition and self-assembly. In a recent review,
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Cruz-Cabeza et al. showed that there may be no relationship at all between
polymorphism and molecular structural components [15]. Therefore, it is
still unclear how polymorphism and molecular structure are related
[16-18]. More specifically, it is currently unclear how and why
non-hydrogen bonding compounds crystallize as polymorphic forms.

In this context, a variety of attempts have been used to understand and
envisage the final crystal structure, such as - (a) the model to reduce struc-
ture into small molecular clusters and calculation of lattice energies [ 19]; (b)
another model for the formation of a molecular structure depending on
strong hydrogen bonds [20]; (c) next model based on supramolecular syn-
thons based on a particular type of interactions [21]; (d) another method
based on molecular electrostatic potentials to quantify intermolecular in-
teractions through the estimation of relative hydrogen bonding parameters
of the functional groups [22] and (e) Hirshfeld surface [23-25] based tools
which represents a novel approach to quantify all intermolecular in-
teractions involved within the crystal in a novel visual manner. The deri-
vation of the Hirshfeld surface is an interpretable visualizing plot of the
investigated molecule within its environment, and the decomposition of the
surface provides a 2D fingerprint plot [26] to analyze the entire distribution
of intermolecular interactions involved in the structure.

Pyridinamines act as important intermediates with several applica-
tions in the chemical industry as well as in pharmaceutical products
[27]. Pyridine also serves as the building block of polymers with unique
physical properties [28]. The nitrogen atom of the pyridine ring in
2-Amino-3-Nitropyridine acts as a cationic binding site where the nitro
group act as a hydrogen acceptor and the amino group as a donor. This
electron donating and accepting moieties attached to a conjugated sys-
tem often induce non-linear optical NLO character [29].

In this paper, we have explored the polymorphs of “2-amino-3-nitro-
pyridine” by comparing their molecular packing, including a detailed
assessment of intermolecular interactions through Hirshfeld surface analysis
[23-26] as well as various theoretical studies such as theoretical DFT
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calculation [30], PIXEL method [31], Bader’s theory of “Atoms in molecule”
[32], and ‘Noncovalent interaction’ (NCI) plot index [33]. The quantitative
analysis of the strength and nature of noncovalent interactions, including the
lattice energies have been explored through PIXEL calculation.

2. Experimental
2.1. Crystallization of Form-I and Form-II

Crystals of Form-I suitable for single-crystal X-ray diffraction were ob-
tained upon co-crystallization of 2,6-pyridine-dicarboxylic acid (PDA) with
2-amino-3-nitropyridine. The equivalent amount of PDA and conformer 2-
amino-3-nitropyridine were taken into a 50 mL flask and dissolved in
methanol/water in a 2:1 molar ratio. Then, the mixture was refluxed for 1 h.
The resulting homogeneous solution was kept undisturbed at ambient
temperature and covered with paraffin film, and a few small holes were
made to evaporate the solvent slowly. The two different forms of the
conformer were crystallized with two distinctly different crystal habits, viz.,
colorless needles in bunches and yellow plates along the sides that were
separated manually. The majority of the crystals in the flask (colorless nee-
dles) matched with the PDA molecule [34], while very few crystals (yellow
plates) were designated as polymorphic Form-I of 2-amino-3-nitropyridine.
Due to the lack of sufficient samples, current studies on Form-I was limited
to only single-crystal X-ray diffraction and theoretical calculations. The same
procedure was followed to grow single crystals of 2-amino-3-nitropyridine
(Form-II) by using malonic acid as a conformer.

2.2. Crystallographic analysis
Single crystal X-ray diffraction intensity data of the title com-

pounds were collected at 120(2) K using a Bruker APEX-II CCD
diffractometer equipped with graphite monochromated MoKa

R indices (all data)

Largest diff. peak and hole (e.A~%)

R; = 0.0351, wR, = 0.0874
0.135 and —0.229

R; = 0.0319, wR, = 0.0861
0.212 and —0.170

Table 1
Crystal data and structure refinement parameters for the title polymorphs.
Structure Form-I* Form-1"" Form-II* Form-I1"? Form-II1"°
Empirical formula CsHsN30, CsHsN30, CsHsN30, CsHsN30, CsHsN30,
Formula Weight 139.12 139.12 139.12 139.12 139.12
Temperature (K) 120(2) 295 120(2) 153 173
Wavelength (A) 0.71073 - 0.71073 - -
Crystal system Monoclinic Monoclinic Monoclinic Monoclinic Monoclinic
space group P2,/c P2;/n P2,/c P2,/c P2;/n
a, b, c (;\) 8.518(2), 4.928(2), 14.429 8.743(1), 4.898(1), 4.9026(6), 6.9198(7), 4.917(1), 6.940(2), 3.737(2), 7.445(2),
3 14.473(1) 17.412(2) 17.507(3) 20.974(6)
o B,y () 107.098(3) 106.57(1) 95.584(2) 95.63(2) 90.52(3)
Volume (As) 578.9(3) 594.042 587.90(12) 594.527 583.514
Z / Density (calc.) (Mg/m®) 4 /1.596 -/ 1.555 4/1.572 - /1.554 - /1.584
Absorption coefficient (mm ") 0.127 - 0.125 - -
F(000) 288 - 288 N N
Crystal size (mm?) 0.21 x 0.13 x 0.07 - 0.15 x 0.11 x 0.07 - -
6 range (°) 2.50 - 24.99 - 2.35 - 25.00 - -
Limiting indices -10<h<10,-5<k<5, - —-5<h<5,-8<k<8, - -
-17<1<17 -20<1<20
Reflections collected / unique 4807 / 1001 [R(int) = - 5166 / 1021 [R(int) = - -
0.0254] 0.0295]
Completeness to 0 (%) 98.6 - 98.6 - -
Absorption correction Semi-empirical from - Semi-empirical from - -
equivalents equivalents
Max. and min. transmission 0.99 and 0.98 - 0.99 and 0.98 - -
Refinement method Full-matrix least-squares on - Full-matrix least-squareson - -
P P
Data/restraints/parameters 1001 /0 /91 - 1021 /0/92 - -
Goodness-of-fit on F2 1.065 - 1.035 - -
Final R indices [I > 206(I)] R; = 0.0317, wR, = 0.0838 R; = 0.0570 R; =0.0304, wR; = 0.0845  R; = 0.0575 R; = 0.0716

* Present work with new CIF.

#1 previous work, CSD ref code: AMNTPY [40].
#2 previous work, CSD ref code: AMNTPYO1 [41].
#3 previous work, CSD ref code: AMNTPY02 [41].

Ry = 32| |Fol-Fe| |/32|Fol, wR2 = [ {(F2F2)2} /S {w(F2211Y2 w = 1/{c*(F2) + (aP)? + bP}, where a = 0.0547 and b = 0.0822 for (Form-I) and a = 0.0537 and b

= 0.1200 for (Form-II). P = (F2 + 2F2)/3 for all structures.
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radiation (A = 0.71073 10\). Data reduction was carried out using the
program Bruker SAINT [35]. An absorption correction based on the
multi-scan method [36] was applied. The structures of the title com-
pounds were solved by direct methods and refined by the full-matrix
least-square technique on F? with anisotropic thermal parameters to
describe the thermal motions of all nonhydrogen atoms using the
programs SHELXS97 and SHELXL97 [37], respectively. All hydrogen
atoms were located from difference Fourier maps and treated as
riding. All the calculations were performed using the PLATON [38]
program of the WinGX suite [39]. Crystallographic data (excluding
structure factors) for the structures reported in this article have been
deposited with the Cambridge Crystallographic Data Centre as sup-
plementary publication numbers CCDC 1033932 and 1033933 for the
polymorphic Form-I and Form-II respectively. Table 1 contains the
crystal data and refinement parameters of grown polymorphs (Form-I
and Form-II) along with previously reported Form-I (CSD ref code
AMNTPY) [40] and Form-II (CSD ref code AMNTPYO01) [41] as well as
Form-III (CSD ref code AMNTPYO02) [41]. The simulated PXRD peak
of the polymorphs is included in Fig. S1.

2.3. Hirshfeld surface analysis

Molecular Hirshfeld surfaces [23-25] in the crystal structures are
constructed based on the electron distribution calculated as the sum of
spherical atom electron densities. For a given crystal structure and set
of spherical atomic electron densities, the Hirshfeld surface is unique
[42], and it is the property that suggests the possibility of gaining
additional insight into the intermolecular interaction of molecular
crystals. The normalized contact distance (dnom) based on both d,
(distance from the point to the nearest nucleus external to the surface)
and d; (distance to the nearest nucleus internal to the surface) and the
vdW radii of the atom, given by the Eq. (1) enables identification of the
regions of particular importance to intermolecular interactions [23].
The combination of d, and d; in the form of a 2D fingerprint plot
[23-26] provides a summary of intermolecular contacts in the crystal
[23]. The Hirshfeld surfaces are mapped with dporm, and 2D fingerprint
plots presented in this paper were generated using CrystalExplorer 2.1
[43].

vdw dw
di =™ d =

dnarm = + (1 )

vdw vdw
T Te

2.4. Theoretical methods

The wavefunction analyses have been carried out by using the
Gaussian16 calculation package [44] with DFT/B3LYP/6311++G(d,p)
basis set. The interaction energies are calculated using specific dimer
models derived from the supramolecular network.

Lattice energy and intermolecular interaction energies for molecular
pairs of the polymorphs were decomposed into coulombic, polarization,
dispersion, and repulsion energy terms which are evaluated using the
PIXELC method in the CLP module [45]. In this calculation, all the
hydrogen atoms were moved to their neutron distances, and B3LYP/
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6-311++4G(d, p) basis set was used for the calculations of accurate
electron density [31].

We have used Bader’s theory of “Atoms in molecules” [46] to analyze
the noncovalent by AIMALL calculation package [47]. The charge den-
sity p(r), and its Laplacian L(r) = Vzp(r) are calculated using the “Atom
in molecule” (QTAIM) theory at the (3, -1) bond critical point (BCPs).
According to topological properties, the electron density is depleted
where V2p(r) is positive for closed-shell interaction [48]. Other topo-
logical parameters such as kinetic electronic energy density G(r), po-
tential electronic energy density V(r), and total electronic energy density
H(r) [H(r) = V(r) + G(1)] were obtained at BCPs for characterizing the
intermolecular interactions [49]. At the bond critical point, the disso-
ciation energy can be calculated as —V(r)/2 in the Hartree unit which
can be converted in kcal/mol unit by 313.7545 x (—V(r)). For non-
covalent interactions, kinetic electronic energy density G(r) is greater

than potential electronic energy density V(r), so that “G/Eg‘ is always less

than 1 [50]. The relatively low value of charge density (p), the small
positive value of the Laplacian (Vzp(r)), and energy density (H(r)) at
BCPs and the relationship |§| <1 indicate that all noncovalent in-
teractions are “closed-shell” interactions where the noncovalent in-
teractions are dominated by the charge contraction away from the
interatomic surface toward each nucleus [51]. Using the NCI plot index
[52], we can further characterize the noncovalent interactions by visu-
alizing the isosurfaces instead of the bond critical points. A
blue-green-yellow-red color scheme represents these isosurfaces. Red
and blue isosurfaces represent the repulsive (p*) and attractive (p~) in-
teractions [53] while yellow and green isosurfaces represent the weak
repulsive and weak attractive interactions.

3. Result and discussion
3.1. Structural comparison

The molecular view of the polymorphic forms of 2-amino-3-nitropyr-
idine has been depicted in Fig. 1 using ORTEP-III [54]. The solid-state
structure of the polymorphs Form-I and Form-II at 120 K with the
highest precision in comparison to the previously reported forms [40,
41] with an R-value of 0.0317 and 0.0304 have been reported herein.
The polymorphic Form-III that has been retrieved from CSD
(AMNTPY02) [41] has no anisotropic thermal parameters. Therefore,
the molecular view of Form-III has been represented in the ball & stick
model (Fig. 1c). The comparison between the unit cell dimensions for
the polymorphs (Table 1) shows they are entirely different. Some
selected bond lengths and bond angles are given in Tables 2 and 3. The
morphologies of the polymorphic forms of 2-amino-3-nitropyridine
have been depicted in Fig. S2. X-ray crystallography reveals that the
polymorphs are stabilized through a combination of N-H---N, O-H---O,
and C-H---O hydrogen bonding interactions; however, polymorphic
Form-I exhibits weak n---n and carbonyl (l.p)---n interactions. In the
solid state, the polymorphs interlink themselves to generate different
structures through strong N-H.--N and O-H:--O hydrogen bonds
(Table 4).

In Form-I, the amine nitrogen atom N2 in the molecule at (x, y, z)

Fig. 1. ORTEP view and atom numbering scheme of the polymorphs (a) Form-I, and (b) Form-II, with displacement ellipsoid at 30% probability, and (c) Form-III

in ball & stick format.
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Table 2

Selected bond lengths (A).
Bond Form-I* Form-1"! Form-II* Form-I1"? Form-II1"°
C(1)-N(2) 1.331(2) 1.336 1.328(2) 1.331(5) 1.334(6)
C(2)—N(3) 1.436(2) 1.440 1.435(2) 1.438(5) 1.427(6)
N(3)-0(1) 1.238 (2) 1.235 1.235(2) 1.240(4) 1.232(6)
N(3)-0(2) 1.233(2) 1.229 1.228(2) 1.242(4) 1.237(6)

" Present work with new CIF.

#1 previous work, CSD ref code: AMNTPY [40].
#2 previous work, CSD ref code: AMNTPYO1 [41].
#3 previous work, CSD ref code: AMNTPY02 [41].

acts as a donor to the pyridine ring nitrogen atom N1 in the molecule at
(1-x, -1-y, -z), so generating a centrosymmetric R%(S) dimeric ring (A)
centered at (!4, ', 0) (Fig. 2a). Additional reinforcement with the amine
nitrogen N2 and oxygen atom O1 of the nitro group in the molecule at (x,
y, z) and (1-x, -1/2+y, 1/2-z) leads the molecules to generate a su-
pramolecular network structure in (011) plane (Fig. 2a).

In case of Form-II, the amine nitrogen atom N2 at (x, y, z) acts as a
donor to the pyridine nitrogen atom N1 at (-1-x, 1-y, -z), generating a
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centrosymmetric R%(S) dimeric ring (A) centered at (%, %, 0) (Fig. 2b).
Again this amine nitrogen atom N2 acts as a donor to the oxygen atom
01 of the nitro group at (-x, 2-y, -z), thus generating a centrosymmetric
R§(12) dimeric ring (B) centered at [010] (Fig. 2b). These two types of
centrosymmetric dimeric rings (A) and (B) in Form-II are alternately
linked into infinite zigzag ABABAB-:--. chain along [010] direction
(Fig. 2b).

In Form-III, the amine nitrogen atom N2 in the molecule at (x, y, z)
acts as a donor to the pyridine ring nitrogen atom N1 in the molecule at
(1-x, 2-y, 1-z). Thus, N-H---N hydrogen bond generates a centrosym-
metric R%(S) dimeric ring (A) centered at (%5, 1, %) (Fig. 2c). Moreover,
the amine nitrogen N2 and oxygen atom O2 of the nitro group in the
molecule at (%, y, z) and (-x, 1-y, 1-z) leads the molecules to generate
another centrosymmetric R§(12) dimeric ring (B) centered at (0, 5, '5)
(Fig. 2¢). These two types of centrosymmetric dimeric rings (A) and (B)
are linked alternatively into infinite zigzag ABABAB---. chain along
[010] direction (Fig. 2c).

Again the reinforcement between the strong N-H:---N and weak
C-H---O hydrogen bonding interactions in both the polymorphic forms

Table 3

Selected bond angles (°).
Bond Form-T* Form-1"' Form-II* Form-II"* Form-IIT"*
N(1)-C(1)—-N(2) 115 114 115 115 115
C(2)—-C(1)—-N(2) 126 126 126 119 127
C(1)—-C(2)—N(3) 122 120 122 122 120
C(2)—-N(3)-0(1) 119 119 119 119 118
C(2)—-N(3)-0(2) 119 119 119 119 120
O(1)—-N(3)-0(2) 122 122 122 122 121
* Present work with new CIF.
#1 previous work, CSD ref code: AMNTPY [40].
#2 previous work, CSD ref code: AMNTPYO1 [41].
#3 previous work, CSD ref code: AMNTPY02 [41].

Table 4

Hydrogen bonding geometry of polymorphic forms of the title polymorphs (A, °).
D-H---A d(D-H) d(H---A) d(D---A) «D-H---A Symmetry
Form-I*
N(2)-H(2A)---N(1) 0.86 2.13 2.991(2) 177 1-x, -1-y, -z
N(2)-H(2B)---0(1) 0.86 2.07 2.666(2) 126 —
N(2)-H(2B)---O(1) 0.86 2.41 2.999(2) 127 1x,-1/2+y, 1/2-z
C(3)-H(3)--0(2) 0.93 2.44 3.279(2) 150 X, 1-y, -z
Form-1""
N(2)-H(2A)--N(1) 0.97 2.04 3.009(2) 176 1-x, -1-y, -z
N(2)-H(2B)---0(1) 0.88 2.03 2.671(2) 129 —
N(2)-H(2B)---0(1) 0.88 2.47 3.045(2) 124 1/2-x,1/2+y, 1/2-z
C(3)-H(3)---0(2) 0.99 2.47 3.345(2) 148 X, 1-y, -z
Form-II*
N(2)-H(2A)--N(1) 0.86 2.10 2.963(2) 176 -1-x, 1-y, -z
N(2)-H(2B)---0(1) 0.86 2.06 2.659(2) 126 —
N(2)-H(2B)---0(1) 0.86 2.30 3.032(2) 143 X, 2-y, -Z
C(3)-H(3)---0(2) 0.93 2.49 3.167(2) 130 1-x, -1/2+y, 1/2-z
Form-I1"
N(2)-H(2A)--N(1) 0.92 2.07 2.972(5) 166 2-x, 1-y, 2-z
N(2)-H(2B)---0(1) 0.95 2.08 2.662(4) 117 —
N(2)-H(2B)---0(1) 0.95 2.19 3.044(4) 147 2-x,1-y, 2z
C(3)-H(3)--0(2) 1.04 2.41 3.178(4) 129 X, 1/2+y, 3/2-z
Form-IIT"*
N(2)-H(1)---0(2) 0.95 2.49 2.965(6) 119 X, 1-y, 1-z
N(2)-H(1)---0(2) 0.95 1.91 2.672(5) 136 —
N(2)-H(1)---N(3) 0.95 2.53 2.966(6) 108 —
N(2)-H(2)---N(1) 1.05 1.97 2.679(6) 157 1-x, 2-y, 1-z
C(4)-H(4)---0(1) 1.17 2.45 3.277(6) 126 -1/2—x, 1/2+y, 3/2-z
C(3)-H(3)---0(1) 0.97 2.33 2.679(6) 101 —

" Present work with new CIF.

#1 previous work, CSD ref code: AMNTPY [40].
#2 previous work, CSD ref code: AMNTPYO1 [41].
#3 previous work, CSD ref code: AMNTPY02 [41].
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Fig. 2. Formation of different supramolecular network structures for Form-I (a), Form-II (b), and Form-III (c) through N-H.--N and N-H---O hydrogen bonding

interactions.

exhibit new assembly in the solid state. In Form-I, the pyridine ring
carbon atom C3 in the molecule at (x, y, z) acts as a donor to the oxygen
atom O2 of the nitro group in the molecule at (-x, 1-y, -z), so generating
a centrosymmetric R%(IO) dimeric ring (M) centered at (0, !4, 0)
(Fig. 3a). The molecules of Form-I generates R%(S) dimeric ring (A)
through N-H---N bond and these two types of dimeric rings are alter-
nately linked into infinite AMAM--- chain along [010] direction. Parallel

layers of AMAM.-- chains are interconnected through the N-H---O
hydrogen bond due to the self-complementary nature of the molecules of
Form-I. The amine nitrogen acts as a donor to the nitro oxygen atom to
interlink the parallel AMAM:--- chain, thus generating a two-dimensional
network structure in the (011) plane (Fig. 3a). In Form-II, layers of
centrosymmetric R%(S) dimeric ring (A) motifs are in parallel orienta-
tion and propagating along [010] direction. These parallel layers are
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Fig. 3. (a) Propagation of centrosymmetric R% (8) and R% (10) rings and formation of 2D network structure in Form-I; (b) Generation of the 2D network in Form-II;

(c) Formation of the 2D network in Form-III.

interconnected through weak C-H---O bonds to form a network. The
pyridine ring carbon atom C3 at (%, y, z) acts as a donor to the oxygen
atom of the nitro group in the molecule at (1-x, -1/2+y, 1/2-z), thus
generating an Rg(32) ring motif (N) in Form-II (Fig. 3b). The two types
of ring motifs (A) and (N) in Form-II are alternately linked into a
network structure in (011) plane (Fig. 3b). In the case of Form-III, the
layers of centrosymmetric R%(S) dimeric ring (A) motifs are in anti-
parallel orientation along the [010] direction. These anti-parallel
layers are interconnected through C-H---O hydrogen bond interaction.
The carbon atom C4 in the pyridine ring at (x, y, z) acts as a donor to the
oxygen atom O1 of the nitro group in the molecule at (-1/2-x, 1/2+y, 3/
2-z) which generates an Rg(32) ring motif (N) (Fig. 3c). The alternative
propagation of the ring motifs (A) and (N) in Form-III form a two-
dimensional network structure in (011) plane (Fig. 3c).

A close examination concerning the intermolecular interactions
involved within the polymorphic forms of 2-amino-3-nitropyridine dis-
plays that the Form-I exhibits face-to-face x---x and carbonyl(l.p.)---n
type weak noncovalent interactions in the solid-state. The molecular
packing in Form-I is such that the n---1 stacking interactions between
the pyridine rings are optimized [55-57]. The pyridine rings

(N1/C1-C5) of the molecules at (x, y, z) and (1-x, -y, —z) are strictly
parallel, with interplanar spacing of 3.367 A, and a ring centroid sepa-
ration of 4.255(2) A, corresponding to a ring offset of 2.77 A (Fig. 4).
Moreover, an unusual contact between carbonyl oxygen atom and the
n-cloud of the pyridine ring is observed, which is responsible for the
formation of the new molecular assembly (Fig. 4). The carbonyl oxygen
atom O2 at (¥, y, z) is oriented toward the centroid of the pyridine ring
(N1/C1-C5) in the molecule at (—x, -y, —z). The distance between 02 and
the centroid of the pyridine ring is 3.567(2) A [angle N3-02.--Cg(1) =
103.62(7)°, N3-:-Cg(1) = 4.039(2) [o\, where Cg(1) is the centroid of the
pyridine ring], suggesting a significant lone pair---n interaction [58,59].
This dual recognition of n---n and carbonyl(L.P)---n which can be
designated as cooperative lone pair---n/n---n/n---lone pair network
generates a unique supramolecular self-assembly, where weak non-
covalent interactions are responsible for the formation and strength-
ening of assembly in Form-I (Fig. 4). Significantly, Form-II and
Form-III does not exhibit xn---x or lone pair---n interactions in the
solid-state.
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Fig. 4. Perspective view of cooperative pair---n/x---n/n---lone pair network in Form-I.

S
@

3.2. Hirshfeld surface

The Hirshfeld surfaces of the polymorphic forms of 2-amino-3-nitro-
pyridine are illustrated in Fig. 5, showing the surfaces that have been
mapped over dporm and shape-index. Referring to Fig. 5, the dominant
interactions between the amine nitrogen atom and the nitrogen atom of
the pyridine ring in the polymorphs can be seen in the Hirshfeld surface
area by the bright red encircles. The dominant interactions between the
amine nitrogen atom and the oxygen atom of the nitro group are also
evident in the dpom surface of both the polymorphic forms by the large
circular depressions (Fig. 5). The light red spots are due to weak C-H---O
interactions, other spots on the dpym, surfaces correspond to C---O, and
H---H close contacts. The small extents of the visible area and very light-
colored regions on the surfaces indicate weaker and longer contacts
other than hydrogen bonds. The dominant N-H---N interaction appears
as two distinct spikes in the fingerprint plot (Fig. 6) with almost equal
lengths for both the polymorphic forms of 2-amino-3-nitropyridine.

For the N---H/H.---N interactions, complementary regions are
visible in the fingerprint plots where one molecule acts as a donor (d,
> d;) and the other as an acceptor (d, < d;). The upper spikes corre-
spond to the donor spike (amine nitrogen atom interacting with pyr-
idine ring nitrogen atom), with the lower spike being an acceptor spike
(pyridine ring nitrogen atom acts as acceptor to the amine nitrogen
atom); these two spikes in the fingerprint plot designates the forma-
tion of a centrosymmetric R%(S) dimeric ring (A) motif for all the
polymorphs (Fig. 6). The fingerprint plots can be decomposed to
highlight particular atom pair close contacts. The decomposed plot
concerning N-H---N interaction has been depicted in Figs. S3-S5 for
Form-I, Form-II, and Form-III respectively. The Hirshfeld surface
analysis does not show similar proportions to the N---H (7.7% in
Form-I and Form-III whereas 8.2% in Form-II) and H---N (6.3% in

Fig. 5. Hirshfeld surfaces mapped with dpom (left) and shape-index (right) for
Form-I (top) and Form-II (middle) and Form-III (bottom).




S. Islam et al.

Journal of Molecular Structure 1293 (2023) 136253

de de

24 H~C 24
22 22
2.0 2.0
1.8 1.8
16 H+*N 16 H:
1.4 1.4
12 / 3 N 12
1.0 / i 1.0 Hs

“IH~0 Hy .
0.8 0.8
0.6 \ 0.6

O-H Nk di

de

di di

06 08 TO T2 174 16 T8 20 27 24 06 08 TO0 12

I8 20 27 74 06 08 T0 1.2 T4 16 T8 20 272 24

Fig. 6. Fingerprint plot (Full) for the polymorphic Form-I (left), Form-II (middle), and Form-III (right).

Form-I, 6.8% in Form-II, and 5.5% in Form-III) interactions for the
three polymorphic forms. Therefore, N-H---N interaction proportions
comprise 14.0% (d; = 1.182 ;X; de. = 0.796 A) in Form-I, whereas
Form-II, and Form-III comprise 15.0% (d; = 1.162 /o\; d. = 0.781 10\),
and 13.2% (d; = 1.192 [o\; d. = 0.806 A) of the molecules’ total surface
area respectively (Figs. S3-S5).

Another dominant N-H---O and weak C-H:--O intermolecular in-
teractions appear as two distinct spikes of almost equal lengths in the
two-dimensional fingerprint plots (Fig. 6). Where the donor spike des-
ignates that the amine nitrogen atom or the pyridine ring carbon atom
interacting with the oxygen atom of the nitro group whereas the
acceptor spike designates that the oxygen atom is in contact with the
amine nitrogen atom or the pyridine ring carbon atom. This O---H/H---O
interaction leads the molecules to generate the centrosymmetric dimeric
rings and the proportions of O---H/H---O interactions comprising 37.3%
(d; = 1.307 A; de = 0.996 A), 37.0% (d; = 1.242 A; do = 0.921 A), and
38.8% (d; =1.362 10\; d.=1.086 A) of the total Hirshfeld surface for each
molecule of Form-I, Form-II, and Form-III respectively. No significant
C-H..-m interactions are observed in all polymorphic forms, with C---H/
H---C close contacts varying from 13.1% in Form-I to 8.9% in Form-III.
From the Hirshfeld surface of Form-I, it is clear that the pyridine rings
are related to one another through face-to-face x---x stacking interaction
since a large flat region across the molecule is evident. This is also
clearly evident by the adjacent red and blue triangles on the shape index
surface (Fig. 5). The polymorphic Form-II and Form-III do not exhibit
n---7 stacking interactions which is also clearly evident by the shape-
index figure since there is no signature of red and blue triangles
(Fig. 5). The contribution to the total Hirshfeld surface area due to
Cy---C; stacking interaction is 1.3% (d; = d. = 1.648 A) in Form-I
whereas Form-II exhibits 0.7% (d; = d. = 1.653 A) due to C---C short
contacts. The Cy---C; interaction in Form-III comprises 5.7% (d; = d, =
1.647 A) of the total Hirshfeld surface area. A significant difference
between the molecular interactions in the polymorphs in terms of H---H
interactions is reflected in the distribution of scattered points in the
fingerprint plots, which spread only up to d; = d, = 1.232 A in Form-1, d;
= d, = 1.367 A in Form-1I and d; = d, = 1.237 A in Form-IIL The
percentages of different types of interactions exhibited by the poly-
morphs have been included in the decomposed fingerprint plots of the
structures (Figs. S3-S5). The Hirshfeld surfaces mapped with dpom

corresponding to N---H/H---N, O---H/H---O, C---H/H---C, C:--O/0---C,
Cyp---Cr and H---H interactions for the polymorphic forms of 2-Amino-3-
nitropyridine have been included in Figs. S6-S8.

3.3. Theoretical calculations

3.3.1. Energetic features

We have analyzed the noncovalent interactions involved in the
supramolecular packing by executing a computational study using
DFT calculations. Studying the energetic properties of noncovalent
interactions is our main focus. We have prepared some models of
Form-I, Form-II, and Form-III to evaluate the formation energies of
noncovalent interactions. Each monomer unit consists of intra-
molecular hydrogen bond interaction(s), N(2)-H(2B)---O(1) for For-
m-I and Form-II, and N(2)-H(1)---O(2), C(3)-H(3)---0O(1), and N(2)-
H(1)---N(3) for Form-III. The modification of the monomer is not
required to omit the intramolecular interaction(s) as the difference
between the energy of dimer and monomers calculates the formation
energy. In Fig. 7a, the formation energy of N-H---N in Form-I is AE;=
-5.6 kcal/mol while Form-II has AE;= -5.4 kcal/mol (Fig. 7e). The
highest formation energy of N-H---N is —9.3 kcal/mol in Form-III
(Fig. 7h). So, the interaction energies of N-H---N interaction in For-
m-III is —4.7 kcal/mol which is higher compared to Form-I (-2.7
kcal/mol), and Form-II (-2.7 kcal/mol). The formation energy of
N-H---O of Form-II is AE;= -5.1 kcal/mol as shown in Fig. 7f. So, the
evaluated binding energy is —2.55 kcal/mol. For the same interaction,
the binding energy of Form-I is AE;=-2.3 kcal/mol (Fig. 7b) which is
lower than Form-II. However, the interaction energy (-2.1 kcal/mol)
due to N-H---O bonding (Formation energy of dimer is —4.2 kcal/mol)
in Form-III (Fig. 7i) is in between Form-I and Form-II. Following
Fig. 7c, we have computed the formation energy of C-H---O in-
teractions that is —4.0 kcal/mol for Form-I. The interaction energy of
this interaction is -2.0 kcal/mol for Form-I whereas Form-II has
weaker interaction energy (AE;= -1.1 kcal/mol) (Fig. 7g). The
C-H---O interaction in Form-III (Fig. 7j) has the least interaction
energy (-0.9 kcal/mol) compared to the others. Finally, the formation
energy of Form-I due to lone pair---n interaction has been calculated.
The formation energy is AE4= -0.4 kcal/mol. So, the interaction en-
ergy of lone pair---x interaction is —0.2 kcal/mol.
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Fig. 7. Different theoretical models used to analyze the energy of noncovalent interactions observed in the supramolecular networks in Form-I (a-d), Form-II (e-g),
and Form-IIL

AE_= -1.1 kcal/mol AE, = -0.9 kcal/mol

e

3.3.2. Energy decomposition analysis of dimeric molecular pairs in the interaction energies vary from —47.6 kJ/mol to —2.3 kJ/mol (Table 5).
crystal structures The most stable dimeric unit (MP1) is stabilized through N-H---N,

N-H---C and H---H interactions which have interaction energy -47.6 kJ/
3.3.2.1. Molecular pairs in Form-I. For investigating the significant mol. This dimeric unit MP1 is predominantly electrostatic in nature with
interactions to stabilize the crystal structure in Form-I, seven molecular an 82% contribution towards stabilization. In MP2, the interaction en-

pairs (MPs) have been obtained. The MPs are depicted in Fig. 8, whose ergy corresponding to C-H.--O and H---H interactions is -23.9 kJ/mol.

- o1

MP6: — 3.7 kJ/mol ~ MP7: — 2.3 kJ/mol

Fig. 8. Molecular dimers observed in the crystal structure in Form-I.
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Table 5

Interaction energy (kJ/mol) of the molecular pairs of Form-I, Form-II, and Form-III.

MP(s) Symmetry Code Cg--Cg @A) Ecoul Epol Episp ERep Etotal Involved Interactions Geometry @A, °)

Form-I

1 1-x, -1-y, -z 6.195 -88.5 -38.6 -27.6 107.2 -47.6 N(2)-H(2A)---N(1) 1.976, 177
N(2)-H(2A)---C(1) 2.950, 159
N(2)-H(2A)---C(2) 2.832, 154

2 X, 1-y, -z 6.833 -24.3 -5.9 -13.5 19.8 -23.9 C(3)-H(3)---0(2) 2.307, 148
H(3)---H(3) 2.471

3 1x, 1/2+y, 1/2-z 7.586 -12.5 -3.5 -7.5 11.0 -12.5 N(2)-H(2B)---0(1) 2.316, 124

4 X, 1/2-y, -1/2+42 7.687 -9.5 -2.7 -7.0 8.2 -10.9 C(4)-H(4)---0(2) 2.775,120

5 1-x, -y, -z 3.995 -18.3 -5.5 -32.3 46.5 -9.6 C(5)---N(2) 3.301
C(1)--N(1) 3.308
C(1)-+- C(1) 3.316

6 X, -1/2-y, -1/2+2 7.565 -1.5 -1.5 -5.9 5.2 -3.7 C(5)-H(5)---0(1) 2.549, 146

7 X, -1/2+y, -1/2-z 7.680 -1.1 -1.5 -6.6 4.7 -2.3 C(4)-H(4)---C(5) 2.963, 162

Form-II

1 -1-x, 1-y, -z 6.157 -91.1 -40.2 -28.3 117.9 -41.6 N(2)-H(2A)--N(1) 1.949, 176
N(2)-H(2A)---C(5) 2.797, 154
N(2)-H(2A)--C(1) 2.932, 158
H(2A)--- H(2A) 2.483

2 X, 2-Y, —Z 7.286 -32 -8.1 -13.6 25.4 -28.2 N(2)-H(2B)---0(1) 2.175, 141
0(1)--0(1) 3.056

3 1-x, 1/2+y, 1/2-z 7.257 -8.3 -3.4 -9.1 11.3 -9.5 C(3)-H(3)--0(2) 2.395, 127
C(4)-H(4)---0(2) 2.729,113

4 1+x1+y,2 8.481 -6.0 -1.5 -4.0 3.0 -85 C(5)-H(5)---0(2) 2.685, 170

5 -14+x,y,z 4.903 -8.7 -3.8 -20.5 27.0 -6.0 N(1)---C(3) 3.298
C(1)--0(2) 3.272

6 x, 1+y, 2z 6.920 -4.4 -2.1 -8.4 9.8 -5.1 C(5)--0(1) 3.245

7 X, -1/2+y, 1/2 -z 5.787 -1.5 -2.4 -13.1 12.5 -4.4 C(4)-H(4)--C(2) 2.990
C(4)-H(4)--C(3) 2.875

Form-III

1 1-x, 2-y, 1-z 6.197 -82.2 -36.4 -26.5 101.2 -43.9 N(2)-H(2)---C(5) 2.016, 169
N(2)-H(2)---N(1) 2.767, 160

2 X, 1-y, 1-z 7.229 -23.2 -4.5 -12.1 18.8 -20.9 N(2)-H(1)---0(2) 2.460, 118

3 -1/2-x, -1/2+y, 3/2-z 7.241 -7.4 -3.1 -9.5 9.7 -10.3 C(4)-H(4)---0(1) 2.505, 128
H(4)---H(1) 2.498

4 -1+x,-1+y,z 8.330 -6.1 -1.9 -4.6 4.5 -8.1 C(5)-H(5)---0(1) 2.652, 153

5 X, -14y,z 7.445 -3.5 -2.0 -7.0 7.8 -4.8 C(5)-H(5)---0(2) 2.631, 122

6 14x,y, 2z 3.737 -10.2 -6.0 -34.2 47.1 -3.3 Cc(1)-- C(2) 3.322
C(5)-+ C(3) 3.396
C(5)-+ C(4) 3.338

D 30 WS °S

£529¢T (£202) €621 2Amonas Doy fo [pumor
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The intermolecular interaction involved in MP3 is N-H---O interaction
which has interaction energy —12.5 kJ/mol. In MP4, the interaction
energy of C-H---O has interaction energy —10.9 kJ/mol. The MP2 MP3,
and MP4 also show electrostatic in nature with the contribution of 69%,
68%, and 64% respectively. The C---C and C---N contacts stabilize MP5
with interaction energy —9.6 kJ/mol. The electrostatic and dispersion
energy contribute around 54% and 46% towards the stabilization of
MP5. The MP6 and MP7 exhibit 66% and 72% dispersion energies
corresponding to total interaction energies of —3.7 kJ/mol and -2.3 kJ/
mol respectively.

3.3.2.2. Molecular pairs in Form-II. The investigation of interaction
energies for the molecular pairs (MPs) revealed seven dimeric units
(Fig. 9) for the structure of Form-II. The interaction energies range from
—41.6 kJ/mol to —4.4 kJ/mol, as summarized in Table 5. The first mo-
lecular pair MP1 is generated through N-H---N, N-H.---C and H---H

MP3: — 9.5 kJ/mol

- Nl.-; c1‘-=‘;

MP5: — 6.0 kJ/mol

MP6: — 5.1 kJ/mol
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interactions (Egoa= —41.6 kJ/mol) with a significant contribution of
electrostatic energy (82%). This dimeric unit MP2 is also predominantly
electrostatic in nature with a 75% contribution toward stabilization. The
total interaction energy due to N-H---O and O---O interactions in MP2 is
—-28.2 kJ/mol. The dimeric unit MP3 and MP are also electrostatic in na-
ture with 56% and 65% contribution respectively. Both dimeric units
(MP3 and MP4) are stabilized through C-H---O interactions which have
interaction energies — 9.5 kJ/mol and -8.5 kJ /mol, respectively. The N---C
and C-.--O contacts stabilize MP5 with interaction energy —6.0 kJ/mol. The
dispersion energy contributes 62% towards the stabilization of MP5. The
interaction energies of MP6 and MP7 are -5.1 kJ/mol and -4.4 kJ/mol
respectively which are dispersive (57% and 77%, respectively) in nature.

3.3.2.3. Molecular pairs in Form-III. Six dimeric molecular pairs (MPs)
(Fig. 10) are extracted to investigate the interaction energies ranging
from —43.9 kJ/mol to -3.3 kJ/mol (Table 5) in Form-III. The first

MP2: - 28.2 kJ/mol

C5 }b~.
- - 02 4

MP4: — 8.5 kJ/mol

‘ c3
: o @ C4
c3i 02 c5 .01 v
w
' w
(%) v ]
A

MP7: — 4.4kJ/mol

Fig. 9. Molecular dimers observed in the crystal structure in Form-II.

v

MP1=-43.9 kJ/mol

HS @ Cs © !
....... 02 5 i
~ v v (™) &

MP5=—4.8 kJ/mol

MP4= -8.1 kJ/mol

v

MP2=-20.9 kJ/mol

MP3=

MP6=-3.3 kJ/mol

Fig. 10. Molecular dimers observed1 %n the crystal structure in Form-IIIL.
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molecular pair MP1 is generated through N-H---N, N-H---C interactions
(ETotal = —43.9 kJ/mol) with significant electrostatic energy (82%)
contribution. This second molecular pair (MP2) is stabilized through
N-H---O interaction (Etota] = —20.9 kJ/mol) which is also predominantly
electrostatic (75%) in nature. The dimeric unit MP3 and MP4 are also
electrostatic in nature with 53% and 58% contribution respectively
whereas MP4 and MP5 are dispersive in nature with 57% and 68%
respectively. The C-H---O and H---H contact exhibits ~10.3 kJ/mol while
the C-H---O interactions in MP4 and MPS5 obtain -8.1 kJ/mol and 4.8
kJ/mol, respectively. The molecular pair MP6 is stabilized through C---C
interactions which contribute -10.3 kJ/mol.

3.3.3. Lattice energies

The lattice energies for the crystal structure of all the polymorphs
have been calculated (Table 6) showing the overall contribution of
electrostatic and dispersion energy components towards stabilizing
the structures. Both polymorphs show higher electrostatic energy
compared to dispersion energy. The percentage of electrostatic en-
ergies of Form-I, Form-II, and Form-III are 58.4%, 58.9%, and

Table 6

Calculated lattice energy (kJ/mol) for Form-I and Form-IIL.
Polymorphs Ecoul Epol Episp ERep Erotal
Form-I -102.9 -35.5 -98.6 156.6 -80.4
Form-II -100.6 -35.7 -95.2 153.7 -77.7
Form-IIT -85.0 -32.2 -96.0 141.5 -71.7
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55.0% respectively.

3.3.4. QTAIM calculation

The fragments from molecular assemblies (Fig. 11) used in theoret-
ical DFT calculation (Fig. 7) are again considered to analyze the non-
covalent interactions by Bader’s theory of “atoms in molecules”.
Application of QTAIM approach to Form-I & Form-II results in the
bond paths between two atoms involved in the interaction along with (3,
-1) bond critical points. Evaluation of topological parameters at BCPs
reveals the dissociation energy of the individual interaction (Table 7). In
Form-1I, the centrosymmetric dimeric ring generated through N-H---N
interaction shows the highest electron density (pgcp = 0.0200 a.u.) and
dissociation energy (Dg = 4.016 kcal/mol) at the bond critical points
(denoted as ‘A’ in Fig. 11a) among all other intermolecular interactions.
The electron density and dissociation energy corresponding to the
intermolecular N-H---O interaction (denoted as ‘C’ in Fig. 11b) are ppcp
= 0.0087 a.u. and Dg = 1.802 kcal/mol. Again, the lower value of pgcp
and Dg corresponding to the C-H---O bond (denoted as ‘D’ in Fig. 11c)
signifies the interaction to be less favorable than other hydrogen bond
interactions. The contributions of all three intermolecular bonds
analyzed by QTAIM theory are in the same order of robustness as
derived in DFT calculation. The connecting bond path between oxygen
and aryl ring carbon atom characterizes lone-pair---n interaction. In
Form-I, lone-pair---t interaction can be considered as more favorable
than =---n interaction as the former has the higher electron density and
dissociation energy at the bond critical point (see Table 7). Eventually,
the small positive values of electron density (p(r)), Laplacian of electron

Fig. 11. Distribution of bond critical points in different dimers in Form-I (a-e), Form-II (f-h), and Form-III (i-k). Green dots indicate bond critical points (BCPs).
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Table 7

Journal of Molecular Structure 1293 (2023) 136253

Topological parameters for noncovalent interactions (in different dimers of Form-I, Form-II, and Form-III) at their (3, —1) BCPs. [p(r): electron density (a.u); V2p(r):
Laplacian of electron density (a.u); V(r): potential energy density; G(r): kinetic energy density; H(r): total electronic density; V(r), G(r) and H(r) values in a.u. and Dg in

kcal/mol].
Interactions BCPs p(r) V2 p(r) V(r) G(r) V(r)| H(r) Dg
G(r)
Form-I
N(2)-H(2A)---N(1) A 0.0200 0.0741 -0.0128 0.0156 0.8205 0.0028 4.016
A 0.0200 0.0741 -0.0128 0.0156 0.8205 0.0028 4.016
Intra (N-H---0) B 0.0224 0.1021 -0.0174 0.0215 0.8093 0.0041 5.459
B 0.0224 0.1021 -0.0174 0.0215 0.8093 0.0041 5.459
N(2)-H(2B)---0(1) C 0.0087 0.0380 -0.0058 0.0076 0.7632 0.0018 1.820
C(3)-H(3)--0(2) D 0.0078 0.0309 -0.0047 0.0062 0.7581 0.0015 1.475
D 0.0078 0.0309 -0.0047 0.0062 0.7581 0.0015 1.475
lone-pair---nt E 0.0052 0.0156 -0.0028 0.0034 0.8235 0.0006 0.879
E 0.0052 0.0156 -0.0028 0.0034 0.8235 0.0006 0.879
T F 0.0040 0.0115 -0.0017 0.0023 0.7391 0.0006 0.533
F 0.0040 0.0115 -0.0017 0.0023 0.7391 0.0006 0.533
T G 0.0065 0.0188 -0.0034 0.0041 0.8293 0.0007 1.067
G 0.0065 0.0188 -0.0034 0.0041 0.8293 0.0007 1.067
Form-II
N(2)-H(2A)--N(1) H 0.0212 0.0788 -0.0139 0.0168 0.8274 0.0029 4.361
H 0.0212 0.0788 -0.0139 0.0168 0.8274 0.0029 4.361
Intra (N-H---0) 1 0.0228 0.1046 -0.0179 0.0220 0.8136 0.0041 5.616
I 0.0228 0.1046 -0.0179 0.0220 0.8136 0.0041 5.616
N(2)-H(2B)---0(1) J 0.0094 0.0438 -0.0063 0.0086 0.7326 0.0023 1.977
J 0.0094 0.0438 -0.0063 0.0086 0.7326 0.0023 1.977
Intra (O---O) K 0.0057 0.0245 -0.0043 0.0052 0.8269 0.0009 1.349
C(3)-H(3)---0(2) L 0.0075 0.0310 -0.0048 0.0063 0.7619 0.0015 1.506
Form-III
N(2)-H(1)---N(1) M 0.0288 0.0820 -0.0196 0.0200 0.9800 0.0004 6.150
M 0.0288 0.0820 -0.0196 0.0200 0.9800 0.0004 6.150
Intra (N-H---0) N 0.0308 0.1253 -0.0259 0.0286 0.9056 0.0027 8.126
N 0.0308 0.1253 -0.0259 0.0286 0.9056 0.0027 8.126
N(2)-H(1)---0(2) (0] 0.0078 0.0325 -0.0053 0.0067 0.7910 0.0014 1.663
(0] 0.0078 0.0325 -0.0053 0.0067 0.7910 0.0014 1.663
Intra (N-H:--O) N 0.0305 0.1250 -0.0257 0.0285 0.9018 0.0028 8.063
N 0.0305 0.1250 -0.0257 0.0285 0.9018 0.0028 8.063
C(4)-H4)--0(1) P 0.0092 0.0317 -0.0067 0.0068 0.9853 0.0001 2.102
Intra (N-H---0) N 0.0306 0.1245 -0.0256 0.0284 0.9014 0.0028 8.032
N 0.0306 0.1245 -0.0256 0.0284 0.9014 0.0028 8.032

density (V2p(r)) and H(r), and ‘gg;‘

“closed-shell” in nature according to Gatti’s assignment [60].

Again, in Form-II, N-H---N (denoted as ‘H’ in Fig. 11f) interaction
contributes significantly in stabilizing the crystal structure as it has the
highest electron density (pgcp = 0.0212 a.u.) and dissociation energy
(Dg = 4.361 kcal/mol) at its bond critical point out of all intermolecular
interactions. The p(r) and Dg value of N-H:-O (denoted as ‘J’ in
Fig. 11g) forming a dimeric ring signifies that N-H---N is more favorable
than N-H---O interaction which agrees well with the result of the DFT
study. Besides, C—H---O interaction shows the least value of p(r) (0.0075
a.u.) and Dg (1.506 kcal/mol) as anticipated from interaction energy
calculation. Moreover, all interactions in Form-II are closed-shell in-

teractions considering (p(r))>0, Vz(r)>0, H(r) >0 and “G/E:;‘ <1.

Similarly, in Form-III, a centrosymmetric dimeric ring is generated
through N-H---N interaction having the highest electron density (ppcp
= 0.0288 a.u., denoted as ‘M’) which is also greater than that of Form-I
and Form-II. Again, likely in Form-II, Form-III exhibits a centrosym-
metric dimer through N-H---O interaction. The electron density and
dissociation energy at the BCP (denoted by ‘O’) of N-H---O interaction
are 0.0078 a.u. and 1.663 kcal/mol. Lastly, C-H---O interaction exhibits
a greater value of electron density (0.0092 a.u., denoted by ‘P’) and
dissociation energy (2.102 kcal/mol) than N-H---O interaction. This is
because of larger bond length of C-H (1.142 A) from normal C-H (0.93
}o\) bond length (collected from CCDC (AMNTPY02) [41]) Moreover, all
interactions in Form-III are closed-shell interactions considering

(p()>0, V2()>0, H(r) >0, and [ < 1.

r

< 1 classify the interaction as
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3.3.5. NCI plot index

Furthermore, we have analyzed and characterized the noncovalent
interactions involved in the supramolecular assemblies by the “non-
covalent interaction” (NCI) plot index. The same models have been used
in QTAIM calculation. The interactions are represented by the iso-
surfaces which are differentiated by a color scheme with a red-yellow-
green-blue scale. For Form-I, and Form-II, N-H---N interactions are
represented by two greenish-blue isosurfaces (indicated by arrows) and
greenish-blue spike in RDG vs sign(Agp) graph in Fig. 12a, 12f, respec-
tively. The blue isosurfaces and the blue spike in the scattered graph (in
Fig. 12i) confirm the presence of strong hydrogen bond (N-H---N) in-
teractions in Form-III. Again, N-H---O interaction in Form-I is shown
by a small green isosurface in Fig. 12b. As N-H---O interaction forms a
dimeric ring in Form-II, and Form-III, two green isosurfaces illustrate
the N-H---O interactions in the mentioned form (Fig. 12g, j). Similarly,
C-H---O interactions constituting a dimeric ring in Form-I are depicted
as small green isosurfaces (Fig. 12c¢) whereas a single C-H---O interac-
tion in Form-II, and Form-III is represented by just one small green
isosurface (Fig. 12h, k). All N-H---O and C-H---O interactions are also
represented by green spikes in the respective RDG vs sign(hap) scattered
graph. In Form-I, lone pair---n interaction is represented by an extended
isosurface in Fig. 12d. In Fig. 12e, n---n interaction is characterized by
the stretched green isosurface in Form-I. The green spikes in the scat-
tered plots in Fig. 12d and Fig. 12e further confirm the presence of weak
noncovalent interactions. Lastly, all the prominent isosurfaces and their
respective spikes in RDG vs sign(Agp) graph analyzed by the NCI plot
index verified the existence of these noncovalent interactions observed
in structural and other theoretical studies.
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Fig. 12.

4. Conclusions

In conclusion, the polymorphic forms of 2-amino-3-nitropyridine
have been reported in the context of an interesting case study of pack-
ing polymorphism. A comparison of polymorphic structures (Form-I
and Form-II) with previously reported Form-III that is retrieved from
CSD has been presented. The present study highlights the importance of
exploring intermolecular interactions through the Hirshfeld surface to
screen polymorphs. The Hirshfeld surface analyses indicated a cooper-
ative understanding at the intermolecular level; two crystalline forms
are indicated to stabilize through the diverse contribution from

sign (A,)p (a.u)
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NCI plot of different noncovalent interactions observed in Form-I (a-e), Form-II (f-h), and Form-III (i-k).

intermolecular interactions. The interaction energies of non-covalent
interactions are analyzed through theoretical DFT calculations and
further analyzed through the PIXEL method. The PIXEL method obtains
more precise interaction energy with detailed energy decomposition.
From energy decomposition analysis, it is found that high interaction
energy is due to electrostatic interaction where the higher dispersive
interaction leads to lower interaction energy. The lattice energies of the
polymorphs are also analyzed through PIXEL method. The noncovalent
interactions are further analyzed through Bader’s theory of ‘Atoms in
molecule’ (QTAIM) and ‘Noncovalent Interaction’ (NCI) plot index. The
topological parameters and energetic features at the (3, —1) bond
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critical point suggest that all interactions are “closed-shell” interactions.
Theoretical analyses of noncovalent interactions are in good agreement
with the experimental findings. This approach can be helpful in crystal
engineering to explore rapid quantitative insight into the intermolecular
interactions and designing of novel organic materials.
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Fig. S1. Simulated PXRD pattern of Form—I, Form—II, and Form-II1.
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Fig. S2 The BFDH morphology of the polymorphic (a) Form-I, (b) Form-II, and (c)

Form-IIl.
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Fig. S3 Fingerprint plots resolved into different intermolecular interactions in Form—I showing
percentages of contacts contributed to the total Hirshfeld surface area of the molecules.
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Fig. S4 Fingerprint plots resolved into different intermolecular interactions in Form-I1 showing
percentages of contacts contributed to the total Hirshfeld surface area of the molecules.
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Fig. S5 Fingerprint plots resolved into different intermolecular interactions in Form-I11 showing
percentages of contacts contributed to the total Hirshfeld surface area of the molecules.
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Fig. S6 dnorm surfaces mapped for (a) N--H/H--N; (b) O--H/H--O (¢) C--H/H-C; (d)
C--0/0O-+-C; (e) Cx+Cr and (f) H+-H interactions in Form—I showing the contribution to the total
Hirshfeld surface area of the molecules.
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Fig. S7 dnorm surfaces mapped for (a) N--H/H-N; (b) O--H/H--O (¢) C--H/H-C; (d)

C-+0/O-+-C; (e) CrCr and (f) H--H interactions in Form-I1 showing the contribution to the
total Hirshfeld surface area of the molecules.

Fig. S8 dnorm surfaces mapped for (a) N--H/H-N; (b) O--H/H--O (c) C--H/H-C; (d)
C--0/0O-+-C; (e) CxCyr and (f) H-H interactions in Form-I11 showing the contribution to the
total Hirshfeld surface area of the molecules.
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