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DETECTION OF FACIAL EMOTION OF LEARNERS’ USING FEATURE
EXTRACTION IN DESIGNING OF AN ADAPTIVE TUTORING SYSTEM

Executive Summary

The present work proposes to design an adaptive tutoring system using
different types of feature extraction. In this model, images are captured
through a webcam, which are sent to the Facial Emotion Recognition
(FER) system for detection. Different types of feature extraction methods
are used to predict the emotion, improve accuracy. Based on the predicted
outcome, the adaptive tutoring system is designed in such a way that the
learning materials can be modified and adapted as per the learners'
emotions.

The proposed work has successfully predicted the learners’ various
emotions using different types of feature extraction methods.
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EXTRACTION IN DESIGNING OF AN ADAPTIVE TUTORING SYSTEM

1. Introduction

1.1 Problem statement

DETECTION OF FACIAL EMOTION OF LEARNERS’
USING FEATURE EXTRACTION IN DESIGNING OF AN
ADAPTIVE TUTORING SYSTEM

1.2 Objective

The objectives of proposed work are:

1. Design an adaptive tutoring system that would detect the facial
emotions of learners and for changing the learning materials as per
the emotion for better comprehension.

ii.  Different types of feature extraction methods are used in emotion
detection for analysing the detection accuracy.

School of Education Technology, Jadavpur University, Kolkata — 700032 8
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2. Background concept

2.1. Intelligent Tutoring System

It is a computer based teaching system that provides feedback
automatically according to a learner’s performance. It doesn’t require any
human teachers.

The system mostly has four essential components [1]. Fig.1. depicts the
essential components of ITS.

a. The Expert Knowledge Model
b. The Student Model

c. The Tutoring Model

d. The User Interface Model

EXPERT STUDENT
KNOWLEDGE MODEL
MODULE MODULE
‘i\ ‘/;‘l'
L
\ o
il

I TUTORING |
MODULE

£

w
USER
INTERFACE
MODULE

1

Student

Fig.1.The essential components of ITS

a. The Expert Knowledge Model - The Expert Knowledge, also
known as the expert model or domain expert, reflects the concepts,
facts, problem-solving techniques, and rules of the specific area to be
taught and provides ITSs with an understanding of what they are
teaching.

b. The Student Model - The student model keeps information
about the student. The student submits some assignments. It knows
about the student's strong and weak knowledge zones in that topic
based on the submitted assignment. It is updated throughout the
learning process.

c. The Tutoring Model - It analyses data from the domain and student
models to determine the tutoring system's methods and actions.

School of Education Technology, Jadavpur University, Kolkata — 700032 9
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During the problem-solving process, if any student requests to get
help, for the next step, the system gives hints for the next step. The
system detects when the learner deviates from the learning
process. It also provides quick feedback to the student.

d. The User Interface model - That model represents the interaction
between user and device and also how the system responds.

Designing a new model for the tutoring system. It also keeps track of a
student’s emotional condition. According to the emotion prediction, the
system will change its teaching contents.

2.2. Facial Emotion Recognition

Facial Emotion Recognition (FER) is a technology that analyses facial
expressions in static images and videos to reveal information about an
individual's emotional state. It is consists of several parts, like -

2.2.1. Preprocessing

This technique is applied to an image to reduce its noise. In this
process, the unwanted pixels are removed from the image by using a
cropping operation. The unwanted parts are the hair and neck, and
the essential parts are the lips and eyes.

2.2.2. Convolution Neural Network

CNNs [2] are a form of deep learning algorithm that uses a

grid-like structure to process input. CNNs are particularly useful for
finding patterns in images to recognize objects, faces, and scenes.
The Convolution Neural Network has five layers for finding the
patterns in images. For Emotion Recognition, these layers are detect
the face key and facial landmarks. Fig.2. depicts the convolutional
neural network structure (CNNs).

School of Education Technology, Jadavpur University, Kolkata — 700032 10
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Convolutional Pooling
Layer Layer Fully Connected
Layers
Input Layer ?UtPUt
ayer
i
— EmEEm — .
i

Fig.2. CNN structure

a. Input layer - In this layer, input images are placed, and convert it
into single-layer 2D image (gray scale), 2D 3-channel image (RGB
colour) or 3D.

b. Convolutional layer - In convolutional neural networks (CNN), the
convolution layer is the main building block. It contains a set of
filters. Those sets of filters are called kernels, which are applied to
an input image. The convolutional layer produces a component map.
The component maps are stacked to generate more complicated
models that can learn more intricate information from images. The
convolution operation is shown in Fig.3.

o |25 75|80 [8O[——

o |75|80 |s0|s0| [Atolal]l —

0o |75 |80 80|80 |X| 52| gl 2 0. |75

o 70175 |80 80 —fa o |a| [°]°]|% mz” hJ
o|olo|lolo]| —— oo l%0]

Fig.3. Convolution Operation

c. ReLu layer - The ReLU (Rectified Linear Unit) layer is one of the
most popular processes in convolution neural networks, which is
used in neural networks. The ReLu layer is applied after the
convolutional layer and before the pooling layer. It replaces all
negative pixel values in the feature map by zero.

Mathematically, it is defined as y = max(0,x) .....c.ouvuvee. Equation.1

School of Education Technology, Jadavpur University, Kolkata — 700032 11



DETECTION OF FACIAL EMOTION OF LEARNERS’ USING FEATURE
EXTRACTION IN DESIGNING OF AN ADAPTIVE TUTORING SYSTEM

The mathematically graph of ReLu layer is shown in Fig. 4. It gives zero
output for all negative value and keeps the positive value.

Fig.4. ReLu Operation

d. Pooling layer - The spatial dimension of the input images is reduced
by pooling layers, making them easier to analyse and needing less
memory. Pooling layers also help to reduce the number of
parameters.

Mainly two types of pooling are present: maximum pooling and
average pooling.

Maximum pooling extracts the greatest value from each feature map,
where average pooling takes the average value. Pooling layers are
generally worked after ReLu layer to minimize the input images size.
The operation of maximum pooling and average pooling is shown in

Fig. 5.
Max Pooling Avg Pooling
4 19 2|5 4 |9 |2 |5
5 6 2 4 = 5 5 6 2 4 60 | 3.3
2 4 ] 4 6 8 2 4 ] 4 43 | 53
5|6 |8 |4 5| 6|8 |4

Fig.5. Operation of Max pooling & Average pooling
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e. Fully connected layer - Fully connected layers are used after the

2.2.3.

i.

pooling layer. When the fattened matrix goes through a fully
connected layer, it classifies the images and produces the
predictions. It may use the attributes learned by the preceding layers
to classify an image as containing a dog, cat, bird, human, face, or
other objects.

Loss layer - During training, the loss layer compares the fully-
connected layer's actual values in order to minimise the difference
between the guess and the true value. The weights in the convolution
and fully-connected layers are adjusted by the loss layer.

Softmax function

. e’
O-(Z)Z - K

Zj:l g

.......... Equation. 2.

The Softmax function, that determines the probability of each class
and gives the output between 0 and 1. It is applied just before the
output layer. The softmax function formula is shown in Eq. 2.

Output layer -That is the final layer in the convolutional neural
networks, that produces the desired final prediction.

Feature Descriptor

HOG -The histogram of oriented gradients (HOG) [3] is based on
first-order picture gradients that are densely clustered into
overlapping orientations.

HOG descriptor focuses on the structure or the shape of an object
and it visualises the main image. The HOG based feature is shown
in Fig.6.

School of Education Technology, Jadavpur University, Kolkata — 700032 13
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visualization

Fig.6 Simple image and after HOG visualization

ii. LBP - Local Binary Patterns (LBPs) [4] convert a grayscale image at
the pixel level to an integer number matrix. This label matrix explains
the original image. It computes the texture's local representation. The
LBP feature descriptor is a powerful texture classification feature.

Fig. 7 depicts the LBP operations.

- T

L
face image image divided LBF featwes LBP feature
in blocks for each block veCtor
14| 42| 12 0(1]0
52|139|24| —> |1 | P |0 |—>(10100100)
302039 0j0]|1

Fig. 7. LBP Operation

iii. SVM - SVM [5] is a popular and successful supervised learning
classifier that may be used for classification and regression problems.
The Support Vector Machine has been used successfully in pattern
recognition applications such as face recognition and word
recognition. Fig. 8 depicts the SVM process.

School of Education Technology, Jadavpur University, Kolkata — 700032 14
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Fig.8. SVM Process

iv... LDA - Linear Discriminant Analysis (LDA) is a dimensionality
reduction approach often used in machine learning to address issues
with more than two classes. LDA considers the labelling of two
distance points. The goal is to reduce the distance between data points
in different categories. It is more important after projection, and the
distance between data points of the same class is more compact.
Before the LDA process and after the LDA process are shown in

.
Ll

v

After LDA

Fig.9. Before LDA and After LDA process

Fig.9.
A
::.o..o.::‘t
447000
ey
2.2.4. Parameter

The model parameters represent a model in ML or DL. In machine learning
and deep learning, parameters are the values of learning algorithms. The
learning algorithms can change independently.

KERNEL SIZE - Deep neural networks, or convolutional neural networks
(CNN), are essentially a stack of layers defined by the actions of a number
of filters on the input. Kernels are the common name for these filters.
Convolutional filters are the kernels in the convolutional layer. In reality,
no convolution is performed, but rather a cross-correlation. The kernel size
refers to the width and height of the filter mask.
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PADDING - Padding is a term used in CNN to describe the number of
pixels added to an image before the CNN kernel processes it. When the
padding in a CNN is set to zero, the value of each pixel added is zero.

STRIDE - Stride is a component of convolutional neural networks
optimised for image and video data compression. Stride is a neural network
filter parameter that affects the amount of movement over an image or
video. When the stride of a neural network is set to one, the filter moves
one pixel, or unit, at a time.

FILTER - Filters are in charge of extracting a certain feature from a raw
image. CNNs attempt to learn such filters; that is, the filters parametrized
in CNNs are learned during CNN training. Each filter in a Conv2D is
applied to each input channel, and the results are combined to produce
output channels. As a result, the number of filters and output channels are
both the same.

School of Education Technology, Jadavpur University, Kolkata — 700032 16
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3. Literature Survey

Wang et al. [6] proposed an algorithm that uses an integrated expression
algorithm to detect learners’ faces from images. This is done by detecting
the emotional state of learners. The exiting algorithm has four models. Part
combination model, Eyes model, Mouth model and Eyebrows model.
Through those four models, they got 76.9% prediction accuracy.

Shen et al. [7] proposed an affective e-learning model based on facial
emotion. In their model, the learner emotions were detected and fed into
the affective e-learning model in real-time so that proper learning content
could be delivered depending on the learners’ current emotional states and
other learning contexts. They achieved a 68.7% accuracy rate.

Zhou et al. [8] proposed a model for a distance education system that
estimates the affective state of the learners in the modern distance
education system. The support vector machine (SVM) algorithm was
applied to recognize facial expressions in real-time. They claimed that the
proposed system could achieve a high recognition rate.

Brunelli et al. [9] designed a model based on facial element extraction and
it has three classifications, specifically feature-based [9], appearance-
based [10-11], and template-based [12].

The appearance-based method converts face images into a small collection
of typical feature images known as "eigenfaces," which are key
components of the first training set of face images [13]. Eigenfaces are
nothing more than a collection of orthonormal basis matrices. All of these
eigenvectors may be represented as a ghostly face, also known as a
"eigenface" [14]. They trained their model up to 100 epochs and got
highest 76.62% accuracy.

Wprke et al. [15] designed a FER system employing SVMs and local
region-specific features. In their FER system, they have converted the
whole input face image into domain-specific local regions. The local
region's LBP and neutrosophic c-means (NCM) features are retrieved and
fed into the SVM classifier. CK+ dataset is used in their proposed work.

Elagoz et al. [16] proposed a method for deleting unnecessary pixels by
integrating three datasets (KDEF, JAFFE, and their custom dataset) and
using the Haar cascade function. This CNN model achieved an accuracy of
91.81% for the classification of seven different emotions. This model was
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more accurate in predicting angry, fear, surprise and happy emotional
states, but less accurate in predicting sad.

Chan et al. [17] designed a new deep neural network system for emotion
recognition with the help of two convolutional layers followed by max-
pooling and four inception layers. They used seven different types of
datasets that achieved better accuracy. In their system the got 68.2%
accurate prediction rate.

Deep learning for emotion recognition was proposed by J. Singh et al. [18].
They used a facial landmark-based technique with the free source Dlib
package. A landmark model was used in this deep metric learning
technique to recognise faces. Facial landmarks are the points that are
utilised to distinguish the difference between faces. A human face has 68
landmarks, according to the Dlib library. These primary landmarks are eye
contour points, eyebrow contour points, pupils, nostrils, nose tips, mouth
contour points, etc. Their suggested CNN-based facial landmark-based
technique has three types of layers: convolutional, max-polling, and fully-
connected.

Pramerdorfer et al. [19] designed a CNN model where modern deep CNN5s
were used and exclusively tested on the FER2013 dataset. They achieved
an accuracy of 75.2% on the FER2013 dataset. They used current
architectures to increase the performance of face emotion recognition and
were able to outperform the shallow and basic CNN architectures.

Zhan et al. [20] proposed a facial expression classification method. In this
method, face key points and land marks are detected. Distance
classification and LBP algorithms are used to extract geometric and
textural features from key point locations. Finally, they classified the face
expression using SVM classification. The CK+ dataset was used in this
work and achieved 60% accuracy.

Based on it, introduce a new tutoring system architecture where affective
computing is applied. Face emotion recognition is used to construct an
emotion recognition system that detects the learner's emotional state and,
depending on it, automatically adjusts the level of content that is
appropriate for the learner.

School of Education Technology, Jadavpur University, Kolkata — 700032 18
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4. Proposed Methodology

In this proposed work, an adaptive tutoring system is designed so that the
content materials in the tutoring system can be changed as per the
learner’s emotions.

To capture the learner's facial emotions, a Facial Emotion Recognition
(FER) model is implemented, where different types of emotions are
identified. Mostly disgust, angry, fear, happy, neutral, sad, and surprise.

If the detected emotion is sad, the learning materials are changed so that
students better comprehend. If the predicted emotion is happy, then more
enhanced same-version learning materials are provided.

In this proposed adaptive tutoring system, the images of the learner's facial
expression are captured during the learning activity. The captured images
are sent to the Facial Emotion Recognition (FER) Model to predict the
emotions of the learners. Based on the facial expression, the learning
content is changed. Different types of features extracted have been used to
identify which method 1s given better accuracy in detecting learner
emotions.

For the developing the facial emotion model CNN architecture is used and
the forming feature descriptor is used. Here HOG, LBP, LDA feature
descriptor are used.

For designing the tutoring system, HTML, CSS, and Javascript are used,
and, for the database segment, PhpMyAdmin has been used.

In the proposed adapting tutoring system, the following components are
used in the Facial Emotion Recognition (FER) Model:

1. Image prepossessing

ii.  Feature extraction

1. Image classification

School of Education Technology, Jadavpur University, Kolkata — 700032 19
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Overall FER block diagram are shown in Fig. 10.

EMOTION DETECTION BY FACIAL EXPRESSION

TRAINING PROCESS

INPUT FROM DATABASE
FOR DATA TRAINING

S

REAL-TIME PROCESS

1]
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|
I|
I
||

TEST DATA (INPUT)

FACE DETECTION

Rz

FEATURE EXTRACTION

=~ o

g
i S
1T
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:#::> CLASSIFIER
|
| |

! | EMOTION % (OUTPUT)

Fig.10. Overall Block diagram of the FER system.

i. Image prepossessing

The images are captured through the webcam, and the pixels are removed
from the image for the cropping operation. The unwanted parts are the hair
and neck, and the essential parts are the lips and eyes. Image preprocessing
is a critical task since it decreases misclassification and increases the

recognition rate.

After the images are prepared, they are fed into the Model for extract.

ii. Features Extraction

With the help of feature extraction, it can reduce the amount of redundant
data in a data set. Finally, data reduction allows the model to be built with
less machine effort while also increasing the speed of the learning and

generalization steps in the machine learning process.
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Three different types of feature descriptors are used.
a. Histogram of Oriented Gradients (HOG)

HOG feature descriptor is used that divides the image into little cells and
computes the edge directions as given in Fig.11.
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(a) (b) (c)
Fig. 11 Simple face image(a), Gradient Magnitude image(b), After used HOG application(c)
Here is the simple image, divided into cells of size 64x128 pixels.

Histograms are ordered into a unique HOG histogram, (Fig. 11 c) that is
the final outcome of this algorithmic step.
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b. Local Binary Pattern (LBP)

LBP converts a grayscale image at the pixel level to an integer number
matrix. This label matrix explains the original image. The LBP feature
extraction process depicts in Fig. 12

SEeeeE m
T o ]}

T 121 | 110 | 128 i i

y 105 | 100 | 129 |:> 1 P

63 | 68 | 131 o | o 1

Binary : 11111001 = 249 |

Fig.12. Feature extraction using LBP

There are differences between neighbour and centre pixels here. A binary
code is generated for each pixel value in the image by thresholding its
neighbourhood with the value of the centre pixel. A binary pattern may be
made out of this binary code.

The centre pixel value acts as a threshold for the 3x3 neighbour pixels.
Threshold creates a binary pattern that represents a textural characteristic.

Here the threshold value is 100 for the centre pixel. If the values of the
neighbouring pixels are less than the threshold, they are assigned to 0. If
the neighbour pixels are more or equal to the threshold, it becomes 1. The
LBP value is calculated via scalar multiplication of the binary and weight
matrices.

Finally, getting the LBP value represented by the total multiplication of all
the results.

c. Linear Discriminant Analysis (LDA)

LDA employs projections of training images onto subspace, a subspace
defined by the fisher faces. Recognition is accomplished by projecting a
new face onto the fisher space, after which the KNN algorithm is used for
identification. Block diagram of LDA model is shown in Fig.13. LDA
takes for labelling the two distance point. The process of LDA is shown in
Fig.14, and Distance point is depicts in Fig 15.
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Fig. 13 Block diagram of LDA model
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Fig.15.Before LDA process and After LDA process
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iii. Image Classification

SVM is used for classification and regression for different states of
learning emotions.

So, in this proposed work, firstly recognise the face key point and face
landmarks, then extract it by using different feature extraction methods and
classified by SVM classifier.
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5. Experimentation and Result

DATASET

The learners’ images are capture through webcam with various expressions
which has send to the Facial Emotion Recognition (FER) system for
detection the emotional expression. In proposed method CK+ datasets [21]
is use for training and 50 images for testing to accurately predict the
emotion.

CK+ Database

The CK+ database is a publicly available dataset for recognizing action
units and emotions. It comprises expressions that are both posed and
unposed. Images from the CK+ dataset are stored in distinct files labeled
according to their emotional degree, and all images have been converted to
gray scale. Here we used total 1750 images for training.

The average accuracy is determined to summarise overall accuracy
performance.
Eq. 3. shows the formula for accurate calculation.

Number of correct prediction

= sk 0 .

Accuracy Total number of all cases 100% ............ Equation. 3
The overall accuracy result :

Method Accuracy

HOG + SVM 86.3%

HOG + Face Landmarks 56.4%

HOG + CNN 97.6%

HOG + LBP 87.4%

LDA + KNN 96.4%
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Fig.16. The accuracy result using different methods

Lineplots showing loss and accuracy of CNN+HOG model by epochs
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Fig. 17 (The training accuracy and test accuracy graphs )
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The outcome of prediction is shown in Fig.18.

@ 1. happy
O <matplotlib.

Fig. 18. ( The Prediction Result- Happy)
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6. Conclusion

This work is based on detecting various facial expressions using different
feature extraction methods. Here we analysed the facial expressions of
seven different emotions in various learners.

The captured images are fed in to CNN and different feature extraction
methods are applied, followed by an SVM classifier for classifying the
emotions. After applying different feature extraction methods, the CNN
model using HOG descriptor gives better accuracy than LBP, LDA, and
other methods. The 97.6% accuracy was achieved in the CNN model using
HOG.
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7. Future scope

The adaptive tutoring system is designed in such a way that the learning
materials can be modified and adapted as per the learner’s emotions. This
learner's emotions are detected using a Face Emotion Recognition (FER)
model, and several feature extractor methods are used to compare the
detection accuracy.

In the future, this model can be extended by adding more emotion—sensing
methods like speech recognition, text analysis, voice analysis, etc. to
confirm the emotion sensed through the different methods.
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9. Appendix
The overview of ITS as in Fig [19, 20, 21]

[l Maps By Transiate @ News [ | study

s Welcome

This WEBSITE is useful for everyone to get informa
topics.
ASKin is a Q& platform that empowers people to share and grow the world's
: e. People come to ASKin to ask questions about any subject, read
high knowledge that's personalized and relevant to them, and share
their own knowledge with others. ASKin is a place to share kmowledge and
better understand the world.

ASKin is an international question-and-answer website where questions are
asked, answered, followed, and edited by Internet users.

ASKinhasonlyunevermunofenvhquesﬁmLIt doesn’t have a left wing
version, anghtmngwmnu,awuﬁmmnu,mdm&smmmmnﬁsm

brings togeﬂmrpeopleﬁomdlﬁuentwm'lﬁm answer the same question, in

the same place — and to learn from each other. We want ASKin to be the place MAY 14, 2021

tavmceyanrnp:monbemnseASKinlswhemﬂmdebatemhappenmg‘he MAHENDRA NATH

want the ASKin answer to be the definitive answer for everybody forev MURMU,a final year
student of Jadavpur
University.

= Who uses our site?
H'SFREEWM,}URBVERYOI\EE.

Fig.19. Overview of ITS

M Gmai B YouTube ¥ Maps Bk Translate @ News [ study

welcome I administrator, [ log-out]
[Number]|Topic name|[Topie type|[Edit|Delete]
foors  Pma  [Z]X |

Qanmxﬁs Wﬂs& Privacy Statement User
@w%f«mw&&ﬂm

Fig.20. Overview of ITS
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M Gmail B YouTube B¥ Maps D Transiate @ News study
oEGTISE % stucture | [ saL | 4 Search Query &} Export (i Import | J* Operations =1 Privileges . Routines () Events 3 Triggers | ® Tracking v More
Recent Favorites .
) I Filters.
—6 New
= information_schema Containing the word
. mysql - -
Table .  Action Rows 4 Type Collation Size Overhead
| performance_schema — -
) answer g [] Browse [JaStucture 4 Search iinsert §EmPY @ Drop 9 InNODB UtBMD4_general_cl 1.8 KiB =
| phpmyadmin =B ki L Lo
“—  tech_forum ] chat & L1 Browse [j Structure g Search ?3“52’1 = Empty @ Drop 1 InnoDB  utf8mb4_general_ci 16.9 KiB
3 New D) chatmaster i (1 Browse [aStructure & Search ¥¢insert §#Empty @ Drop 1 InnoDB. utfemb4_general ¢ 16.8 Kif
#-a answer O] downloads g | |Browse [ Structure 4 Search 3 insert & Emply @ Drop o InnoDB. utiBmbd_general ¢ 16.8 Kib
#-i. chat O question g (2] Browse [34 Structure % Search 3iinsert §#Emply @ Drep © lnnoDB  utfgmb4_general ci 6.8 KiB
ol Cnalmes co [] snapshot ¢ | |Browse i« Stuclure ¢ Search 3¢ insert §Emply @ Drop @ InnoDB [atin1_swedish_ci  16.8 KiB
A O subtopic g [T Browse [iStucture % Search 3éinsert EHEMDly @ Drop 1 InnoDB utfSmbA_general_ci  16.8 Kis
- iestion =
e - ot [ topic f¢ (|Browse 7 Stuclure % Search 3¢ insert §9Emply @ Drop 1 InnoDB utiSmb4_general_ci  16.8 Ki5
-4 snapst
i ; wth i S ety B ; 5 J
i b (] user & || Browse T Stucture g Search 3¢ insert §9Empty @ Drop 2 linoDB utiSmib4_general 6 16.8 KiB
% 165 9tables  Sum 8 InnoDB utfEmb4_general_ci 144.0 Ki8 o8
£
A Usar 1_ O Checkal With selected v
~ i fest
— 1 webcam R
(& Print 8 Data dictionary
| [ Create table
Name: Nurber of columns: | 4
| 'm Console|”

Fig.21. Database

Uhome.php

<?php
session start();
require ("header.php");
require ("checkUser.php") ;
?>
<script type="text/javascript">
document.getElementById ("auhome") .className="active";
</script>

<h4><a href="que.php">My Questions</a>
&nbsp; &nbsp; &nbsp; &nbsp; &nbsp;

<a href="ansl.php">My Answers </a></h4>
<?php

[/ ——mm e ———— Storing values for SELECT

statement ---————-——-——————-———-—
SquestionID = "";
Sheading = "";
Suimg = "";
Sfullname = "";
$question detail = "";
Sdatetime = "";
Shost = "localhost";
SdbUsername = "root";
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SdbPassword = "";

$dbname = "tech forum";

[/ =—mm e creating
connection --—------—-——--——--——-——-

$conn = mysqgli connect (Shost, $dbUsername,

SdbPassword, S$dbname) ;

Statement ------------—————————————

$SSELECT = "SELECT question id,
heading, uimg, fullname, question detail, datetime FROM
question,user WHERE question.user id=user.user id ORDER BY
datetime desc";

$stmt = mysqgli prepare(Sconn, S$SSELECT);

if ($stmt == false) {// <mmmmmmm o
If something wrong in statement --—-——-———-——--——-—-
echo "dying.......... ";

die ("<pre>".mysqgli error ($conn) .PHP EOL.Squery."</pre>");
}
if (mysgli stmt execute($stmt)) {// <--
————————————————————————————— If statement executed -
mysgli stmt store result ($stmt);//
e e bbbt Storing the result in $stmt

the executed values in the variables - - ——————----——--———-
mysgli stmt bind result ($stmt,

$question id, S$heading, Suimg, $fullname,

$question detail, S$datetime);

all the $stmt values —-—-—-—---—-——-——————————————————————————
while (mysgli stmt fetch ($stmt))
{

echo "<span class='box2'>";

echo "<span class='head'><a
href="questionview.php? gid=" . Squestion id "
>Sheading</a></span>";

echo "<table>";
echo "<tr><td valign='top'
width="100px"'>
<img src='" . Suimg
"' alt='"' class="'uimg'/>
<br/>
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" . $fullname ."

<td valign='top'>

" . S$question detail
"<br/><br/>

" ., Sdatetime . "<br/><br/>

</td></tr>";

echo "</table></span><div
class='hl0'></div>";

[/ =——mmmmmmmm Closing the
connection -—-—-—--——=—-————-—————-—-
mysgli stmt close($stmt);
mysgli close ($Sconn);
} else {// {mmmm e
—-—-—— If STATE statement not executed --————-——-——-
echo "<hl10

style='color:Tomato; '>Something went wrong</hl0>";

die ("<pre>".mysqgli error ($Sconn).PHP EOL.Squery."</pre>");
}

2>

<?php require ("footer.php");?>

utility.php

<?php

error reporting(l);
function ExecuteQuery ($SQL)
{

$con=mysqli_connect ("localhost", "root","");
mysgli select db ($con,"tech forum");

$rows = mysqli query ($con,$SQL);
mysgli close (S$Scon);

return Srows;

}

function ExecuteNonQuery ($SQL)
{

$con=mysqgli connect ("localhost", "root","");
mysgli select db ($con,"tech forum");
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$result = mysqgli query ($con,$SQL);
mysgli close (Scon);

return Sresult;

2>
checkUser.php
<?php
if(!isset ($ SESSION["fn"]))
header ("location:index.php");
2>

<span style="text-align:right ;width:90%; display:block;
margin-bottom: 5px; ">

welcome <a href="uedit.php"><img
src="res/images/1l.Jjpg" class="imagedel"/><?php echo
$ SESSION["fn"];

?></a>, [ <a href="logout.php">log-out</a> ]
</span>

forum.php

<?php session start();
require ("header.php") ;

if ($_SESSION["fn"] == null) {
header ("location:unreg.php");
exit();

}

require ("checkUser.php") ;
7>

<script type="text/javascript">
document.getElementById ("aforum") .className="active";
</script>

<?php
Stopic = ExecuteQuery ("SELECT * FROM topic");

while ($rl = mysgli fetch array($topic))
{
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echo "<div
class="'heading'>$rl[topic namel</div>";

Sstopic = ExecuteQuery ("SELECT * FROM
subtopic WHERE topic id=Srl[topic id]");

while ($r2 = mysgli fetch array ($stopic)
{
echo "<div class='box'>";
echo "<div class='sub-heading'>
<a
href="questions.php?id=Sr2[subtopic_id]'>
$r2[subtopic name]</a>

</div>";
echo
"<p>$r2[subtopic description]</p>";
echo "</div>";

}

2>

<?php require ("footer.php"),; 72>

Questionview.php

<?php session start();
require ("header.php") ;
require ("checkUser.php") ;
?>

<?php

SELECT statements ----—-—-—-——-——=—=——-—-—---
Sheading =
Suimg = '';
Sfullname = ;
Sdatetime = '';
$question detail = ;

SELECT statement ---—————-—-——-—-————————
Sanswer id = ;
$likes = ''";
$answer detail = '';

)
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Shost = "localhost";
SdbUsername = "root";
SdbPassword = "";
$dbname = "tech forum";
//
the views ==========================================
//
/)= m e creating connection
fOor UPDATE —=-—-—-=—=——=———————————
$conn = mysqgli connect (Shost, $dbUsername,

SdbPassword, S$dbname) ;

) mm e UPDATE
Statement --------------—-—————————————————
SUPDATE = "UPDATE question SET
views=views+l WHERE question id=?";

$stmt = mysqgli prepare(Sconn, SUPDATE);

if ($stmt == false) {// Kemmmmmmm -
If something wrong in statement ------------—-—--
echo "dying.......... ";

die ("<pre>".mysqgli error ($conn) .PHP EOL.Squery."</pre>");
}
mysgli stmt bind param($stmt, "i",
$ GET[qgid]);// Cmmmmmmm e Binding
UPDATE with values
if (mysgli stmt execute($stmt)) {// <--
————————————————————————————— If statement executed -

[/==mmmm e Closing the
connection —--—-----——--——--——-——-——-
mysgli stmt close($stmt);
mysgli close (Sconn);
} else {// Cmmmm e
-—-—— If UPDATE statement not executed --——————————-
echo "<hl0

style="'color:Tomato; '>Something went wrong</hl0>";

die ("<pre>".mysqgli error ($conn).PHP EOL.Squery."</pre>");
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for SELECT —-——-————————————m— oo
$conn = mysgli connect (Shost, $dbUsername,
SdbPassword, S$dbname) ;

/) mm e SELECT
Statement --------------- - - ———————————————
$SELECT = "SELECT question id,
heading, uimg, fullname, question detail, datetime FROM
question, user WHERE user.user id=question.user id AND
question id=?";

$stmt = mysqgli prepare(Sconn, $SSELECT);

if (S$Sstmt == false) {// Lemmmmmmm
If something wrong in statement ------------—---
echo "dying.......... ";

die ("<pre>".mysqgli error ($conn).PHP EOL.Squery."</pre>");
}
mysgli stmt bind param(Sstmt, "i",
$ GET[qid]l);// <mmmmmmm e Binding
SELECT with values
if (mysgli stmt execute($stmt)) {// <--
————————————————————————————— If statement executed -
mysgli stmt store result ($stmt);//
e Storing the result in $stmt

the executed values in the variables ---————-—--—---—--————
mysgli stmt bind result ($stmt,

$question id, S$heading, Suimg, $fullname,

$question detail, S$datetime);

while (mysgli stmt fetch ($stmt))
{

Shead = S$heading;
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echo "<h4>";

echo $head;

echo "</h4>";

echo "<span class='box2'>";

echo "<span class='head'><a
href='answer.php?id=$ GET[gid]'>REPLY</a></span>";

echo "<table>";
echo "<tr><td valign='top'
width="100px"'>
<img src='Suimg' alt=""
class='uimg'/>

<br/>
Sfullname
<td valign='top'>
<b>S$head</b><br/>

Sdatetime<br/><br/>
$question detail</tr>";

echo "</table></span><div
class="hl0'></div>";

[/=—mmmmm e Closing the
connection —-—-—-—--———--"————-——————-
mysgli stmt close($stmt);
mysgli close ($conn);
} else {// D S
-——-—- If SELECT statement not executed --——————-——-——--
echo "<hl0

style="'color:Tomato; '>Something went wrong</hl0>";

die ("<pre>".mysqgli error ($conn) .PHP EOL.Squery."</pre>");
}
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$conn = mysgli connect (Shost, $dbUsername,
SdbPassword, S$dbname) ;

/) mm e SELECT
Statement ------------—————————————
$SELECT = "SELECT answer id, likes,
uimg, fullname, answer detail, datetime FROM answer,user
WHERE question id=? AND answer.user id=user.user id ORDER
BY datetime DESC";

$stmt = mysqgli prepare(Sconn, $SSELECT);

if($stmt == false) {// <mmmmmm =
If something wrong in statement --—-——-——-——--——-—-
echo "dying.......... "

die ("<pre>".mysqgli error ($conn) .PHP EOL.Squery."</pre>");

}

mysgli stmt bind param(Sstmt, "i
$ GET[qid]l);// <mmmmmmm e Binding
SELECT with values

if (mysgli stmt execute(Sstmt)) {// <--
————————————————————————————— If statement executed -

mysgli stmt store result ($stmt);//

e e bbbt Storing the result in $stmt

\AJ

the executed values in the variables - - ———-——----—-—--———-

mysgli stmt bind result ($stmt,
$answer id, Slikes, S$Suimg, S$fullname, Sanswer detail,
Sdatetime) ;

while (mysgli stmt fetch($stmt))
{

echo "<span class='box2'>";
echo "<span class='head'><a
href='answer.php?id=$ GET[gid] '>REPLY</a><a
href="'like.php?id=Sanswer idé&gid=$ GET[gid] '
class="'view2' >Like $likes</a>
</span>";

echo "<table>";
echo "<tr><td
valign="top' width='100px"'>
<img src='Suimg' alt='"
class='uimg'/>
<br/>
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$fullname<td
valign='top'><b>Re
S$head</b><br/>Sdatetime<br/><br/>Sanswer detail</tr>";

echo "</table></span><div
class="'hl0'></div>";

[/=—mmmm e Closing the
connection ----——-——-——-————————~
mysgli stmt close($stmt);
mysqli_close($conn);
} else {// D S
-——-—- If SELECT statement not executed --—————-—-——-——-—-
echo "<hl0

style='color:Tomato; '>Something went wrong</hl0>";

die ("<pre>".mysqgli error ($conn) .PHP EOL.Squery."</pre>");
}

>

<?php
require ("footer.php") ?>

LoginH.php

<?php require ("header.php"):;

?>

<?php

[/==mmm e Getting values from logon.php --—--------

Suid=$ POST["uid"];
Spwd=$ POST["pwd"];
Sactive = 1;// mmmmrr if user is
logged in, then active value (isuser in SQL database) is
true, false otherwise

if ( isset (Suid) && isset (Spwd)) {

Shost = "localhost";

SdbUsername = "root";

SdbPassword = "";

$dbname = "tech forum";

/) ——————————— create connection
for login - collecting user id, fullname, user type ------
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$conn = mysgli connect (Shost, $dbUsername,
SdbPassword, S$dbname) ;

$SSELECT = "SELECT user id, fullname,
user type FROM user WHERE username=? AND password=?";
// e
SELECT STATEMENT ----- <

$stmt = mysqgli prepare(Sconn, $SSELECT);

if($stmt == false) { // <————- If
something wrong in statement
echo "dying.......... "

die ("<pre>".mysqgli error ($conn).PHP EOL.Squery."</pre>");
}
mysgli stmt bind param($stmt, "ss", Suid,
Spwd) ; // L Binding SELECT
with values
if (mysgli stmt execute($stmt)) {// <--
————————————————————————————— If statement executed -
mysgli stmt store result ($stmt);//
Cmmmmm e Storing results in
variable S$stmt
//echo "<hl0
style="'color:MediumSeaGreen; ' '>Statement executed</hl0>";
//echo "num rows = "
mysgli stmt num rows (Sstmt);
if (mysgli stmt num rows ($stmt) == 1)
{// K—mmmm If number of rows = 1, means one user
is selected
//echo "one row only";
mysgli stmt bind result ($stmt,
Suid, S$fn, Sutype);// <mmmm Binding the values
with the result
mysqgli stmt fetch($stmt);//  <--
—————————————————————————————————— Storing values in the

session start();// D -
___________________________ Season for login created

Y —— Assigning the

$ SESSION["uid"]= Suid;
$ SESSION["fn"] = S$fn;

[/==mmmm———— Closing the
connection for SELECT statement

mysqli_stmt_close($stmt);

mysgli close ($Sconn);
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//---- creating new connection ---

$conn = mysqgli connect (Shost,
SdbUsername, S$dbPassword, S$dbname);

Supdate = "UPDATE user SET
isuser=? WHERE user id=?";// <emmmmmm e UPDATE
statement ---

$stmt = mysqgli prepare (Sconn,
Supdate) ;

1f ($Sstmt == false) {// <———————
———————— If something wrong in statement

echo "dying.......... "

die ("<pre>".mysqgli error ($conn) .PHP EOL.Squery."</pre>");
}
mysgli stmt bind param($stmt,
"is", Sactive, $ SESSION["uid"]); // < ———— Binding
UPDATE with values
if (mysgli stmt execute($Sstmt))
{// Cmmm e If statement
executed -
[/ =mm—————— Closing the
connection for UPDATE statement
mysqli_stmt_close(Sstmt);
mysgli close (Sconn);
//echo "statement exwcuted";
} else {// <mmmmmmm e
———————————— If UPDATE statement not executed --——-—-—-——----

echo "<hl10
style='color:Tomato; '>Something went wrong</hl0>";

die ("<pre>".mysqgli error ($conn).PHP EOL.Squery."</pre>");
}

if (Sutype=="admin")// <——-
______________ User is admin or not ------ options may be
(admin/ordinary)
{
ob start();

header ("Location:admin/home.php") ;

}

else
{
header ("location:
uhome.php") ;
}
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} else {
//echo
"fffffffffffffffffffffffe£fee";
header ("location:
index.php?act=invalid");

}

//echo "statement exwcuted";
} else {// Cmmmmm e
-——-- If SELECT statement not executed ---—————-—-—--—--——-
//echo "<hl0
style='color:Tomato; '>Something went wrong</hl0>";

die ("<pre>".mysqgli error (Sconn) .PHP EOL.Squery."</pre>");
}
}

?>
<?php require ("footer.php");?>

° import numpy as np
import tensorflow ag tf

fron sklearn.model_selection import train_test_spli:

import o

import cv2

fron google.colab.patches inport cv2_imshow
import matplotlib.pyolet as plt

fron tensorflow.keras. .ayers import DrapoLﬂ

fron tensorflow. keras. ayers import Flatten,3atchMormalization
fron tensorflow.keras. ayers import Dense, MaxPooling2D,lonviD
fran tensorflow.keras,.ayers impart Input,Activation,Add

fron tensorflow. keras.nodels import Model

fron tensorflow.keras.regularizers import 12

fron tensorflow. keras.optimizers Inport Acam

from tensorflow. keras.callbacks import Mocellheckpoint

import pandas a3 pd
from keras.models imoort Sequential,load modzl,Model

fron keras laye~s imgort ConviD,“axPool2D,Dense,Dropout,Batchilormalization,Flatten,Input
fron sklearn.model_selection import train_test spli:
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~ Import Dataset

[ ] dataset_folder='/content/drive/MyDrive/SM Maam/emotion/1.3_emetion_input_output/input/CK+48
sub_folders=0s.listdir(dataset_folder)

sub_folders

['anger’, ‘contempt’, ‘disgust’, "happy', 'sadness’, ‘surprise’, ‘fear’]

[ ] # Reading folder names as labels and images underneath
i=2
last=[]
images=[]
labels=[]
temp = sub_folders

# reading felders in the main dataset folder, one at a time
for sub_falder in sub_folders:

sub_folder_index = temp.index(sub_folder)

label = sub_folder index

# Define labels basis use case. We are using positive:@, negative:l, neutral:2
# for our use ¢ase of predicting emotions of visitors entering a retall store

ER . R R - a Tamat 2l FPrLaaa . PO

°. # Define labels basis use case. We are using positive:®, negatiwve:1, neutral:2
# for our use case of predicting emotions of visitors entering a retail store
if label in [4, &]: # label in ["happy’', 'surprise’]
new_label=0 # changed to label = positive emotion
elif label in [@,5]: # label in ["anger’,'sadness’]
new_label=1 # changed to label = negative emotion
else: # label in ["contempt’, 'disgust’, “fear’']
new_label=2 # changed to label = neutral emotion

path = dataset_folder+'/ +sub_folder
sub_folder_images= os.listdir(path)

# reading images in the sub folder, one at a time
for image in sub_folder_images:
image_path = path+'/ +image
print(image_path+"\t"+str(new_label)}

image = cv2.imread(image_path)
image = cv2.cwtColor(image, cv2.COLOR_BGR2GRAY)
image= cv2.resize(image, (48,48))
images. append(image)
labels.append(new_label)
is+=1
last.append(i)
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° last.append(i)

[ /content/drive/MyDrive/SN Maam/enotion/1.3_emotion_input_output/input/CK+48/anger/5010_2e4_eeeaealy
{content/drive/MyDrive/SH Maam/emotien/1.3_emotion_input_output/input/CK+48/anger/5@11_ 804 080e0e20

[rontent/drive/MyDrive/SH Maam/ematian/1.3_emotinn_input_nutput/input /CK+48/anger/SA11_AR4_AAAARAIT

{content/drive/MyDrive/SH Maam/emotion/1.3_emotion_input_output/input/CK+48/anger/5814 803 08REEH23

Jeonlant/deive /MuDrive/SH Maam/enol ion/1,3 emol ] lun_ Inogl ouloul/inoul /CK448/aneer/SA22 A25 #0828A31

LALPLVENYUILYR 2N Naamrenolion/ 2,z ! IPUL_QULPURSLNDULTLRRE angeny o0as v TOTTREIZL.

{content/drive/MyDrive/SM Maam/emotion/1.3_cmotion_input_output/input/CK148/anger/S@26_283_c@eeeals,
{content/drive/MyDrive/SM Maam/emotion/1.3_emotion_input_output/input/CK+48/anger/S@22_285_neanea3a.
{content/drive/MyDrive/SH Maam/emotion/1.3_emotion_input_output/input/CK+48/anger/5814_ 883 0ERAEA3D.

{content/drive/MyDrive/SH Maam/emotion/1.3_emotion_input_output/input/CK+48/anger/5823_ 801 08RER624
{content/drive/MyDrive/SM Maam/emotion/1.3 emotion input output/input/CK+48/anger/5826 883 @@aee14

{content/drive/MyDrive/SH Maam/emotion/1.3_cmotion_input_output/input/CK148/angor/S034 003 08006026
{content/drive/MyDrive/SM Maam/emotion/1.3_emotion_input_output/input/CK+48/anger/5A37_083_06aae020

{content/drive/MyDrive/SH Maam/emotion/1.3_emotion_input_output/input/CK+48/anger/5832_283 08RG8AL7.
Icontent.fdr*we/MyDr'we,'SM Naam!emotmm‘i 3 ernutlon 1nput output!1nputhK+48fangeN5629 201_oeeeeald.

i i T fmanow . e am fmmma mmm mmmmAmae

» Split into Train / Test

.png 1
png 1
{content/drive/MyDrive/SH Maam/emotion/1.3_emotion_input_output/input/CK+48/anger/5822_2@5 08000032,
(content/drive/MyDrive/sm Maam/enotion/1.3_emotion_input_output/input/CK+48/anger/sele_Bed_eeeeeels.
{content/drive/MyDrive/5M Maam/emotion/1.3_emotion_input_output/input/CK+48/anger/5010_004 00000019,

prg 1
prg 1
prg 1

.png 1
{content/drive/MyDrive/SH Maam/emotion/1.3_emotion_input_output/input/CK+48/anger/5811 824 08RA8A19.
{content/drive/MyDrive/SH Maam/emotion/1.3 emotion input output/input/CK+48/anger/5814 203 6EEE0E29.

png 1
png 1

prg 1

pne 1
Fie -

prg 1
prg 1
prg 1

prg 1
(content/drive/MyDrive/sM Maam/enotion/1.3_emotion_input_output/input/CK+48/anger/sd28_Bel teddeezs,
{content/drive/MyDrive/5M Maam/emotion/1.3_emotion_input_output/input/CK+48/anger/5625_ee1_eee0eez23,
/content/drive/tyDrive/SH Maam/enotion/1.3_emotion_input_output/input/CK+48/anger/S626 883 0680BAIS.

png 1
prg 1
png 1

ong 1
{content/drive/MyDrive/SH Maam/emotion/1.3_emotion_input_output/input/CK+48/anger/5832_283 08RA8A1G.
/content/drive/MyDrive/SH Maam/emotion/1.3_emotion_input_output/input/CK+48/anger/5829_B81_080REA1T.
{content/drive/MyDrive/sM Maam/emotion/1.3_emotion_input_output/input/CK+48/anger/se34_ea3_teeaeezy.

png 1
png 1
prg 1

png 1
ong 1
{content/drive/MyDrive/SH Maam/emotion/1.3_emotion_input_output/input/CK+48/anger/5834_203 08000025,

png 1
png 1
png l

(] X train, X test, ¥ train, ¥ test= train test split(ieapss x, lsbels y encoded,test size=d. i3, random state=12)

e i Erain)

135

Ten{M_test)

145

irput = Input(shape = [(48,%3,1))

oWl = Conva(31,(3, 3), pedding = "same’, strides={1, 1), kernel_regularizer=12(8.821))(Input)
poewl = Qeopout (8.1} convl]

roevl = Bctivation] "relu’ Jloomvl)

pootl = MaxPooling2Diponl size = (1,2)) (conwl)

oewd = ConvaD(84,(3, 3}, padding = "same’, strides={1, 1), kernel regularizer=12(8.5¢1))(ponl1)
0ol = Deopout(@. 1} {coav2)
conwd = Activation] 'relu’ Woom2)
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» Model Training

o fie s="ic

theckpointer = Fodellteckpoint{fle s, monitors'loss' verbose=1,s5ave best paly=Try
save_weipnts only=Fales, node="auto’,save freg='gpocn’
tallbatk_list=[checkpointer]

[ ] save = sodelft(X tradn,Y frain,batch size=32,validation data=(X test,Y test),epochs=58,callhacks=[caliback list])

- less: 10731 - accuracy: 9.4805
inf t0.1.27345, saving sodel to /content/drive/Mydrive /™ Maan santion/d.3 saction input outpuzioutputs
srezzme] <138 Wms st - loss: LML - atcurary: 84805 - wal lose: 13883 - val accuracy: 8475

eaction model i3

: sssesash ..., - ETAS B5 - Boss: 1723 - aocuraty: 8.4265
Epoch 1 loss improved from 137305 tol 114833, saving eodel o feontentiorive/Mdrive/SH Maze/enotfon/1. 3 enotion input output outpet/eaotion sodsl.h5
] - s Pmsistep - loss: 11483 - zreuracy: 84387 - val loss: L1389 - val sccurary: B.4758

] - ETA: Bs - loss: 1IBIE - accuracy: 94363

s 1 1.14633 to §.6BB7Y, saving podel to feonfentidrive/MDrivsiSH Mazalenotion 1.3 enative insut outputioutpst esation socel.hs
BB [sesssmsmcsssssmanrenmannsana=s] - B Uagistep - loss: LT - acouracy: 85304 - val logs: LAT8E - val accursry: 9,554
B 450
(B [sssssasasssansmnzrsaad,one, o | = ETAL B8 - Joss: QL8331 - accuracy) 96765

ocki & loss-Impecved from 1BRE72 10 8.09113, saving model to feontent/drive/MDrive/Sh Mazaenotion/1.3 esotice fnput output/outsut/emotion_model.hs

~ Model Performance

[ ] # Checking the train and test loss and accuracy values from the neural network above.
train_loss = save.history['loss’]
test_loss = save.history['val_loss']

train_accuracy = save.history[ accuracy’]
test_accuracy = save.history[ 'val accuracy’]

[ 1 # Plotting a line chart to visualize the loss and accuracy values by epochs.
fig, ax = plt.subplots(ncols=2, figsize=(15,7))
ax = ax.ravel()

ax[@].plot(train_loss, label="Train Loss’, color="royalblue', marker="o", markersize=5)

ax[@].plot{test_loss, label='Test Loss’, color = ‘orangersd’, marker="o0", markersize=5)

ax[@].set_xlabel( 'Epochs', fontsize=14)
ax[@)].set_ylabel('Categorical Crossentropy’', fontsize=14})

ax[@].legend(fontsize=14)
ax[@].tick_params(axis='both’, labelsize=12)
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