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Abstract
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Detection of Overlapping Communities using Multi-Objective Genetic Algorithms

by Amit Kumar

The science of network analysis has gained great achievement in the modeling of complex
real-world systems. These complex networks exhibit the existence of different types of com-
munity structures. In the real world the complex networks such as social networks, biologi-
cal networks transportation network, etc. usually exhibit in-homogeneity which results in a
different modular structure having high interconnection within themselves and less intercon-
nection with the other modules, commonly called communities. In the real world these com-
munities are not necessarily disjoint. Some of these communities may have some common
participation called overlapping nodes and these communities are overlapping communities.
Analyzing such communities has gained significant attention and become one of the major
research topics in complex networks.

In this thesis, we have developed a method to handle the complex networks with ground
truth modular structure. Our proposed method is based on a multi-objective evolutionary
algorithm. Since the community detection problem can be transformed into an optimization
problem, therefore we have used NSGA-II as a supporting structure consisting of two objec-
tive functions. The first objective function 5.6 maximizes the internal edge density while the
other one ( i.e eq. 5.7) minimizes the external edge density of a community. We have devel-
oped a neighbor based strategy for initializing the initial population, mutation operator and
updation method. Apart from this, we have also computed fuzzy membership values for each
node. These combined approaches capable of solving the community detection problem. We
have validated our method against four real-world networks with known communities. We
have compared our method with seven benchmark methods based on standard metrics like
gNMI and modularity. Experimental results show that our method is capable of producing
high gNMI value compared to modularity.
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Chapter 1

Introduction to Community Detection

1.1 Background

Complex networks are an important part of the real world. Many systems that run in our real
world can be modeled to form networks that may be simple or complex. These networks
can be represented into a graph consisting of a set of nodes and a set of edges. A connected
pair of nodes called edge. Networks are generally used to represent the relationship between
individuals or objects. They are employed in various domains such as computer science,
physics, and mathematics to represent different types of complex systems such as social net-
works [86], transportation networks [84], collaborative network [88], biological networks
[87]. For example, in a social network, a person can be represented as a node and his rela-
tions with friends and colleagues can be represented by edges. In a road network, nodes are
the locations and the paths between locations are the edges. In molecular networks, nodes
represent sets of molecules, and edges are conserved molecular interactions. In citation net-
works, nodes can be the varieties of entities, and edges can be the collaboration between
them. Such types of networks are continuously increasing due to the development of new
technologies. For example, the application of advanced technology to some regions con-
struct Smart cities which generates many complex networks like traffic network [82], power
grid [85], social networks [86], etc. that need to handle properly. Such networks contain very
important latent information which needs to be revealed. So data mining plays a very crucial
role in discovering hidden patterns or information from such networked data. Community
detection is one of the important tasks in the analysis of such networks in which different
groups or modules present in the network have to be identified. Such a group or module is
called a community. As the definition of a community is not well defined so we adopt the
most acceptable definition of community by the researchers as a community is a group of
nodes having a high association within themselves but less interaction with the rest of the
network. The following Figure 1.1 show the pictorial view of communities. Mining patterns
like community on complex networks, the community detection task is to split the network
into a number of groups of vertices which are commonly known as communities and these
communities are different from each other.

1.2 Motivation

Mining patterns like community on complex networks, the data mining task is to split the
network into a number of groups of vertices called communities. In real-world networks
some of the vertices have the potential to participate in multiple communities. Such com-
munities are said to be overlapping communities. For example, an individual in a social
network usually has multiple relations towards groups like family, friends, and colleagues.
For researchers, they may be active in several domains. Such type of communities usually
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FIGURE 1.1: Non-overlapping vs Overlapping communities.

exists in the real world. Figure 1.1 depicts the overlapping and non-overlapping communi-
ties. Community detection for the non-overlapping community is itself a difficult task and
if the community becomes overlapping it becomes a great challenge. Over the last decade,
overlapping community detection gains significant attention to researchers. Since the com-
munity detection problem is NP-Hard so this problem can be converted to an optimization
problem and Genetic Algorithm(GA) commonly used to solve such optimization problem.
Genetic Algorithm is a stochastic search and the optimization method that uses the concept
of natural evaluation. It runs on a population consisting of a set of chromosomes( i.e individ-
ual). The individuals of the population are made to pass through the process of evolution (i.e
selection, crossover, and mutation) such that fittest individuals go over the next generation
or iteration. The applications of such community detection algorithms in the area of social
networks, biological network, bibliographic networks, traffic networks, etc. will help us to
analyze the topology and functional behavior of network which have great impact on medical
science, business, management and many more.

1.3 Aim and Objective

The aim of this thesis is to develop a method that can efficiently identify communities in the
context of real-world networks. This requires the development of objective functions that are
capable of generating optimal or near optimal community against the ground-truth modular
structures which algorithms can be compared against each other. In order to achieve this
goal, a number of key points need to be achieved:

• The formal definition community has been provided and the problem of community
detection has been modeled as an optimization problem.

• A method suitable for real-world networks with known community structures has been
developed.

• The best solution has been chosen based on NMI and Modularity.

• Proposed method has been compared with some existing methods based on NMI and
Modularity using real-world networks.
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1.4 Contribution

In this section, we have briefly discussed our contribution to the proposed method. We have
used NSGA II as working support with objective functions. We have proposed a neighbor-
hood strategy for generating the initial population and fuzzy membership value assignment
for each node. We have also proposed a mutation operator having room for both random
based and neighbor based strategies while the updation method is used for updating the chro-
mosome after crossover and mutation operators.

1.5 Thesis Organization

The rest of the thesis is organized as follows: Chapter 2 describes the concept of data mining,
it’s architecture, and different data mining techniques. NSGA-I, and NSGA-II variant of the
Genetic Algorithms are described in the Chapter 3. Chapter 4 consists of a literature survey
related to community detection algorithms. Our proposed method is discussed in Chapter 5
and the experimental results are presented in Chapter 6. Finally, we conclude and put some
light on future work in Chapter 7.
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Chapter 2

Data Mining

We are living in a world which is information age world. Information is the basis for run-
ning all systems. Due to the great availability of large amounts of data and there is also an
immediate need for gathering useful information or knowledge from such data. In past few
decades data mining has emerged as a great weapon to handle such huge amount of data. The
useful information obtained can be beneficial for us and society. There is wide applications
of data mining mention in [72] like market analysis, fraud detection, and customer retention,
to production control and science exploration.

Data mining [72] is the process of "extracting" or "mining" useful information from large
amounts of data. There are several types of real world mining. For example in coal mining
,we actually mine coal from rocks so the process is termed as coal mining rather than rock
mining. The "data mining" term is a misnomer. Information or knowledge mining does not
resemble as mining from data but the data mining contain both terms "data" and "mining"
that’s why it is popular. There are several terms such as knowledge extraction, pattern analy-
sis, data archaeology, data dredging etc. which have similar or very less dissimilar meaning.

FIGURE 2.1: Data mining steps in the process of knowledge discovery.
Source:[72]

1. Data cleaning (to remove noise and inconsistent data)

2. Data integration (where multiple data sources may be combined)
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3. Data selection(where data relevant to the analysis task are retrieved from the database)

4. Data transformation(where data are transformed or consolidated into forms appropriate
for mining by performing summary or aggregation operations, for instance)

5. Data mining (an essential process where intelligent methods are applied in order to
extract data patterns)

6. Pattern evaluation (to identify the truly interesting patterns representing knowledge
based on some interestingness measures)

7. Knowledge presentation (where visualization and knowledge representation techniques
are used to present the mined knowledge to the user)

2.1 Architecture of a typical data mining system

Based on this view, the architecture of a typical data mining system [72] may have the fol-
lowing major components:

• Database, data warehouse, World Wide Web, or other information repository: This is
information storage source in the form of a set of databases, data warehouses, spread
sheets, etc. Data cleaning and data integration techniques may be applied on the data.

• Database or data warehouse server: The task of database or data warehouse server is
to fetch the relevant data for mining, based on the user’s request.

• Knowledge base : This plays a very important role for mining data. This provides
domain knowledge to guide the search or evaluate the interestingness of resulting pat-
terns. The domain knowledge can include concept of hierarchical approaches, used to
organize attributes or attribute values in to different levels of abstraction. It may also
include knowledge based on user beliefs. Apart from this , knowledge base can be used
to build various interesting constraints and threshold, and meta data (e.g., describing
data from multiple heterogeneous sources.

• Data mining engine: This is essential to the data mining system and ideally consists of
a set of functional modules for tasks such as characterization, association and correla-
tion analysis, classification, prediction, cluster analysis, outlier analysis, and evolution
analysis.

• Pattern evaluation module: This part uses different interestingness measures to inter-
acts with the data mining modules. Its aim is to the search interesting patterns may
using thresholds to discover patterns.

• User interface:This part interacts with the users and the data mining system. It allows
users to interact with the system by providing a query related to the data mining pro-
viding helpful information to search, and performing exploratory data mining based on
the intermediate data mining results.
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FIGURE 2.2: Architecture of a typical datamining process. Source:[72]

The tasks of data mining are mainly categorized into two forms.

1. Predictive mining : The aim of predictive mining is to predict unknown or future results
instead of current behavior. The predictive analysis is used to present information about
"what might happen ?" and "why it might happen ?" to the data.

2. Descriptive mining : Descriptive mining is commonly used to find the regularities in
data to discover interesting, human understandable patterns. It focuses on the summa-
rization and conversion of data into meaningful information. Descriptive analysis is
used to provide information about "what has happend ?" and "what is happening ?" in
the data.

2.2 Data Mining Techniques/Tools

Data mining is an interdisciplinary field that includes the different diversity of problems.
Therefore the integration of tools/techniques from such areas should be incorporated. Fol-
lowing are the several data mining tools which are widely used to solve data mining problem.

• Soft computing

• Machine learning

• Statistics

• Rough set theory,

• Database Technology

• Different visualization tools
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2.2.1 Soft Computing

The concept of Soft computing was introduced by Professor Lotfi Zadeh in nearly mid 90’s
with an aim to handle the imprecision, uncertainty and partial truth. This concept was de-
veloped for better understanding with reality in order to achieve tractability, robustness, low
solution cost. The ultimate objective is to closely match with human mind. For example,
to park a car parking slot having rectangular line margin. Our goal is to successfully park
the vehicle(car) in given parking slot. In reality, we don’t bother about how perfectly fit in
that slot from each wheel position equally in left and right direction. We generally deal with
approximation to save time and cost. Human mind is able to handle such approximation in
order to successfully achieve a goal. Soft computing was developed to handle such approxi-
mation as human mind does. So it comprises several domain like neural network,fuzzy logic
and genetic algorithms. It also includes probabilistic reasoning. The important thing is that
the involvement of different domains are complementary not competitive.

Soft Computing Tools

There are generally three main tools/techniques used in soft computing.These are Neural
network, Genetic Algorithm and Fuzzy logic.

A neural network is a processing system which can be a hardware device or an algorithm.
The design of neural network was inspired from functionality of biological nervous system.
Neural networks mimics the processing of information as that of human brain. Artificial
neural networks are such a novel approach of neural network. An artificial neural network
(ANN) is an efficient information processing system which mimics the characteristics of a
biological neuron. It consists of a large number of highly interconnected processing ele-
ments called nodes. These nodes commonly operate in parallel and are configured in regular
architectures. Each node is connected with the other nodes, not necessary to all , by a inter
connecting edge which is associated with some weights for the processing of information
regarding the input signal. Each node has its own internal state called activation state which
is responsible for activating or deactivating the signal and this activated signal is transmitted
to other interconnecting nodes. Each node can sent activated signal one at a time. Artificial
neural network has three main components.

1. Input layer

2. Hidden layer

3. Output layer

FIGURE 2.3: Model of a typical artificial neural network
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Figure 2.3 describe a typical artificial neural network. The inputs are fed to the input layer
which is transmitted to the connecting nodes hidden layer (first hidden layer) where the pro-
cessing is done based on certain criteria and again the output at this layer is fed to the next
layer (hidden layer 2) and similar type of processing are done. This process continues till the
output is obtained at output layer. Following are six different of ANNs are currently being
used.

• Feed forward Neural Networks

• Radial basis function Neural Networks

• Kohonen Self Organising Neural Networks

• Recurrent Neural Networks

• Convolution Neural Networks

• Modular Neural Networks

Fuzzy logic is an approach of multi valued logic based on degree of truth rather than
binary truth value of "0" or "1". It is a commonly used mathematical tool that deals with the
uncertainty and partial truth. The idea of fuzzy logic was introduced by Lotfi A. Zadeh in
1965. Fuzzy logic provides an important concept of computing to soft computing. It provides
a technique to deal with imprecision and information granularity. The fuzzy theory provides
a mechanism for representing linguistic concepts such as "high", "low", "medium", "tall",
"many" etc. In fuzzy system the values are given in the range from 0 to 1 where 0.0 represents
"falseness" and 1.0 represents "absolute truth". Fuzzy set represent fuzzy logic which offers
to model the uncertainty and vagueness of the problem or system. The definition of fuzzy set
is given below:

• Definition 1. Let U be a non-empty set and A fuzzy set in U is characterized by its
membership function.

µA : U→ [0,1] (2.1)

and µA(u) is as degree of membership of element x in fuzzy set A ∀ x ∈U
The representation of fuzzy set A is given in eq. 2.2

A = {(u, µA(u))|u ∈U} (2.2)

• If U = {u1,u2, ...,un} is a finite set and A is a fuzzy set in U then the fuzzy set is repre-
sented as following:

A = µ1/u1 + µ1/u1 + ...+ µn/un (2.3)

For example, in real life we commonly say that ”XY Z is a tall person” can be trans-
lated as XY Z belongs to a set of tall people and can be represented symbolically as µ(tall),
where µ is the membership function that can give a value between 0 and 1 based on the
membership degree. In Asian countries over 150 cm long person may belongs to a tall and
in European counties over 180 cm long person belongs to a tall class. So in crisp set theory,
the generalization of such cases are hard because there is not a fixed decision point to denote
a person may belong to a tall class or not. Therefore, using fuzzy set theory we can handle
such ambiguity. In figure 2.4, we have shown the fuzzy membership for the objective term
"tall" has been assigned fuzzy values. At 150 cm and below, a person does nor belong to the
fuzzy class of tall while for above 180, it totally belongs to a tall class. Between 150 cm to
180 cm we have given fuzzy values in the range of [0,1].



Chapter 2. Data Mining 9

FIGURE 2.4: A fuzzy representation of tall person

Apart from fuzzy set theory, fuzzy logic is used in solving approximate reasoning repre-
sented in the form of fuzzy inference engine or fuzzy rule base. The birth of Evolutionary
Algorithms arises due the the great success of Genetic Algorithms(GAs). The algorithms
which uses the principle of natural evolution are said to be evolutionary algorithms (EAs).
There are several algorithms comes under evolutionary algorithms in which Genetic Algo-
rithms (GAs), Particle Swarm Optimization (PSO).

Genetic Algorithms:
Genetic algorithms are the random search and optimization algorithm that is inspired

from the process of natural evolution. It works on a set of population of individuals. These
individuals are represented by encoding of gene like binary encoding, octal encoding, tree
encoding, permutation based encoding etc. The individuals of the population have to pass
through the process of genetic evolution (selection,crossover and mutation) and elitist strat-
egy may be used to keep the best or some set of best individuals. This process is continuously
repeated and the process terminates if it satisfy the terminating criteria. The terminating cri-
teria can be the given maximum generation or there is no change in elitist individual for a
some generation. The detail description of GA is given in Chapter 3

Particle swarm optimization (PSO) is also a evolutionary algorithm which is based on
population developed by Dr. Eberhart and Dr. Kennedy in 1995. It is a stochastic optimiza-
tion technique inspired by social behavior of bird flocking or fish schooling. PSO has many
similarities with evolutionary computation techniques such as Genetic Algorithms (GA) that
involves a set of random solutions called population and searches for global optima. How-
ever, PSO is dissimilar from GA in the sense it does not has evolution operators such as
crossover and mutation. In PSO, the solutions are called particles that move through the
problem space by following the current optimum particles. Each particle in multidimen-
sional space is associated with a position and a velocity. The main feature of PSO is memory.
Each particle has a memory of its best position and knowledge of the swarm’s best. Mem-
bers of a swarm communicate through their memory knowledge and modify their position
and velocity. This can be done in two main ways:

1. Global best: It is the best position among the swarm which is known to all. If any best
position found then there is immediate impact to update the new best position.

2. Local best: This is best solution within a subset of swarn where each particle only
immediately communicates about its best position.

Operation on PSO
Each particle consists of following two component:
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• Position vector.....xi(t)

• Velocity vector......vi(t)

After finding the two best values, the particle updates its velocity and positions with following
equation 2.4 and 2.5.

vi(t + 1) = vi(t)+ c1? rand()? (pbest(t)− xi(t))+ c2? rand()? (gbest(t)− xi(t)) (2.4)

xi(t) = xi(t)+ vi(t) (2.5)

During the process, each particle has its own memory having individual knowledge pbest,
i.e., its own best-so-far in the position and social knowledge gbest i.e., pbest of its best
neighbors Performing the velocity update, using the formula given below above. Here, c1
and c2, the cognition and social components respectively are the acceleration constants which
changes the velocity of a particle towards the pbest and gbest, rand is a random number
between 0 and 1. The flowchart of PSO is given in figure 2.5

FIGURE 2.5: PSO Flowchat process

2.2.2 Machine Learning

Machine learning is the part of artificial intelligence (AI) that makes machine or system
capable to learn automatically from experience in order to improve its performance without
explicitly programmed. There are four types of machine learning.

• Supervised Learning : As the name depicts the presence of a supervisor or a teacher.
Supervised learning is a type of learning in which system learns from a training data
set. A training data set consists a number of examples which has both input variables as
well as output variables. In other words the output of the given input is already known.
The machine or system has been trained on such data set. The goal is to approximately
map the input variables to output variable so that when a new input will be given then
the machine can predict the output. This can be explained with a real life example.
Before the examination, the students are first taught by teachers regarding some topics
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or subjects to develop their skills. Some new questions are made regarding the same
topic they have been taught. Still some of the students are capable enough to solve the
given questions. Such learning process are called supervised learning.

FIGURE 2.6: Examples of Supervised Learning. Available from:
https://www.bing.com/images/search?q=supervised+learning+

image&FORM=HDRSC2

Key Points:

– Most of the problem are based on Regression and classification problem.
– The training data are labeled.
– There are some popular algorithms like Linear Regression, SVM(support vector

machine), Random Forest, ANN (artificial neural network), Decision Tree, Naive
Bayes, Nearest Neighbor.

– It is generally used for Predicting Modeling.

• Unsupervised Learning : Unsupervised Learning is another type of machine learning
in which there is no need any supervision. It learns from the data set having only input
data and no corresponding output. The goal of unsupervised learning is to find the
hidden pattern or underlying structure in a way to learn more about data. For example,
if a kid is given a basket of fruits having apples and bananas. The kid starts to differ-
entiating the apples and bananas based on his own intuition of color, shape and size.
There is no one there to guide him. Such type of learning are unsupervised leaning.

FIGURE 2.7: Example of an Unupervised Learning

https://www.bing.com/images/search?q=supervised+learning+image&FORM=HDRSC2
https://www.bing.com/images/search?q=supervised+learning+image&FORM=HDRSC2
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Key Points:

– It is widely used for clustering problem and anomaly detection.

– The dataset are unlabeled.

– Some most popular algorithms are K-means clustering, FCM, DB-Scan, Hierar-
chical clustering, SOFM clustering etc.

– It is generally used for Descriptive Modeling.

• Semi-supervised Learning :This learning process lies between supervised and unsu-
pervised learning because it uses both labeled and unlabeled data. During training
phase there are small amount of labeled data and large amount of unlabeled data. The
process of labeling large amount of data for supervised learning is time consuming as
well as expensive. The labeling of too much data may result in biasing the model. So
including large amount of unlabeled data may improve improve the accuracy of model
which results in time saving and cost efficient.
Key Points:

• Reinforced Learning : This is another type of learning process which is exposed to an
environment where it is trained on the basis of trail and error method. In this learning ,
an agent interacts with an environment to do some action based on its previous history
to complete each step. For every successful step it gets reward and for failure it will be
punished.

FIGURE 2.8: Examples of Reinforced Learning

Key Points:

– Markov Decision Process is basic model for reinforcement learning .

– The most popular algorithms are Q-Learning, Deep Adversarial Networks.

– Its practical application in self driving cars, games like chess.

2.2.3 Statistics

Statistics is one of the important part to handle data mining tasks. It provide tools and meth-
ods to give deeper insight into data. Statistical knowledge helps to select appropriate methods
to collect data, employ the proper analysis and efficiently present the obtained information.
It is rvery important in decision making and prediction based on data. There are some most
important statistical distribution needed to analyze data.
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TABLE 2.1: An information Table

Individual number Headache Malaria Temperature Flu
x1 Yes Yes Nominal No
x2 Yes Yes High Yes
x3 Yes Yes Very High Yes
x4 No Yes Nominal No
x5 No No Highl No
x6 No Yes Very High Yes

• Poisson Distribution: A Poisson distribution is a statistical distribution that shows how
likely the number of times an event occurs within a specific period of time. It is used
for an independent event which occurs at some constant rate within a specific time
interval.

• Binomial Distribution: It is a probability distribution of one of the two outcomes of a
random event has occurred a fixed number of trails.

• Hyper geometric Distribution: The hyper geometric distribution is is discrete proba-
bility distribution used to calculate probabilities when sampling without replacement.

• Discreate Uniform Distribution: It is a type of uniform distribution which is discrete
and symmetric.

• Negative Binomial Distribution It is a probability distribution performed for discrete
random variable to get specific number of failure on a series of independent and iden-
tical distributed bernoulli trails.

Apart from statistical distribution, a number of statistical models like Bayesian model (Naive
Bayes), Markov model, Gaussian mixture model, Hidden Markov Random Field model etc.
commonly used to validate the model taken under analysis. These models are widely used in
machine learning.

2.2.4 Roughset Theory

The advancement of computer science and technology in the field of computer network, a
huge amount of information are processed every second of the day. The data needed for
processing may be consistent or inconsistent. There are already developed like probability
theory, fuzzy set theory and evidence theory to handle uncertainty. Rough set theory is a new
paradigm for dealing with vague, imprecise, inconsistent and uncertain knowledge. Because
of its unique approach and easy operation, the rough set theory has become an important
mathematical tool in the field of intelligent information processing [78],[79]. In recent years
it become an important tool for data mining and used in knowledge discovery, decision sup-
port and analysis, machine learning.

A knowledge representation scheme can be defined formally by an information system S
expressed as the 4-tuple.

S = 〈U ,R,V , f 〉,R =C∪D (2.6)

Where U is a finite nonempty set of objects and R is a finite nonempty attributes formed
by union of the subsets C and D are called condition attribute set and decision attribute
set respectively. V is a finite set of values formed by union of the set of values of at-
tribute a, Va and card Va>1. f is a description or information function. In Table 2.1,
the set U = {x1,x2,x3,x4,x5,x6} is a finite nonempty set, also called a universe, and R =
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{Headache,Malaria,Temperature,Flu} is a finite nonempty set, also called an attribute set.
Some basic concepts [80] on rough set theory are given below.

• Indiscernible relation: Given a subset of attribute set B ⊆ R, a relation is said to an
indiscernible relation if it satisfy the following relation.

ind(B) = {(x,y)|(x,y) ∈U2,∀b∈B(b(x) = b(y))} (2.7)

The equivalence relation is an indiscernible relation and the equivalence class is de-
noted by [x]ind(B , or[x]B, or[x] where x is an object.

• Upper and lower approximation sets: The upper and lower approximation sets are
defined on a subset, X ⊆U , on 2.8 and 2.9 respectively.

apr(X) = x ∈U |[x]∩X 6= φ (2.8)

apr(X) = x ∈U |[x] ⊆ X (2.9)

If an object x ∈ POS(X), then it belongs to target set X certainly. If an object x ∈
BND(X), then it doesn’t belong to target set X certainly. If an object x ∈ NEG(X),
then it cannot be determined whether the object x belongs to target set X or not. Where
the POS(X) = apr,BND(X) = apr(X)−apr(X) and NEG(X) =U−apr.

• Definable sets: For a given an information system,a target set (X ⊆U) is definable with
respect to attribute subset (B⊆ R) if apr(X) = apr(X).

• Rough Sets: For a given an information system,a target set (X ⊆U) is definable with
respect to attribute subset (B⊆ R) if apr(X) 6= apr(X).

• Roughness of rough set: The roughness of rough set of a target set X(X ⊆ U) with
respect to attribute set B(B⊆ R) is defined as follows:

PB(X) = 1−
|apr(X)|
|apr(X)|

(2.10)

where, X 6= φ otherwise PB(X) = 0 ; || denotes the cardinality of a finite set .

There are some primitive operations on rough sets [81]

• Union operation: apr(X∪Y ) = apr(X)∪apr(Y ) and, apr(X∪Y )⊇ apr(X)∪apr(Y )

• Intersection operation:apr(X ∩Y ) ⊆ apr(X)∩ apr(Y ) and, apr(X ∩Y ) ⊆ apr(X)∩
apr(Y )

• Difference operation: apr(X −Y ) = apr(X)− apr(Y ) and, apr(X −Y ) ⊇ apr(X)∪
apr(Y )

• Complementary operation:∼ apr(X) = ( ∼ X)) and, ∼ apr(X) = apr(∼ X)) where
∼ X =U−X .

2.2.5 Data Visualization

Data visualization is also one the important tools for data mining. It is a generic term widely
used to represent data or information in the form visual. It is difficult to understand digits or
unknown texts to interpret. This is where data visualization comes into play. This makes data
mining task much easier to describe or analyze the behavior of of textual or numerical data.
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Data visualization discloses some hidden trends and information which may go unnoticed.
Apart from saving time, there is much more importance of data visualization in the process
of decision making.

There are different methods of data visualization methods exist. The visualization is done
based on data. Data can be univariate, bivariate and multivariate.

• Univariate: The measurement is done only for single quantitative variable and charac-
terized by distribution. This includes visualization methods like histogram, bar plot,
pie chart etc.

• Bivariate: It measures by constituting the pair of two related variables. The common
visualization method includes line graphs, scatter plots etc.

• Multivariate: It the the multidimensional representation of a variable. The common
method used for visualizations are pixel based method, icon based method, dynamic
parallel coordinate system.

FIGURE 2.9: Examples of some common visualization methods

Figure 2.9 shows some common visualization method method.

2.3 Applications of Data Mining

These are some popular applications of data mining which are as follows:

• Future Healthcare: Data mining holds great potential to improve health systems. It
uses data and analytics to identify best practices that improve care and reduce costs.
Researchers use data mining approaches like multi-dimensional databases, machine
learning, soft computing, data visualization and statistics. Mining can be used to pre-
dict the volume of patients in every category. Processes are developed that make sure
that the patients receive appropriate care at the right place and at the right time. Data
mining can also help healthcare insurers to detect fraud and abuse.



Chapter 2. Data Mining 16

• Market Basket Analysis: Market basket analysis is a modelling technique based upon
a theory that if you buy a certain group of items you are more likely to buy another
group of items. This technique may allow the retailer to understand the purchase be-
havior of a buyer. This information may help the retailer to know the buyer’s needs
and change the store’s layout accordingly. Using differential analysis comparison of
results between different stores, between customers in different demographic groups
can be done.

• Education: There is a new emerging field, called Educational Data Mining, concerns
with developing methods that discover knowledge from data originating from educa-
tional Environments. The goals of EDM are identified as predicting students’ future
learning behavior, studying the effects of educational support, and advancing scientific
knowledge about learning. Data mining can be used by an institution to take accurate
decisions and also to predict the results of the student. With the results the institution
can focus on what to teach and how to teach. Learning pattern of the students can be
captured and used to develop techniques to teach them.

• Manufacturing Engineering: Knowledge is the best asset a manufacturing enterprise
would possess. Data mining tools can be very useful to discover patterns in complex
manufacturing process. Data mining can be used in system-level designing to extract
the relationships between product architecture, product portfolio, and customer needs
data. It can also be used to predict the product development span time, cost, and
dependencies among other tasks.

• CRM: Customer Relationship Management is all about acquiring and retaining cus-
tomers, also improving customers’ loyalty and implementing customer focused strate-
gies. To maintain a proper relationship with a customer a business need to collect data
and analyze the information. This is where data mining plays its part. With data min-
ing technologies the collected data can be used for analysis. Instead of being confused
where to focus to retain customer, the seekers for the solution get filtered results.

• Fraud Detection: Billions of dollars have been lost to the action of frauds. Traditional
methods of fraud detection are time consuming and complex. Data mining aids in pro-
viding meaningful patterns and turning data into information. Any information that is
valid and useful is knowledge. A perfect fraud detection system should protect infor-
mation of all the users. A supervised method includes collection of sample records.
These records are classified fraudulent or non-fraudulent. A model is built using this
data and the algorithm is made to identify whether the record is fraudulent or not.

• Intrusion Detection: Any action that will compromise the integrity and confidentiality
of a resource is an intrusion. The defensive measures to avoid an intrusion includes user
authentication, avoid programming errors, and information protection. Data mining
can help improve intrusion detection by adding a level of focus to anomaly detection.
It helps an analyst to distinguish an activity from common everyday network activity.
Data mining also helps extract data which is more relevant to the problem.

• Lie Detection: Apprehending a criminal is easy whereas bringing out the truth from
him is difficult. Law enforcement can use mining techniques to investigate crimes,
monitor communication of suspected terrorists. This filed includes text mining also.
This process seeks to find meaningful patterns in data which is usually unstructured
text. The data sample collected from previous investigations are compared and a model
for lie detection is created. With this model processes can be created according to the
necessity.
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• Customer Segmentation: Traditional market research may help us to segment cus-
tomers but data mining goes in deep and increases market effectiveness. Data mining
aids in aligning the customers into a distinct segment and can tailor the needs accord-
ing to the customers. Market is always about retaining the customers. Data mining
allows to find a segment of customers based on vulnerability and the business could
offer them with special offers and enhance satisfaction.

• Financial Banking: With computerized banking everywhere huge amount of data is
supposed to be generated with new transactions. Data mining can contribute to solving
business problems in banking and finance by finding patterns, causalities, and corre-
lations in business information and market prices that are not immediately apparent to
managers because the volume data is too large or is generated too quickly to screen
by experts. The managers may find these information for better segmenting,targeting,
acquiring, retaining and maintaining a profitable customer.

• Corporate Surveillance: Corporate surveillance is the monitoring of a person or
group’s behavior by a corporation. The data collected is most often used for marketing
purposes or sold to other corporations, but is also regularly shared with government
agencies. It can be used by the business to tailor their products desirable by their
customers. The data can be used for direct marketing purposes, such as the targeted
advertisements on Google and Yahoo, where ads are targeted to the user of the search
engine by analyzing their search history and emails.

• Research Analysis: History shows that we have witnessed revolutionary changes in
research. Data mining is helpful in data cleaning, data pre-processing and integration
of databases. The researchers can find any similar data from the database that might
bring any change in the research. Identification of any co-occurring sequences and the
correlation between any activities can be known. Data visualisation and visual data
mining provide us with a clear view of the data.

• Criminal Investigation: Criminology is a process that aims to identify crime char-
acteristics. Actually crime analysis includes exploring and detecting crimes and their
relationships with criminals. The high volume of crime datasets and also the complex-
ity of relationships between these kinds of data have made criminology an appropriate
field for applying data mining techniques. Text based crime reports can be converted
into word processing files. These information can be used to perform crime matching
process.

• Bio Informatics: Data Mining approaches seem ideally suited for Bioinformatics,
since it is data-rich. Mining biological data helps to extract useful knowledge from
massive datasets gathered in biology, and in other related life sciences areas such as
medicine and neuroscience. Applications of data mining to bioinformatics include
gene finding, protein function inference, disease diagnosis, disease prognosis, dis-
ease treatment optimization, protein and gene interaction network reconstruction, data
cleansing, and protein sub-cellular location prediction.

Apart from these applications, community detection is emerged as one of the prime ap-
plication of data mining due to the advancement of modern network science.



18

Chapter 3

Genetic Algorithms

3.1 Introduction to Genetic Algorithms

Charles Darwin was an English naturalist who published his book "On the origin of Species"
in 1859. In this book he proposed the theory of natural evolution, in the process of natural
evolution, the organisms change over time. As a result, the change in inheritable character
allows organisms to adapt to the environment to survive and produce their offspring. The
theory sometimes called "survival of the fittest".

The genetic algorithm is also inspired by such biological natural evolution. It copies the
process of natural evolution that involves changes like selection, crossover, and mutation.
Genetic algorithms are the random search and optimization algorithm. Figure 3.1 shows
the procedure of GA. It starts with a set of a population of individuals who are randomly
initialized. These individuals are represented by the encoding of a gene like binary encoding,
octal encoding, tree encoding, permutation-based encoding, etc. A fitness evaluation is done
on the population and then the individuals of the population have to pass through the process
of genetic evolution (selection, crossover, and mutation) and elitist strategy may be used to
keep the best or some set of best individuals. Alternatively, we can use any replacement
policy. This process is continuously repeated and the process terminates if it satisfies the
terminating criteria. The terminating criteria can be the given maximum generation or there
is no change in elitist individual for some generation.

FIGURE 3.1: A flowchat of Genetic Algorithm
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3.2 Terminologies in Genetic Algorithm

There are some important key terminologies related to genetic algorithm (GA). These termi-
nologies are discussed below.

3.2.1 Individuals

An individual is a single solution in GA. This solution can be represented in two form named
genotype and phenotype.

• In genotype, each chromosome is the raw (genetic) information which the GA deals.

• The phenotype is the expressive representation of a chromosome in the terms of the
model.

FIGURE 3.2: Representation of Genotype and phenotype

A chromosome is a combination of genes.

3.2.2 Genes

Genes are the building block of a Generic Algorithms. A chromosome is formed by sequenc-
ing the genes. A Gene is not the solution to a problem but it may describe a possible solution.
Each gene in a chromosome is a controlling factor that has some upper and lower bound. The
representation of the gene is shown in figure 3.3 which consists of four binary strings. Each
binary string of a gene can take a value of either 0 or 1.

FIGURE 3.3: Representation of Genes

3.2.3 Fitness

In the Genetic algorithm, the fitness is a value of a chromosome or individual obtained from
the objective function taken into consideration. The chromosome is first decoded and then the
objective function will be calculated. The fitness is the measure of goodness of an individual.
Higher the fitness value, closer will the chromosome to the optimal solution.
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3.2.4 Populations

A population is a set that consists of a collection of individuals. The individuals in a popu-
lation have to pass through different stages of evolution. There are two main aspects of the
population that are used in Genetic Algorithms.

1. The initial population generation: Before the start of the GAs process. Usually, the fi-
nite size of the initial population commonly called population size is created randomly
from different chromosomes. Some times a heuristic approach may be used to generate
an initial population to obtain some quality of solutions.

2. The population size: It is the number of individuals required to generate the popula-
tion initially. The population size is a very important part of GAs. The size of the
population depends upon the problems. If the size of the population is high then it is
to explore the search space. The time complexity of GA is O(nlogn) where n is the
population size. But for higher population size, it will be the cost expensive. It is the
duty of the programmer to select the appropriate population size.

3.2.5 Encoding

Encoding is the method to design the gene of an individual. The process of representing
each gene may be performed using bits, real number, trees, arrays or any other things. The
encoding mainly depends upon the nature of the problem. There are different types of the
commonly used encoding scheme for representing a chromosome.

• Binary encoding: In this encoding strategy, each gene of a chromosome is encoded a
binary string ( i.e 0 and 1 ) which can represent some characteristics of the solution.
There is another possibility that the whole chromosome may represent a number.

• Octal encoding: In this encoding scheme the strings are represented using an octal
number between 0-7.

• Hexadecimal encoding: In this encoding scheme the strings are represented using a
hexadecimal number between 0-9 and A-F.

• Real Number encoding: The gene of chromosome in real encoding is an integer. The
sequence of the strings constructs a chromosome. It is sometimes called permutation
encoding. Permutation encoding is helpful for ordering problems.

• Value Encoding: In value encoding, each gene of a chromosome is a string of some
values. The values can be integers, real numbers, chars, some complicated object or
anything appropriate to the problem. This type of encoding can be used in the prob-
lems which are concerned with some complicated values like real numbers, complex
number, etc. are used. It is very difficult to use binary encoding for this type of prob-
lem.

• Tree encoding: This encoding scheme is mainly used in genetic programming to evolve
some expression of a program. Functions and commands of a programming language
can be treated as a tree object and each chromosome represents a tree object.

3.2.6 Genetic Operators

The genetic operators are the heart of the genetic algorithm. During the process of evolution,
a chromosome has gone through different stages of genetic operators and create offspring(s).
The genetic operator consists of selection, crossover and mutation operations.
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Selection

Selection is the process in which parents are randomly chosen from the population for crossover.
In many problems, the selection is used to create a mating pool based on objective or fitness
function and then parents from created mating pool go for crossover. The chromosome hav-
ing higher fitness value has a higher chance to be selected ( i.e higher will be selection pres-
sure the better chromosomes are favored). The selection pressure is the degree to which the
fitter individuals are favored. This selection pressure controls the GA to improve the fitness
of the population over the upcoming generations. Selection pressure has to be balanced with
crossover and mutation. Too high selection pressure leads to a high fit chromosome carry
over the population which results in a reduction in population diversity. Too low selection
pressure will lead to a very slow evolution. The following are the different selection methods
that are commonly used.

• Roulette Wheel Selection: It is the traditional selection strategy of GA. It is based on
a proportionate selection technique where a chromosome is selected from the mating
pool with a probability proportional to its fitness. In a Roulette wheel, the slots in the
wheel are given weighted proportion to the individual’s fitness values. The weighted
proportion is calculated as follows: Roulette wheel selection is simple and easy to
implement but it is noisy. The rate of evolution depends on the fitness variance.

• Random Selection: This selection method randomly selects a parent from the popula-
tion. But it has a higher capability to disrupt the genetic code than the Roulette Wheel.

• Rank Selection: The Roulette wheel selection strategy will suffer when there is a large
difference in fitness. If the fitness of the best solution is around 90 percent, its cir-
cumference occupies 90 percent of the Roulette wheel, then other solutions have very
few chances to be selected. It selects the chromosomes based on ranking. The best
chromosome has the highest fitness (i.e N) and the worst chromosome has given the
least fitness(i.e 1).

• Tournament Selection: It is the selection strategy that balances the selection pressure.
The size of the tournament determines the selection pressure. A set of chromosomes
having size equals to tournament size is randomly chosen from the population. The
best individual from the tournament is the winner having the highest fitness will form
a mating pool. It is the responsibility of the programmer to decide the appropriate
tournament size.

• Boltzmann Selection: In Boltzmann selection, a varying temperature decides the rate
of selection. Initially, the temperature is given high which means low selection pres-
sure. The temperature is falling gradually, which results in an increase in selection
pressure, so this allows the GA to select solutions from the best part of the search
space while maintaining the appropriate diversity in the population. The equation of
Boltzmann probability is given in 3.1.

p =
exp− ( fmax− f (Xi))

T
(3.1)

Where, T = T0(1−α)k and k = (1+ 100∗g/G),g is the value of generation number
and G is the maximum value of generation. The value of α lies in the range of [0,
1] and T0 range from [5,100]. The optimal solution is achieved when the value of T
reaches zero.

• Elitism: It is another type of selection strategy which reserves the best or some set of
best chromosomes found so far to the new population. This strategy is very useful if



Chapter 3. Genetic Algorithms 22

the best chromosome may get lost due to crossover and mutation or maybe in selection.
This will improve the efficiency of GAs.

3.2.7 Crossover

Crossover is the process in which two parent solutions recombine and produce a child. The
crossover operation is applied to the chromosomes of the mating pool after the selection
process. The selection process does not generate any new chromosome, it only enriches the
population with better chromosomes. But the crossover operator may generate a new child
different from the chromosomes in the population.

• One Point Crossover: It is a traditional crossover operator of GA which is commonly
used. The figure of one point crossover is shown in Figure 3.4(a). In this crossover
operation, a pair of random chromosomes are selected from the mating pool and then
a crossover site is also randomly selected along the length of the chromosome. Cut
both parents at the crossover point and the combine the left cut part of the first parent
with the right cut part of the second parent and similarly left cut part of second parent
is merged with the right cut part of the first parent. If an appropriate crossover site and
good parents are selected then a better child will be produced otherwise it may hamper
the quality of the generated child.

• Two Point Crossover: Two point crossover is similar to one point crossover, but the
difference is two crossover sites. Addition of additional crossover point may result in
more exploitation of search space. But it may disrupt the building block of GA which
may result in a decrease in performance. The pictorial representation of two point
crossover is given in Figure 3.4(b)

FIGURE 3.4: Different Crossover Operations

• Multipoint Crossover: There are generally two possible of multipoint crossover or N
point crossover. The first one is an even number of crossover sites and the second one
is an odd number of crossover sites. In the first case, the number of crossover sites is
randomly chosen around a ring and the information is exchanged. In the case of an
odd number of crossover sites, a different crossover point is selected at the beginning.
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• Uniform Crossover: Uniform crossover is different from N point crossover. In this
crossover, a binary mask of length equal to the length of the chromosome is generated.
For the bit "0" in the mask, the child inherits the information from one parent and
for bit "1" it inherits from the second parent. Figure 3.4(c) shows the process of this
crossover.

• Shuffle Crossover: It is quite related to uniform crossover. At first, a single crossover
point is selected. But before the exchange of information, both parents are randomly
shuffled in the same manner. After recombination, the genes in both offspring are
unshuffled. This avoids positional biasing.

• Ordered Crossover: In this crossover, two random crossover points are selected which
partition the parents into the left, middle and right portion. the first child inherits the
left and right part from the first parent and the middle part is determined by the genes
of the middle portion of the first parent with the order in which the values appeared in
the second parent. The process of this method can be represented in Figure 3.4(d).

• Partially Matched Crossover: In this crossover, both parents are aligned as strings of
genes and two crossover points are randomly selected along the strings of the chromo-
some. The middle portion has a matching section that is transferred from one parent
to another. It proceeds by position wise exchanges. Figure 3.4(e) illustrates these
exchanges.

3.2.8 Mutation

• Flipping: In this mutation, it involves changing of bit 0 to bit 1 and vice-versa.

• Interchanging: This mutation process involves selection of two random positions of
the strings and the bits corresponding to those positions are interchanged.

• Reversing: In this mutation, a mutation position is randomly chosen and the bits next
to selected mutation position are reversed and the child chromosome is produced.

3.3 Replacement

Replacement is the last stage of any genetic process. Two parents are drawn from a specified
size of a population. they go through the genetic operations to produce two children. Since
the size of the population is fixed so all the parents and children cannot be fitted in a fixed
size of the population. So to make the new population of the same size as it was previous,
some parents, children or both should be removed.

• Random Replacement: In this replacement scheme, two individuals are chosen ran-
domly from the population is replaced by the children. The parent chromosome can
also be the candidates for selection.

• Weak Parent Replacement: This is also a replacement policy in which a weak parent is
replaced by a strong child.

3.4 Terminating condition

• Maximum generations: It the specified number of generation or iteration that the user
has decided to stop the genetic algorithm.
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• Elapsed time: It is the specified time duration that the GA has spent to stop. If the GA
has reached the specified maximum number of the generation before the specified time
has elapsed, the process will stop based on the maximum generation.

• No change in fitness: The genetic algorithm will stop if there is no change in fitness of
the best individual found so far for a specified number of generations. Note: GA will
stop if it satisfies the maximum number of the generation before the specified number
of a generation with no change.

• Stall generations: The genetic process will stop if there is no improvement in the ob-
jective function for a series of consecutive generations of length Stall generations.

• Stall time limit: The genetic process will stop if there is no improvement in the objec-
tive function during an interval of time in seconds equal to the Stall time limit.

There are several advantages of genetic algorithm.

1. It has inbuilt parallelism.

2. GA provides liability because it is capable of solving constrained and unconstrained
optimization problems.

3. GA widens the search space.

4. The fitness landscape is complex.

5. It may discover global or near global optimum.

6. It uses only function evaluations.

7. It is simple and easy to modify for different problems.

Some limitation of genetic algorithm includes,

1. It is very difficult to identify the fitness function.

2. It is a hard task to decide the appropriate encoding scheme.

3. Premature convergence may occur.

4. It is very difficult to tune various parameters like the size of the population, mutation
rate, cross over rate, the selection method and its strength.

5. It does not use gradients.

6. It does not always provide a guarantee for the optimal solution.

Applications of Genetic Algorithm Genetic algorithms have been used commonly for
solving difficult problems (such as NP-hard problems). It is also used in machine learning
and also for evolving simple programs. They have been also applicable for some art, for
evolving pictures and music. There are some major applications of GA which are as follows:

• Nonlinear dynamical systems predicting, data analysis

• Robot trajectory planning

• Evolving LISP programs(genetic programming)

• Strategy planning
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• Finding shape of protein molecules

• TSP and sequence scheduling

• Functions for creating images

• Control gas pipeline, pole balancing, missile evasion, the pursuit

• Design semiconductor layout, aircraft design, keyboard configuration, communication
networks

• Scheduling manufacturing, facility scheduling, resource allocation

• Machine Learning Designing neural networks, both architecture, and weights, improv-
ing classification algorithms, classier systems

• Signal Processing filter design

• Combinatorial Optimization set covering, traveling salesman (TSP), Sequence schedul-
ing, routing, bin packing, graph coloring, and partitioning

3.5 MOEA

A multi-objective optimization problem is one which has more than one objective functions.
These objective functions need to be optimized with certain constraints. The mathematical
formulation of multi-objective problem is given below:

Maximise/Minimize fi(x)
sub ject to

g j(x) ≤ 0 j = 1,2, ...,J

hk(x) = 0 k = 1,2, ...,K

(3.2)

Where x is a vector whose dimension depend upon the number of features taken in hand. f is
objective function, g and h are constraint condition.

FIGURE 3.5: Dominated and Non-dominated solutions. Available
from: https://journals.plos.org/plosone/article/figure?id=

10.1371/journal.pone.0154080.g002

The solution of such problem can be expressed through non-dominated solutions or
points. In a maximization problem, a solution x1 (say) is said to be partially less than an-
other solution x2, (x1 ≺ x2), if there does not exist any value of x1 greater than x2. In other
word, no value of x2 is less than x1 and atleast in any objective the value of x2 must be greater
than x1. So we say that the solution x2 dominates solution x1 or the solution x1 is inferior to
solution x2 [98]. A solution is said to be non-dominated if it is not dominated by any other

https://journals.plos.org/plosone/article/figure?id=10.1371/journal.pone.0154080.g002
https://journals.plos.org/plosone/article/figure?id=10.1371/journal.pone.0154080.g002
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solution. Such solutions is said to be Pareto optimal solutions and the set of Pareto optimal
solutions are called Pareto optimal front. Figure 3.5 shows the set of Pareto optimal solution
which lie on the curve known as Pareto optimal solutions and the curve called Pareto front
while the rest of the solutions are dominated.

3.6 NSGA

There are different version of Genetic algorithms exist in the literature based on multi-
objective GA. Non-dominated Sorting Genetic Algorithm [69] is the first multi-objective
Evolutionary algorithm based on Genetic Algorithm proposed by Deb which is based non-
domination. The flowchart of NSGA is given in figure 3.6. It differs from basic GA in the
sense of selection and the crossover and mutation operation remains the same. Before selec-
tion, the non-dominated solutions are identified from the population at the current iteration.
These non-dominated solutions are given a high dummy fitness value. These solutions share
the assigned dummy fitness in order to maintain diversity in the population. The sharing of
fitness for each solution can be calculated using its niche count. The niche count of an indi-
vidual in a currently non-dominated solution is calculated as the sum of its sharing function
values for all non-dominated individuals. The shared fitness is computed by dividing the
assigned dummy fitness value by niche count.

Sharing(di j) =

{
(1− (

di j
σShare

)2, i f di j < σShare;

0, i f di j > σShare;
(3.3)

After assigning sharing fitness, temporarily ignore the non-dominated solutions to process the
rest of the solutions in the same way. These new non-dominated solutions are then assigned
a new dummy fitness value which should be less than the minimum of shared fitness in the
previous front. This process is repeated until the whole population is classified into several
fronts. The computational time complexity for NSGA-I is O(MN3) where M is the total
number of objective function used and N is the size of the population taken.

3.7 NSGA-II

There are certain limitations in the first NSGA which need to rectify. These limitations are
the following:

• High computational complexity of nondominated sorting: The computational com-
plexity of NSGA-I is O(MN3) where M is the number of objective functions and N is
the size of the population. This becomes computationally expensive if the size of the
population becomes high.

• Lack of elitism: NSGA-I does have any elitism strategy to keep track of a good solu-
tion. Elitism will increase its efficiency.

• Need to specify sharing parameter: There is a sharing parameter "σShare" which needs
to specified by users. This is an additional overhead to accurately specify its value.

So an improved version of NSGA is proposed by K.Deb named NSGA-II [70]. This new
version is different from the previous version in non-dominated sorting and diversity mainte-
nance. The non-dominated sorting in NSGA-II has two entity which are

1. Domination count: The number of solutions that dominates the current solution.

2. A set of solution which is inferior to the current solution.
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FIGURE 3.6: Flowchart of NSGA-I

These comparisons required to non-dominated sorting. The algorithm for non-dominated
sorting of the population is given in

Algorithm 1 Non-dominated-sort(P)
Input: P : Population of solution;
Output: F : Pareto Fronts;
1: for each p ∈ P do
2: Sp = φ

3: np = 0
4: for each q ∈ P do
5: if p≺ q then
6: Sp = Sp

⋃
q

7: else if q≺ p then
8: np = np + 1
9: end if

10: end for
11: end for
12: if np == 0 then
13: prank = 1
14: F = F

⋃
p

15: end if
16: i = 1
17: while F 6= φ do
18: Q = φ

19: for each p ∈ Fi do
20: for each q ∈ Sp do
21: nq = nq−1
22: if nq == 0 then
23: qrank = i+ 1
24: Q = Q

⋃
q

25: end if
26: end for
27: end for
28: i = i+ 1
29: Fi = Q
30: end while
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FIGURE 3.7: crowding distance

In order to identify the non-dominated solutions, each solution p in population is assigned
the domination count (np) and the set of inferior to solution p denoted as Sp. If the domination
count np equals to zero then these solutions are the non-dominated solutions and it becomes
a member of the first front. Now for each solution, p having np, visit each element of q of the
inferior set Sp and decrease its domination count by one. After doing this, if the domination
count of any element equals to zero, then assign them in another list Q. This list becomes
the second nondominated front. Now, for each element of Q, the above method is repeated
and the third front is obtained. The above process repeated until all fronts are identified.
To maintain the diversity in the population if some solutions may acquire the same rank
then the crowding-distance computation requires diversity preservation. It first needs to sort
the population according to each objective function value in increasing order of magnitude.
Thereafter, for each objective function, the solutions which have the smallest and largest
function values are assigned an infinite distance value and rest intermediate solutions are
assigned a distance value equal to the absolute normalized difference in the function values of
two adjacent solutions. This computation has been continued with other objective functions.
The overall crowding-distance value is calculated as the sum of individual distance values
corresponding to each objective. Each objective function is normalized before calculating
the crowding distance. The algorithm for computing crowding distance is shown in figure
3.7

Algorithm 2 CrowdingDistance(I)
Input: I : Solutions of the front;
Output: I: Assigned crowding distance solutions of the front;

1: l = |I|
2: for each solution i do
3: I[i]p = 0
4: end for
5: for each objective m do
6: I = sort(I,m)
7: I[1]distance = I[l]distance = ∞

8: for i=1 to l-1 do
9: I[1]distance = I[1]distance +(I[i+ 1].m− I[i−1].m)/( f max

m − f min
m )

10: end for
11: end for

The flowchart of NSGA-II is illustrated in figure 3.8. At first, a set of parent population is
created randomly. This population is sorted using a non-dominated sorting algorithm mention
in algorithm 1. Based on their non-domination level the solutions have been assigned a
fitness or rank. Then the binary tournament selection is performed to create a mating pool.
The winner parent is selected based on rank. If both individuals have the same rank then
the individuals having minimum crowding distance is selected otherwise resolved randomly.
The individuals in the mating pool have to pass through the process of crossover and mutation
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FIGURE 3.8: Flowchart of NSGA-II

to create offspring population of the same size as that of parent population size. The non-
dominated sorting is performed on the combined population of parents and offspring. The
elitist selection strategy shown in figure 3.8 is used to create a new parent population (same
size as the previous parent population) for the next generation. This process is repeated until
it satisfies the termination condition ( i.e Maximum generation reached).
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Chapter 4

Survey of literature

In this chapter, we discuss relevant studies related to different existing methods or algorithms
in context of community detection. We have partitioned the relevant existing method in
traditional approach and Optimization based approach.

4.0.1 Traditional Approach

In early 1970s, many researchers were attracted toward the community detection problem.
They have researched on this problem using graphs [1], [2]. Most of the algorithms were pro-
posed which were based on clustering. These algorithms are called traditional algorithm. We
have given some popular traditional algorithms which provide some fundamental concepts
of community detection.

Partitional Clustering

Partitional Clustering divides the nodes of the network into g (assumed) clusters by optimiz-
ing a loss function. The loss function is based on the distance measure. Some partitional
clustering techniques are given which uses a loss functions from different perspective.

• Minimum K-clustering: In this case, the cost function is the maximum distance be-
tween two points of a cluster commonly called cluster’s diameter .

• K-clustering sum: This concept is similar to minimum K-clustering but the difference
is the cost function used. In K-clustering sum the cost function is the average distance
between pairs of cluster points instead of the cluster’s diameter.

• K-center: In this case, at first a centroid is computed for every cluster. The maximum
distance of each node from centroid is computed as the cost function and the clusters
and centroids are chosen in such a way that the largest value of diameter should be
minimum.

• K-median: it is similar to K-center but, the cost function consists of the average dis-
tance instead of maximum distance.

The most popular method in partitional clustering is the k-means clustering [3] which mini-
mizes the intra-cluster distance as a loss function. Another popular method is fuzzy k-means
clustering [4], [5]. The fuzzy k-means clustering approach can handle the belonging of a
node to more than one clusters.

Hierarchical Clustering

The network or graph may have a hierarchical structure consist of several levels of node
clusters. Partitional clustering may not suitable if the size and number of clusters about the
given graph is not known. In this situation hierarchical clustering has a very important role to
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solve the problem. It is applicable for the graphs which have hierarchical structures [6]. The
hierarchical clustering create a binary tree and merges similar clusters based on the similarity
between vertices. It does require to provide the number of clusters apriori as compared to
partitional clustering. Following are some popular approaches of hierarchical clustering.

1. Agglomerative Algorithms: Agglomerative algorithm is based on bottom up approach.In
this algorithm, clusters are combined iteratively if they have a high similarity value (or
similarity score) [7]. Agglomerative algorithm initially assumes that each cluster con-
sists of a single object. It then merges the adjacent clusters based on similarity score.
are the Some examples of agglomerative hierarchical clustering algorithms are maxi-
mal clique and hierarchical link based clustering. The main advantage of these method
is that it can generate a small clusters which maybe beneficial in community detection.
But this method has a lack of provision for object’s relocation if merged incorrectly
at an early stage and some times nodes with one neighbor are often classified as an
independent cluster which does not make sense in certain cases. It can not be scalable
when the points are embedded in space and distance is used as a dissimilarity measure
in clustering process. If the distance is not known then the complexity becomes O(n2)
for single linkage and O(n2logn) for complete average linkage.

2. Divisive Algorithms: This method is based on top down approach [8]. It initially starts
with taking whole samples in a single cluster and then iteratively divide the larger clus-
ter by removing the edges which has low vertex similarity and highest edge between-
ness [9]. After a dendrogram is made, communities can be obtained by cutting the tree.
The position for cutting is very crucial because if an appropriate cut position cannot
obtained then it will result in low quality product. Girvan and Newman proposed a lot
of methods based on divisive algorithms [10], [11] for community detection.

Spectral clustering

Spectral clustering method divides the graph into clusters using the eigen vectors of the input
data matrix [12]. It transforms the data object into a set of point which are eigen vectors.
This conversion presents the internal properties of data sample. Spectral clustering used to
cluster data which did not handled by k-means. Donath and Hoffman [13] were the first who
contribute in spectral clustering. They used adjacency matrix and similarity matrix of the
graph for computing eigen vectors and eigenvalues to partition the graph. In the very same
year, Fielder [14] bipartite the graph using the second smallest eigen value of Laplacian ma-
trix. The Laplacian matrix is constructed by the difference of degree matrix and adjacency
matrix of a graph. [15], [16] uses spectral clustering method for solving community detec-
tion problem and Meila et. al [17] and Ding [18] have used spectral clustering for machine
learning problems.

Graph Partitioning

This algorithm divides the vertices into g communities whose size is predefined in a manner
to get the minimum number of edges between identified communities [19]. The Kernighan-
Lin algorithm [20] is one of the earliest work in this field which uses a heuristic approach for
graphs partitioning and still applied in combination with other techniques. It minimizes an
objective function which is the difference of the intra community and inter community links.
This approach was innovated from the problem of segmenting electronic circuits on boards,
in which the vertices in different boards were supposed to be linked with a minimum number
of interconnections. In fact,this is an optimization problem. The optimization function may
be the difference between the number of edges inside the module and the number of edges
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lying between them. Another very known method is the spectral bisection method, which
is based on properties of Laplacian matrix spectrum [21]. Apart from this, level structure
partitioning, multilevel algorithms, and geometric algorithms are graph partitioning method,
whose details can be seen in [20].

4.0.2 Modularity based Optimization Approach

Extremal Optimization(EO)

Extremal Optimizationy is proposed by Boettcher and Percus [22], [95] which is a heuris-
tic based search approach for approximating solutions to hard optimization problems. It is
based on non-equilibrium dynamics in which the systems manifesting self-organized critical-
ity (SOC) [96]. A self-organized criticality is a state in which a number of proper solutions
come forth actively without tuning the parameters. It optimizes modularity function Q by
usind GA as framework having proportional to Q. The fitness of a vertex is calculated as
the ratio between vertex modularity and its degree. It is more computationally efficient than
simulated annealing but equivalent in performance. Li [97] proposed a method named as
pairwise constrained structure-enhanced extremal optimization-based semi-supervised algo-
rithm (PCSEO-SS algorithm) that can solve the problem of false connections along with
detecting communities precisely. It can work efficiently if prior information is limited.

Spectral Optimization

This method uses spectral information in the form of eigenvalues and eigenvectors of the
modularity matrix that can be used to optimize modularity [23]. To optimize modularity
on bisections, Laplacian matrix is replaced with modularity matrix and can be optimized
through spectral bisection [11]. If vertices are shifted from one to another community to
obtain the increase in highest modularity value or lowest decrease in modularity value which
may improve the result. This method can also be useful in greedy algorithms and extremal
optimization.

Greedy Optimization

Newman proposed a greedy method based on agglomerative hierarchical approach to maxi-
mize the modularity [24]. Clauset et al. [25] showed that the matrix ei j (matrix ei j shows the
fraction of edges between clusters i and j of the current partition) used by Newman to com-
pute modularity Q, has a lot of unnecessary operations because of sparse adjacency matrix.
They used max-heaps for computing ei j to improve efficiency in algorithmic. This method is
much faster than the Newman’s greedy approach. The computational cost of the algorithm
was O(nlog N). Similarly, Denon et al. [26] proposed an approach for optimizing modular-
ity, which normalizes the modularity variation 4Q by the fraction of links incident to one
of the two groups to favor small communities. This approach works better than Newman’s
modularity optimization approach, when community sizes are largely different. Blondel et
al. [27] proposed Louvain algorithm which is also a modularity optimization approach based
on a heuristic method for detecting communities in the networks of unprecedented size. It is
computationally efficient than Newman and Clauset’s algorithm. Its computational efficiency
depends upon the number of edges in graph and linear in time, i.e., O(m).

Simulated Annealing

Simulated Annealing is probabilistic based optimization method which is usually used for
finding near global optima.It is commonly used for maximizing the modularity to get com-
munities in a complex networks. Guimera and Amaral [29] have proposed an algorithm
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based on optimization which also used simulated annealing (SA) for the regulation of local
search process. This method has good performance in obtaining global solution and it does
not require the number of communities. Liu et al. [28] have used k-means algorithms with
the simulated annealing. This method detects communities along with their central nodes
but this method require prior knowledge of about the number of communities in complex
networks.

Genetic Algorithms

Genetic algorithms (GAs) are the search and optimization techniques which mimics the pro-
cess of biological evolution. GAs can also be applied to optimize the modularity (Q) of
the network to identify the community structures which reside in the network. Earlier, GAs
were used in graph partitioning [30]. Tasgin et al. [31] was the first who used GA to detect
community structure in the complex networks based on optimization of modularity. These
algorithms do not need to specify the number of communities apriori. Pizzuti [32] proposed
a GA based method named GA-NET which adopted the approach of community score to
show the partitioning quality of the social networks. This new concept (Community Score)
maximizes the internal links in a community structure. Gong et al. [33] presented a memetic
algorithm based on GA named Meme-Net by optimizing the modularity density. In this al-
gorithm, local search climbing strategy was combined with GA search strategy to improve
the performance of traditional GAs. Gong et al. [34] were the first to use an evolutionary
algorithm for optimizing two contradictory objectives named as negative ratio association
and ratio cut. Similarly, Liu et al. [35] and Zeng et al. [36] proposed MOEAs for detecting
communities in signed social networks.

4.0.3 Dynamic Algorithm

Random Walk

A random walk is performed on a graph by passing over the nodes randomly. This method
is employed to identify the clusters by merging different groups using a bottom-up approach.
Zhou [37] represent the distance measured between a pair of edges through the random walk.
The distance between any two vertices is measured as the average number of edges made
through random walk to reach from one node to the another. Self loops are likely to belong
to the same community. Zhou and Lipowsky [38] used biased random walk. In this random
walk, the walk is performed on the nodes which have maximum neighbors with the starting
node in graphs. The authors proposed a procedure called Netwalk which uses the Brownian
movement, that detects communities in this biased random walk. Tis approach is based on
agglomerative hierarchical clustering method. In 2005, another algorithm named Walktrap
proposed by Pons et al. [39] in which they used modularity value to cut dendrogram using
random walk. This random walk is based on similarity between nodes and between the
clusters. But this method is computationally expensive having time complexity O(n2logN).

Spin models

This models have been used usually in statistical mechanics. Potts model [40] is one of
the popular approach in this domain. Reichardt and Bornholdt [93] proposed a community
detection method inspired from the idea of super paramagnetic data clustering [41]. They
mapped network on the Potts model having a zero temperature q along with the interactions
of nearest neighbors. Potts spin variables are assigned to the nodes with community pattern.
Later on, Reichardt [42] proposed a spin glass techniques with an assumption that each vertex
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should be in a spin state. Apart from its non-deterministic nature, this algorithm has tunable
parameters regarding the size of the community.

Synchronization

Basically, the need of synchronization occurs when some part of sysyems or itself systems
are interacting units. Synchronization can be applied to clustering problems [43]. If the
oscillators are put at the vertices with random phase, they first synchronize the community in
which they are placed rather than other communities. If evolution time is permitted then the
communities may be recognized by full synchronization in the graph [44]. Arenas et al. [45],
who was first to use synchronization in community detection. They showed that the structural
scales exposed by synchronization technique which represent the clusters of eigenvalues of
the Laplacian matrix of the graph that aids in graph clustering. Boccaletti et al. [92] based
on synchronization which uses Kuramoto’s model that devised opinion changing rate model
[46]. The time complexity of this method is O(mn) and the method shows better performance
than the Girvan Newman benchmark. One of the major limitation of synchronization based
algorithms is the unreliability in the case of varying size communities.

4.1 Algorithms for Overlapping Communities

Gregory [47] proposed Cluster-Overlap Newman Girvan algorithm (CONGA), a variant of
Girvan and Newman traditional method, for overlapping community detection. This method
extended with a vertex splitting procedure. In his improved version named as CONGO [48],
he used local betweenness to optimize the speed.

There are some popular methods for overlapping community detection.

4.1.1 Local Expansion and Optimization

Baumes et al. [49] proposed a method based on the iterative scan (IS) and rank removal
(RaRe) for detecting overlapping communities. RaRe ranks the nodes based on certain con-
dition. A highly ranked nodes are removed continuously to form small disjoint core nodes
communities called seed communities for the IS process. IS technique processes a greedy
optimization with expanding these seed communities and stop when the density function can-
not be improved. Kelley [50] improved IS process and named it CIS by iteratively checking
the connectedness. In [89], Chen used the local maximal neighbor’s degree of the starting
node instead of local modularity to discover community structure.

4.1.2 Clique Percolation Method (CPM)

CPM is based on notion of subgraphs where each node is linked to other in a clique. Palla
et al. [51] proposed that the subgraph having high internal edges-density intended to form
cliques while inter-community edges do not form cliques. The term K-clique represents the
a complete graph having K vertices. It was already assumed that the network consists of K
adjacent cliques sharing K-1 nodes in common with each other. Each clique represents a
community which shares common node with other communities. A variant of CPM is devel-
oped in [52] called sequential clique percolation algorithm (SCP) which is computationally
efficient than CPM. It starts from an empty graph and detects K-clique communities by se-
quentially inserting the edges of the graph taken under consideration. Chakraborty et al. [53]
proposed a CPM based method named OverCite which can detect overlapping communities
in citations network that contains information about authors, papers, and venues.
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4.1.3 Line Graph and Link Partitioning

In this method, graph partitioning is done using link instead of node. In such concept, a node
is said to be overlapping if the links connected to it belong to more than one community. Ahn
et al. [54] partitioned the links of the network using the hierarchical clustering of edge sim-
ilarity. Kim et al. [55] extended infomap [57] to partition the links of graph using minimum
description length principle and encoded minimum path of the random walk on link network.
Evans [56] uses clique concept in line graph for detecting overlapping communities where
cliques act as nodes of the weighted graph.

4.1.4 Agent based and Dynamical Algorithm

The Label Propagation Algorithm (LPA) [58] is simple and computationally efficient. In
LPA, a community can be formed if nodes having the same label. In each iteration the node
in a network is visited and assigned a label based its neighbors’ voting and this process
repeated till convergence. Gregory [59] extented the LPA named community overlap prop-
agation algorithm (COPRA). This algorithm has ability to detect overlapping communities.
Xie et al. [60] also extended LPA and named speaker-listener label propagation algorithm
(SLPA) to identify overlapping communities and overlapping nodes. SLPA can be employed
to weighted and directed networks by including the interaction rules known as SLPAw.

4.1.5 Fuzzy Detection

Fuzzy Detection methods are label propagation methods which can be extended for overlap-
ping communities in the network by computing fuzzy belonging factor for each node [47]
but need prior information of dimension of fuzzy belonging factor. Nepusz et al. [61] devel-
oped a fuzzy community detection method with a simulated annealing framework to solve
the overlapping community problem as a nonlinear constrained optimization.

4.1.6 Non Negative Matrix Factorization (NMF) Approaches

It is a machine learning algorithm that break up a given feature matrix so that it can find the
features of a given structure [62],[63],[64]. Zhang et al. [65] proposed NMF based approach
in which the input feature matrix is replaced with diffusion kernel that is Laplacian of given
network. This method provides the information about how much a node belongs to a certain
community and can detect overlapping communities. Zarei et al. [66] have developed a NMF
based approach which replaces input feature matrix with the correlation matrix of column
vectors of Laplacian matrix. Psorakis et al. [67] presented a hybrid approach in 2011, that
involved Bayesian NMF model to detect overlapping communities in a network. In 2013,
[63] was developed that is an alternative of non-negative matrix factorization (NMF).

4.1.7 Recent Developed algorithms

Li et al. [90] proposed a method based on spectral-clustering named an improved multiob-
jective quantum behaved particle swarm optimization (IMOQPSO) to tackle the overlapping
community detection problem. Wen et al. [91] developed a maximal clique-based evolution-
ary algorithm named (MCMOEA) for detecting overlapping communities. In this method
used a new representation scheme based on the maximal clique. Recently in 2017, Zhang
[68] proposed a PSO based method which used a mixed representation scheme having room
for both overlapping and non-overlapping nodes. This algorithm first detect overlapping
nodes based on network structure and then employ a mixed representation scheme with PSO
framework for detecting overlapping communities.
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Chapter 5

The Proposed Method

In this chapter, we first discuss community detection problem and then describe our proposed
methodolgy. A complex network can be represented as a graph denoted by G= (V ,E), where
V = {V1,V2, ...,Vn} is the set of nodes and E ⊆ V ×V is the set of edges and the aim of
community detection is to divide the whole network G into small groups which are also
called communities. Let C = {C1,C2, ...,Ck} be the set of all communities reside in G. Ci is
said to be a community if it satisfies the following equation:

Ci ⊂V and Ci 6= φ , i = 1,2, ...,k (5.1)

We can commonly see that some of the nodes in network have common participation to some
communities. These communities are overlapping communities. A community is overlap-
ping or non-overlapping if it satisfies either of the following condition.

Ci∩C j = φ ,∀i 6= j and i, j ∈ 1,2, ...,k (5.2)

Ci∩C j 6= φ ,∀i 6= j and i, j ∈ 1,2, ...,k (5.3)

If a community satisfies equation 5.3 then it is overlapping community otherwise it is non-
overlapping community. Figure 5.1 illustrates a network G which has two hidden overlapping
communities.
A community detection problem can be transformed into optimization problem. This can be

FIGURE 5.1: Detection of communities residing in a network.

done by formulating the function which includes the property of a community. This function
will be same as the function involved in optimization problem. Therefore we can say that
a community detection problem is transformed to optimization problem and optimizing this
function will produce solution
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We have already discussed the problem formulation of a community detection problem.
Now we discuss our proposed method to solve a community detection problem. At we first
need to detect potential overlapping nodes in the network. We have followed the same pro-
cedure for overlapping node detection as it is in [68].

5.1 Overlapping Node Detection

In complex networks, we can commonly see that some of the nodes in the network have com-
mon participation to some communities. These communities are overlapping communities.
Hence, nodes in a network are divided into two parts first is a set of non-overlapping nodes
and the second one is a set of overlapping nodes.

• Key Neighbouring Nodes : A key neighbouring node denoted as V KN
i is a neighbour

node of Vi, which has the highest number of common neighbouring nodes with Vi.

• Key neighbouring sub-graph:A key neighbouring sub-graph for node Vi is denoted as
GKN

i , is the subset of graph G consisting of key neighbouring node (V KN
i ) of Vi and

common neighbors of Vi and V KN
i .

Algorithm 3 OverlappingNodeDetection( A, Num)
Input: A : the adjacent matrix of G; Num: the number of nodes in network G;
Output: O; Candidate Overlapping Nodes;

1: O ← φ ;
2: GKN

i,1 ,GKN
i,2 ← φ ; //two key neighboring subgraphs;

3: for j = 1 to 2 do
4: V KN

i ← get one key neighboring node of Vi from NBi;
5: CNi← get common neighboring nodes between Vi from NBi;
6: GKN

i,1 ←V KN
i
⋃

CNi;
7: NBi = NBi−GKN

i, j ;
8: end for
9: if LC(GKN

i,1 ,GKN
i,2 ) ≤ η then

10: O←Vi∪O;
11: end if

In this algorithm for each node Vi, a Key Neighbouring Nodes (V KN
i ) and Key neigh-

bouring sub-graph (GKN
i ) is generated and if node Vi satisfies the following two conditions

then the node Vi is detected as a potential overlapping node.

1. The number of different key neighboring subgraphs of Vi should be greater than 1.

2. There should be spare links between any two key neighboring subgraphs of Vi.

The link closeness(LC) between two neighbouring subgraphs is given in eq. 5.4.

LC(GKN
1 ,GKN

2 ) = max
{

L(GKN
1 ,GKN

2 )

L(GKN
1 ,GKN

1 )
,
L(GKN

1 ,GKN
2 )

L(GKN
2 ,GKN

2 )

}
(5.4)

where GKN
1 ,GKN

2 are two subgraphs and L is a function defined in eq. 5.5 is the number of
links between two subgraphs.

L(GKN
1 ,GKN

2 ) = ∑
j∈GKN

1 , k∈GKN
2

Ai j (5.5)
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The links between the key neighboring subgraphs GKN
1 and GKN

2 are spare if the link closeness
is less than a specified threshold η .

5.2 Chromosome Representation

The nodes in a complex network may have some set of overlapping nodes. So we need a
valid representation for overlapping nodes to apply. Therefore we have used a mixed rep-
resentation technique for representing chromosomes which are based on [mixed 36]. The
aim of this mixed representation scheme is to provide room for both overlapping and non-
overlapping nodes simultaneously. In this mixed representation technique, we have used the
size of the chromosome equal to the number of nodes in the network. For the chromosome
representation of overlapping nodes, we have used -1 and 0 to show overlapping node status.
-1 indicates that the potential overlapping node is suppressed state i.e it will act as a non-
overlapping node and 0 indicates that it is in active state i.e it will behave as an overlapping
node. The label used for the potential overlapping node having status -1 followed with most
occurred its non-overlapping neighbor’s label and for status 0 it is labeled with all its distinct
non-overlapping neighbor’s label whose appearance is greater than one following its status.
If its distinct non-overlapping neighbor’s label equals to one then randomly label with any
one label. For non-overlapping nodes, the label used in chromosome with any one of the
number between 1 to |C| where |C| is the number of communities in the network. Figure
[ref] shows the overall community detection phase. In figure 1a, network structure with 11
nodes and 16 edges are shown and the corresponding chromosome representation is shown
in fig 1c.

5.3 Objective Functions

Our proposed method is based on a multi-objective genetic algorithm(MOGA). In this work,
we have used two objective functions. The first objective function maximizes the intra-
community link density whereas the second objective function minimizes the inter-community
link density. These objective functions are mention in eq. 5.6 and eq. 5.7 respectively.
The interpretation of Eq. 5.6 and its description is given below.

ob j1 =
|Com|

∑
l=1

∑
|Comm|
m=1 (µi j ∗ Int_Deglm)

|Comm|
(5.6)

Where, |Com| is the number of community in network, µlm is the fuzzy membership value
of lth node of mth community which is given in eq. 5.8 and Int_Deglm represents the internal
degree of lth node of mth community. |Comm| denotes the total elements in mth community.

The representation of eq. 5.7 and its detailing is given below:

ob j2 =
|Com|

∑
l=1

∑
|Coml |
m=1 Deg_CCml− Int_Deg_CCml

|Coml|
(5.7)

Here, |Com| denotes the total number of communities and Int_Deg_CCml represents the
sum of internal degree (Int_Deg) and internal clustering coefficient (Int_CC) of lth node of
mth community and its equation is shown in equation. Similarly, Deg_CCkl interprets the sum
of degree and clustering coefficient of node k in lth community.

The power for maximizing intra-community link density is given in Eq. 5.6 that greatly
support the dense connections within the communities. We have observed that nodes in a
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network are commonly influenced by its neighbors. We have adopted degree and clustering
coefficient as nodal attributes which have key importance in computing fuzzy membership
values. It has been used because some nodes in network might have several association with
communities. This fuzzy member value consists of internal degree and internal clustering
coefficient and the corresponding equation is illustrated in equation 5.8. In this function, the
term µlm represents the fuzzy membership value of lth node of the mth community that is
treated as a measure of the weighting factor for the corresponding nodes. If the membership
value of a node is higher, its belonging in that communities will be higher. The numerator
term Int_Deg in the first objective function (eq. 5.6) represents the internal degree and it
is used as the measure for the quality of the community. Higher this value, higher will be
the quality of the community. The term |Comm| interprets as the number of nodes in mth

community. On dividing the numerator term (i.e. the sum of the product of membership and
internal degree) with the denominator (i.e |Comm|) will give rise to the link compactness or
link density. An increase in the link compactness, there will also increase in the quality of
the communities. This link compactness strongly satisfies the high connections between the
members of the community.

The second objective function is already represented in Eq. 5.7 that is used to mini-
mize inter-community link density. The term (Deg_CC− Int_Deg_CC) of equation 5.7 is
the numerator difference term that represents the difference between the sum of degree and
clustering coefficient and the sum of internal degree and internal clustering coefficient. In
other word, it is the sum of degree difference(i.e difference in original degree and internal
degree) and clustering coefficient difference(i.e difference in actual clustering coefficient and
internal clustering coefficient). The term |Comm| interprets it as the number of all members
in mth community. For the formation of density the numerator of this objective function is
divided with |Comm| will represent the external link density. The decrease in this value will
lead to an increase in the quality of the communities.

The representation and calculation of fuzzy membership values is illustrated below.

µkm =
|Com|

∑
m=1

|V |

∑
k=1

( Int_Degkm
Deg(Vk)

+ Int_CCkm
CC(Vk)

)

∑
|Com|
n=1 ( Int_Degkn

Deg(Vk)
+ Int_CCkn

CC(Vk)

(5.8)

Here, µkm is the fuzzy membership value for node Vk in community Comm. |Com| and |V |
represents is the number of community and the number of nodes in network G respectively.
The term Int_Degi j represents the internal degree while and Int_CCi j represents the internal
clustering coefficient of kth node of mth community . Deg(Vk) represents the degree of node
Vk while and CCVk clustering coefficient of node Vk.

5.4 Population Initialization

After the encoding of the chromosome, we need to initialize the population. In the population-
based method the initialization of population is commonly done randomly. In our method,
for each non-overlapping node, we randomly generate a label between 1 to |C| where |C|
is the number of community in the network already known and for overlapping nodes we
randomly label with either -1 or 0 randomly. But for population-based methods, random
initialization of the population might generate low-quality solutions. So some guidance is
needed to generate high quality solutions. For this purpose, after random initialization as
done aforesaid, we used neighbor based initialization for each non-overlapping node having
a degree greater than an average degree in network replaced with the most appeared label
of its neighbors. For overlapping nodes having -1 is labeled with most occurred neighbor’s
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label with following -1 at the start. For status 0, we keep this status same and label with all
distinct neighbor’s label whose occurrence is greater than one. If all the occurrence is one
then label with anyone. For overlapping node, if all neighbors are overlapping then keeping
its status, label randomly with anyone in range 1 to |C|. This strategy is performed on nodes
in the order they have appeared in the chromosome.

5.5 Genetic Operators

The already existing community detection algorithm based on GA is not efficient enough
to give a relevant solution. The main reason for their inefficiency is their genetic operator
i.e crossover and mutation operator. The crossover operator provides low convergence and
mutation operator provides random changes in the gene. This generates a poor solution. So
in this thesis, we have used one point crossover and a new mutation operator. An updation
method has also been proposed in this work for updating the chromosome after crossover or
mutation.

5.5.1 Selection

In our method we have used binary tournament selection and elitist selection strategy. In
Binary tournament selection strategy, two random chromosomes from the population are se-
lected to compete and the chromosome which wins is selected for the formation of mating
pool. This selection strategy provides chance for the chromosomes having low fitness to be
selected in mating pool. The selection of winner chromosome depends on Pareto front rank-
ing which is based on non-dominated sorting. To resolve the problem of same Pareto front
ranking crowding distance is used. If the crowding distance is also same then it solved ran-
domly. After the generation of solutions, the elitist selection strategy comes into attack. This
selection strategy is used to select chromosomes from combined child and parent population
of size 2N to a new population for upcoming generation of size N. The elitist strategy is a
selection strategy which keep track for the best solution or some sets of best solutions. Here
we have to select N best solutions out of 2N. The way is to first select first front then second
front, third front and so on. If the currently selected front cannot be placed for the popula-
tion of next-generation then the chromosomes from this front are selected based on crowding
distance to make the size of the population N.

5.5.2 Crossover

In our proposed method we have used one point crossover which is simple and easy for im-
plementation. One point crossover produces offspring similar to parent. The implementation
of crossover is mentioned in algorithm 4. In this method if the randomly generated num-
ber between 0 and 1 is less than or equal to crossover probability(CX_P) then this process
further executed otherwise return the same. The position for crossover is randomly selected
any position except starting position and ending position. The process of crossover operation
is shown in figure 5.2. After getting offspring a indicator is used namely "indicate". This
variable decides the updation is for crossover or mutation. We have assigned it to a value -1
that will indicate the updation needed for crossover. The children are updated using update
method whose procedure is given in algorithm 6. At the end if the number of communities
obtained in parent and child are equal then the child is added in new_o f f spring, else parent
is added to new_o f f spring.
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Algorithm 4 Crossover( a,b, n, G)
Input: a,b : Individualss; n: Total number of communities; G : Nodes of the network G;
Output: new_o f f spring: Offspring Individuals;

1: parent← [a,b];
2: if rand(0,1) ≤CX_P then
3: o f f spring← per f orm one point crossover to get children from parent
4: new_o f f spring← φ

5: for i = 1 to |o f f spring| do
6: indicator= -1 //indication for updation after the crossover operation.
7: o f f springi←U pdate(o f f springi, indicator,n,G)
8: n_com← number of communities in o f f springi

9: if n_com == n then
10: new_o f f spring∪ o f f springi

11: end if
12: end for
13: if |new_o f f spring| 6= |parent| and |new_o f f spring|> 0 then
14: o f f spring← randomly chose a chromosome from parent
15: new_o f f spring∪ o f f spring
16: end if
17: else
18: new_o f f spring = parent
19: end if

5.5.3 Mutation

In most of the Genetic Algorithm based methods, the mutation is random. But to control its
randomness over a global view, we have restricted it to the local view. In this method we have
used a mutation operator that has two parts, one is random based and the other is neighbor
based. In our proposed mutation operator, at first, if the randomly generated number is less
than mutation probability(MUX_P) then steps are further executed otherwise leave the same.
The mutation position is randomly chosen at any position in the chromosome. If the selected
position belongs to the overlapping nodes then it comes in the category of random mutation
where its status is replaced with -1 if previously it was 0 and vice versa. If the selected
position belongs to the nonoverlapping nodes then it will belong to any of the two categories
(random based and neighbor based) having the same preferences. If it belongs to a randomly
based category then the label of the chromosome at mutation position will be replaced with
any one of the numbers chosen randomly from 1 to n where n is the number of community
in the network. In the case of neighbor based, the label of the chromosome is replaced with
most appeared label among its non-overlapping neighbor’s label. After such a change, the
chromosome undergoes through updation operation. If the modified chromosome contains
the total number of communities as that of the parent, then the mutant chromosome will result
in this mutation operation otherwise parent.

5.6 Updation

After the implementation of the crossover and mutation operator, it is the duty of the
update method to modify the chromosome. After crossover and mutation operation, the
label of nodes in the chromosome might be changed. So we need a method to modify the
chromosome. This method is mainly applied for overlapping nodes as its status may change
or there may be a change in neighbors label. The procedure for updating the chromosome
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Algorithm 5 Mutation( b, n, G)
Input: b : Chromosome; n: Total number of communities; G: Network or Graph ;
Output: a: Mutant Chromosome;

1: if rand(0,1) ≤MUX_P then
2: pos← randomly get a position between start and end of chromosome a;
3: if pos ∈ overlapping node′s position then
4: exchange 0↔-1 in label of a at the beginning of pos;
5: else if rand(0,1) ≤ 0.5 then
6: label the chromosome b at pos with randomly select number between 1 and n;
7: else
8: label the chromosome b at pos with most repeated label of neighbors;
9: end if

10: b←U pdate(b, pos,n,G);
11: n_com←The number of community in updated a;
12: if n! = n_com then
13: leave chromosome same as it was before mutation;
14: end if
15: else
16: leave the chromosome same as before
17: end if

is given in algorithm 6. From figure 5.4 we can observe that the overlapping nodes can
easily be verified in chromosome by checking the size of the gene because the label for
overlapping node in chromosome has the status "0" or "-1" which is an additional label than
community belonging label. Thus the size of the gene in chromosome id greater than one is
the corresponding label for overlapping node. There is a variable namely "indicate" which
indicates that the updation needed for crossover or mutation. If its value is "-1" then it is for
crossover and if its value is any positive number ranging from 1 to V then it is for mutation.
The corresponding positive number is the position in the chromosome at which mutation is
applied. If the position belongs to the overlapping node’s position then the updation occurs
at the corresponding gene in chromosome otherwise not. The process of applying updation
on overlapping nodes label in the chromosome, the following are the cases that we consider.

1. If the nodes and its all neighbors are overlapping then randomly label the chromosome
at corresponding node’s position with anyone ranging from 1 to n (total number of
communities in the network) and keeping the start status at beginning.

2. If its all neighbors are not overlapping and its status is "-1" then replace the label
with the highest occurrence of its non-overlapping neighbor’s label in chromosome
and retain the start status at the beginning.

3. If its all neighbors are not overlapping and its status is "0" then replace the label with
all its distinct non-overlapping neighbor’s label in chromosome whose appearance is
greater than one. If the appearance is one for all distinct non-overlapping neighbors
then label the chromosome for the corresponding node with anyone. Retain the start
status at the beginning.

From Figure 5.4, we can see that the node 6 is the overlapping node because its size is greater
than one and the label for node 6 is not accurately labeled in figure a. But during updation
the label of node 6 has the status "-1" and the occurrence of label "1" is 4 and that of "2" is
6. So the correct label should be "2" because its occurrence is 6 which is greater than the
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Algorithm 6 U pdate (a, pos, n, G)
Input: b : Chromosome ; pos: position related to crossover or mutation updation; n: Number

of communities; G:Network or graph ;
Output: a: updated chromosome;

1: V ← get nodes of G
2: N_U .O← φ ,φ
3: for i = 1 to |b| do
4: if |bi| ≥ 2 then
5: O← O ∪ Vi

6: end if
7: end for
8: G.ad j← Adjacency matrix of graph G
9: if pos > 0 and Vpos ∈ O then

10: N_U ←Vpos∩O
11: else if pos < 0 then
12: N_U ← O
13: end if
14: for each nodend ∈ N_U do
15: index← get node index for node nd
16: if all neighbors of ndi ∈ O then
17: aindex← change the label with randomly chosen number ranging [1,n] and reserve

the start status as it was before modification.
18: else if bindex contain 0 then
19: bindex ← reserve the first element of bindex, and change the remaining part with

all the distinct its non-overlapping neighbors label that appeared more than once,
otherwise exists randomly label with one of its non-overlapping neighbor.

20: else if bindex contain -1 then
21: bindex← reserve the first element of bindex, and change the remaining part with the

most occurred label of its non-overlapping neighbor.
22: end if
23: end for

number of times the occurrence of "-1". So after updating the chromosome the label of node
6 replaces "1" with "2" and keeping start status "-1" same.

5.7 Procedure of our proposed method

In this section, we have combined the sequence of techniques used in our proposed method-
ology in the form of flowchart which is shown in Figure 5.5. The proposed methodology is
based on the Multi-Objective Genetic Algorithm. We have adopted two objective functions,
one is intra-community density maximization and other is inter-community density mini-
mization. The description of these objective functions is mentioned in Eq. 5.6 and eq. 5.7
respectively. To find the Pareto optimal solution set, NSGA-II has been used as a support-
ing structure. At first, overlapping node detection is done, then the chromosome is encoded
using mixed representation in order to generate an initial population such that the chromo-
some does not produce duplicate communities. This population initialization step is created
based on neighbors. After the initialization of the population, fuzzy membership values are
assigned for each node in the network. the fuzzy membership value is estimated using inter-
nal degree and internal clustering coefficient. After this step, each chromosome is assigned
fitness values to each objective function. Then the solutions are ranked using non-dominated
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sorting and the crowding distance. The non-dominated sorting is done on conflicting ob-
jective functions (eq. 5.6 and eq. 5.7). Then the solutions pass through different stages of
genetic operations like selection, crossover, and mutation to generate children solutions do
not have duplicate communities. After the genetic operations on solutions, the solution is up-
dating using the update method. The process of genetic operations and updating are done on
each generation. The newly generated child population is merged with the parent population
and then the combined population having size double the parent population are ranked using
non-dominated sorting and crowding distance. The process stops when the current gener-
ation reaches a specified maximum generation, then the best solution from the first Pareto
front having maximum gNMI and Modularity value based on equations (6.2) and (6.1) are
obtained respectively.

FIGURE 5.5: Flow chart of our proposed method.
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FIGURE 5.2: Crossover between chromosome a and b.

FIGURE 5.3: Mutation of chromosome b.

FIGURE 5.4: Updation of chromosome.
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Chapter 6

Experimental Results and Discussion

6.0.1 Experimental set up

For a fair comparison, both the population size and the maximum number of generations is
set to 100. The threshold η for controlling the number of candidate overlapping nodes has
been taken as 0.1. The crossover probability and mutation probability are set to 0.8 and 0.1
respectively. The experimental results for all algorithms are obtained by taking the average
over 20 independent runs. All the experiments are carried out on DELL INSPIRON 15 3000
SERIES, CPU @ 2.50GHz 2.70GHz, 4-GB RAM, Windows 10 operating system and Python
programming language.

Real World Networks

In our work, we have employed our method on four real-world networks having different
community structures. All these networks are well known for their ground truth communities.
These networks are easily available on the internet. A brief discussion on the real world
networks is given below.

The Zachary’s Karate Club is a real-world social network created by Wayne Zachary
[73] in the 1970s. This network contains 34 nodes having 74 interconnecting edges over a
period of two years. This network is divided into two parts due to an argument between the
administrator and instructor of the karate club.

The Bottlenose Dolphins network [74] is also a social network of bottlenose dolphins
created by David Lusseau and his co-working members. These Bottlenose Dolphins were
seen during 1994-2001 in Doubtful Sound, New Zealand. This network consists of 62 dol-
phins with 159 frequent associations among them and can naturally separate them into the
community of male and female dolphins.

The third network is the American political books network [75] consisting of 105 nodes
and 441 edges created by Krebs where node indicates US Political book and the edge rep-
resents regularly purchased books by the same customer sold online on Amazon.com. The
sold books are separated into “liberal”, “natural” and “conservative” disjoint groups.

The last real-world network is American College football games between Division IA
colleges. This network[11] is formed by Girvan and Newman during the regular season fall
2000 which consists of 115 teams with 616 regular season matches between the teams. This
network is divided into 12 communities.

Evaluation Metrics

In our work, we have taken two standard metrics, gNMI and extended modularity, for mea-
suring the quality of a community. The description of these metrics is given below:

Modularity: The extended modularity is proposed by Nicosia [76] which is suitable for
overlapping as well as non-overlapping communities. The equation of this metric is given in



Chapter 6. Experimental Results and Discussion 47

TABLE 6.1: gNMI value-based comparison of eight algorithms on four real-
world networks

Network Metric our MR-MOEA IMOQPSO MEAs SCN MCMOEA Zhang LMD NMF
Karate gNMI max 1 1 0.708 0.383 0.918 0.513 0.513 0.837

gNMI avg 1 1 0.698 0.375 0.890 0.496 0.447 0.837
std 0 0 0.024 0.042 0.069 0.052 0.104 0.0

Dolphin gNMI max 1 1 1 0.421 0.473 0.293 0.611 0.907
gNMI avg 1 1 0.756 0.412 0.342 0.277 0.456 0.907

std 0 0 0.475 0.017 0.161 0.089 0.132 0
Football gNMI max 0.922 0.803 0.809 0.927 0.712 0.761 0.783 0.793

gNMI avg 0.897 0.803 0.798 0.788 0.696 0.757 0.762 0.793
std 0.0279 0 0.015 0.320 0.037 0.007 0.028 0

Polbook gNMI max 0.564 0.149 0.432 0.482 0.104 0.137 0.137 0.388
gNMI avg 0.479 0.139 0.389 0.416 0.098 0.093 0.118 0.388

std 0.066 0.014 0.032 0.062 0.008 0.059 0.017 0

Eq. 6.1.

Qov =
1

2m

|Com|

∑
j=1

∑
j∈Comi,k∈Comi

1
O jOk

[
Ai j−

deg(i)deg(k)
2m

]
(6.1)

Here, Qov represents modularity value lies between −1 to 1] ( including -1 and 1),m is
the total number of edges in the network, A is the adjacency matrix, |Com| gives the total
occurrence of communities, Comi represents ith community, O j gives the occurrence of node
j distinct communities, and d j represents the degree of node j.

Generalized Normalised Mutual Information (gNMI) [77]: It is one of the widely used
metrics which is used to validate the quality of solution for detected communities against the
ground truth. gNMI is defined below in equation 6.2.

gNMI(A,B) =
−2∑

CA
i=1 ∑

CB
j=1Ci j logCi j N

Ci C j

∑
CA
i=1Ci logCi

N +∑
CB
j=1C j logC j

N

(6.2)

Here, gNMI(A,B) represents NMI value between division A and B, CA( CB) represents the
number of communities in division A ( division B), C represents the confusion matrix, Ci j

represents the count of common nodes between communities i and j in division A and B
respectively, Ci is the sum of elements of C in row i and C j is the sum of elements of C in
column j. N denotes the number of nodes.

6.1 Experimental Results

In our work, we have employed our proposed method on four real-world networks namely
Karate, Dolphin, Polbook, and Football. We have compared our method with seven popular
algorithms based on extended modularity and gNMI.
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TABLE 6.2: Extended modularity value-based comparison of eight algo-
rithms on four real-world networks

Network Metric our MR-MOEA IMOQPSO MEAs SCN MCMOEA Zhang LMD NMF
Karate Qov max 0.210 0.229 0.213 0.204 0.210 0.216 0.216 0.205

Qov avg 0.210 0.223 0.208 0.18 0.208 0.212 0.204 0.205
std 0 0.007 0.004 0.022 0.002 0.005 0.024 0.0

Dolphin Qov max 0.200 0.271 0.264 0.221 0.206 0.261 0.261 0.200
Qov avg 0.200 0.264 0.258 0.201 0.198 0.251 0.194 0.200

std 0 0.011 0.008 0.017 0.049 0.089 0.102 0
Football Qov max 0.300 0.306 0.243 0.226 0.279 0.282 0.284 0.303

Qov avg 0.292 0.303 0.235 0.207 0.274 0.271 0.246 0.303
std 0.007 0.005 0.014 0.020 0.087 0.011 0.90 0

Polbook Qov max 0.267 0.267 0.244 0.246 0.228 0.237 0.263 0.259
Qov avg 0.242 0.265 0.241 0.216 0.222 0.225 0.241 0.259

std 0.036 0.005 0.004 0.042 0.011 0.012 0.071 0

FIGURE 6.1: Comparison of random population initialization and random
mutation based algorithms with proposed method based on nmi and modu-

larity

In this work, our proposed method has generated better results than other methods on
karate, dolphin, football, and polbook networks in terms of gNMI ( NMI_max and (NMI_avg
) over 20 independent iterations which are shown in Table 6.1. The maximum gNMI value
has been obtained by our method is 0.922 on football network which is a little bit less than
MEAs_SCN (0.927), however, it has been ranked second-best among all. Moreover, on the
football network, our method has obtained the best average gNMI value among all other
methods. Table 6.1 is evidence that our proposed method outperforms the others in terms
of gNMI value. While the experimental results on Table 6.2 overviews that our proposed
method has shown the comparative result in terms of modularity.

Discussion

In our work, we have developed a community detection method based on a multi-objective
evolutionary algorithm and for supporting framework, we have used NSGA-II. NMI and
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modularity are used as metrics for validating the detected communities by the algorithms.
We have developed two objective functions 5.7 and 5.7. The convergence of both objec-
tive functions along with the modularity and NMI is shown in Figure 6.1. These are the
normalized average value which is customized by dividing the maximum value obtained on
averaging the value in Pareto front over the generation. There are basically two strategies for
detecting communities, network structure, and nodal properties. We have hybridized both
strategies, overlapping node detection [68] depends on the network structure while computa-
tion of fuzzy membership value relays on nodal properties ( degree and clustering coefficient
as nodal properties ). We have also used neighbor based strategy in population initialization,
mutation operator and updation method. These all methods together able to grasp the net-
work structure and produce a solution(s) near actual ground truth. Table 6.1 is the evidence
for producing our resultant communities are actual or near to actual due to the adoption of
the neighbor based strategy.
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Chapter 7

Conclusion and Scope for Future
Works

In this chapter, we first discuss the conclusion of our proposed method and in the next section,
we will light on its scope for future exploration.

7.1 Conclusion

In our work, we have proposed a method based on a multi-objective genetic algorithm for
detecting overlapping communities. We have taken two objective functions, one for maxi-
mizing internal edge density and other for minimizing external edge density, which strongly
satisfies the properties of a community. Apart from this, a fuzzy membership value has been
given to each node in the network. This utilizes the benefits of nodal properties of a node
in the network. We have adopted a neighbor based approach in population initialization,
mutation, and updation. One point crossover operator which includes updation policy used
for high convergence and mutation operator has been proposed for some directional change
(i.e sometimes random based and sometime neighbor based). Updation method is used for
modifying the chromosome both in crossover and mutation. These methods together prop-
erly handle the network structure. Experimental results on four real-world networks shown
in Table 6.1 indicates that our proposed method shows the higher gNMI value which indicate
that the proposed method produces results nearer to actual communities and better in term of
gNMI and comparative in term of modularity. However, our proposed method suffers from
limitations like require the number of communities in advance and the length of the chromo-
some equal to the number of nodes in the network. Overall, our method has performed better
in terms of gNMI compared to rest methods.

7.2 Scope for Future Works

In the future, we may rectify the limitation of our method and make it capable of generating
communities without prior knowledge. It can also be extended to a large dynamic network.
In the future, we may apply more recent evolutionary methods like NSGA-III [71] to solve
highly complex networks having billions of nodes.
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