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Abstract 
 

In this thesis an approach for Word Sense Disambiguation in Bengali language 

using sense induction technique is proposed .The proposed work is done in two 

phases , in the first phase it have Sense Induction module by generating unique 

sense clustered and in the second phase semantic similarity measure technique 

is used for the word sense disambiguation within the sentences. The data sets 

are prepared from the corpus developed under the TDIL (Technology 

Development for Indian Languages) project of the Government of India. After 

processing the two phases one after another, the meaning of multisensous word 

is found with the help of semantic similarity method. 
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1.1 Introduction 
 
Word Sense disambiguation (WSD) is the task of identifying the most 

appropriate sense of a multisensous word in a particular syntactic context. A 

normal human being, due to his/her innate linguistic competence, is able to 

capture the actual contextual sense of an multisensous word within a specific 

syntactic frame with the knowledgebase triggered from various intra- and extra-

linguistic environments. Since a machine does not possess such capacities and 

competence, it requires some predefined rules or statistical methods to do this 

job successfully. Normally, two major learning procedures are used in WSD 

task. First one is Supervised Learning where a learning set is considered for the 

system to predict the actual meaning of a multisensous word within a syntactic 

frame. Other one is Unsupervised Learning where dictionary information (i.e., 

glosses) of the multisensous word is used to do the same task. In most of the 

cases, WordNet is used as the online semantic dictionary. 

The proposed work is developed using a semi-supervised approach. The overall 

work is carried out in two phases, in the first phase different sense clusters are 

created using Sense Induction technique and in the second phase, Word Sense 

Disambiguation is developed using Semantic Similarity Measure. In Sense 

Induction 
[1-6]

 phase, a context window is taken containing the multisensous 

word and the words preceding and succeeding it to classify multiple senses from 

the sentence collection. In Word Sense Disambiguation stage, the similarity of 

the new test data is evaluated with the previously evaluated sentence classes 

using semantic similarity measure. This semantic similarity is measured using 

the Bengali WordNet. The test data is assigned with that sense where the 

maximum similarities found.  

The data sets are prepared from the corpus developed under the TDIL 

(Technology Development for Indian Languages) project of the Government of 

India. The developed model is tested on multisensous words commonly used in 

Bengali language. The challenges and the pitfalls of this work are explained in 

detail at the end of this thesis paper. 
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1.2 The state of art 
 

Since the earliest days of computer language treatment in the 1950s, the 

automatic disambiguation of word senses has been an interest and concern. 

Wilks and Stevenson(1996) called WSD as an ”intermediate task”   which is 

used at each level in natural language processing .It is clearly necessary for 

language based applications such as message understanding, man to  machine 

communication, etc. This is the least helpful for those applications, and there 

are some examples that are not intended for Understanding of language: 

 

 Machine Translation :  For understanding  the proper translation of 

words like in case of French grille WSD is very useful. It can be 

translated on the basis of context, like railing, gate, bar, grid, scale, 

schedule, etc. (weaver [1949]; Yangway [1955], etc.) 

 

 Information retrieval and hypertext navigation  :  Words which are 

used in improper sense are eliminated when a specific keywords is 

searched in a document( Salton[1968]; Salton and McGill [1983]; 

Krovetz and Croft [ 1992]; Voorhees [1993]; Schütze and Pedersen 

[1995]) 

 

 Content and thematic analysis: For analysing the distribution of 

predefined words content thematic approach is used. In this kind of 

analysis the need WSD has long been recognized. (Stone, et al. [1966]; 

Stone[1969]; Kelly and Stone [1975]; Litowski [1997])  

 

 Grammatical analysis: 

For part of speech tagging, sense disambiguation is useful. Some 

syntactic analyzes, such as prepositional phrase attachment, also requires 

word sense disambiguation (Jensen and Binot [1987]; Whittemore et 

al.[1990]; Hindle and Rooth [1993]) 
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 Speech Processing: The correct phonetization of words in speech 

synthesis requires disambiguation of senses. In speech recognition for 

homophone discrimination and word segmentation also WSD is used. 

(Connine[1990]; Seneff [1992]) 

 

 Text Processing: In spelling correction also sense disambiguation is 

necessary to determine when diacritics should be inserted, for case 

changes, for the literal use of Semitic languages(when vowels are not 

written). 
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1.3  A brief Survey 
 

Ramanathan and Rao
 [1]

 designed a lightweight stemmer for Hindi language in 

2003. The approach was tested on 35977 unique words taken from different 

sources like politics, sports, business, health, etc. The error in this method was 

4.68% for under-stemming and 13.84% for over-stemming task. 

Satanjeev Banerjee and Ted Pedersen in 2002
[2]

, evaluated the Lesk algorithm 

on English lexical sample data from the SENSEVAL-2 Word Sense 

Disambiguation exercise and achieved overall accuracy of 32%. 

Satanjeev Banerjee in 2002
[3]

, adapted a modification on this algorithm by 

considering a very short window of only three words, means the target word and 

the first meaningful word before and after that target word. This idea believes 

that people generally use the immediate words to represent the sense of the 

multisensous word. 

In Hindi language, Prity Bala proposed a knowledge based approach
 [4]

 for 

Word Sense Disambiguation using Hindi WordNet. She considered a test set of 

100 words and among them 85 words were responded by the system, out of 

which 50 words were correctly disambiguated. 
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1.4 Conventional approaches to WSD 

 

 Dictionary- and knowledge-based methods: These mainly depend on the 

basis of dictionaries, thesauri and lexical knowledge, without any 

corroborative evidence. 

 

 Semi-supervised method: It  uses secondary knowledge source or corpus 

of seeded data in a word aligned bilingual corpus. 

 

 Supervised method: It uses  meaningful corpus from which to train. 

 Unsupervised methods: This relies completely on external information 

and process on unknown corpus .This is also known as word sense 

discrimination. 
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Chapter 2 

 

 

 

 

 

 

 
 



2.1 Pre-processing 
 

2.1.1 Introduction: 

The corpus is first pre-processed to create the knowledge base from where the 

answer is to be found. Text pre-processing is an essential part of any NLP 

system, since the characters, words, and sentences identified at this stage are the 

fundamental units passed to all further processing stages, from analysis and 

tagging components, such as semantic analysers and part-of-speech taggers, 

through applications, such as information retrieval and machine translation 

systems. It is a collection of activities in which Text Documents are pre-

processed. Because the text data often contains some special formats like 

number formats, date formats and the most common words that unlikely to help 

text mining such as prepositions, articles, and pro-nouns can be eliminated. 
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2.1.2 Normalization 

The texts collected from the Bengali corpus are not adequately normalized. So, 

a text normalization procedure has been used before the work, as – 

Detachment of punctuation marks like single quote, tilde, double quote, 

parenthesis, comma, etc. that are attached to the words.  

Removal of angular brackets, uneven spaces, broken lines, slashes, etc.from 

sentences. 

Identification of sentence terminal markers  (i.e., dāri, note of exclamation, and 

note of interrogation), etc. 

 A screenshot of a non-normalized text is given below. 

 

 

   Fig1: Partial view of non-normalized text 
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After normalization process the following text is found as output. 

 

 

 

Fig2: Partial view of normalized text. 

2.1.3.Lemmatization 

Lemmatization is the grouping together of different forms of the same 

word. In search queries, lemmatization allows end users to query any 

version of a base word and get relevant results. Stemming is a part of 

the lemmatization process where the base word of the particular word 

is found. The base word broadens the sense (search domain). 

 

 

 

  Fig3: Partial view of the lemmatized text. 
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2.1.4 Conclusion: 

In this phase, first the overall data sets are passed through a series of pre-

processing steps, as-Normalization and Lemmatization. At the end of this phase 

each and every sentences are normalized and lemmatized. 
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3.1 Proposed Work 
 
3.1.1 Introduction: 

In this work, first the sentences are retrieved from the corpus. As the sentences 

are real life data, those are passed through normalization and lemmatization 

process. 

Next, using a separate program all the sentences containing a particular 

multisensous word are retrieved from the corpus.  

After that, sentences are passed through Sense Induction phase. In this phase, 

different word windows are considered containing the multisensous word and 

its surrounding word/s. In this experiment, following word windows are 

considered: 

(wkwk+1), (wkwk+1wk+2), (wk-1wk), (wk-2wk-1wk), (wk-2wk-1wkwk+1), (wk-2wk-

1wkwk+1wk+2) and (wk-1wkwk+1), where wk is the targeted multisensous word. 

Using all of these word windows, the sentences in a data set are classified. After 

generation of all possible sense classes, the redundant classes are discarded. In 

this process, different sense carrying subclasses of a particular multisensous 

word are generated. As every subclass carries a distinct sense, these are used as 

the sense inventory for WSD task. 

In the second phase, semantic similarity is measured between a test sentence 

and the sense tagged classes. A test sentence is tagged with a particular sense 

based on the closeness of that sentence with the sense tagged classes. This 

semantic similarity is measured with the help of Bengali WordNet. 

In real life scenario, there is a very least chance of lexical similarity between 

two sentences. So, in this experiment contexts of the test sentence and the 

sentences of every class are expanded considering synonyms and gloss of every 

word from the WordNet. As the contexts of the sentences are expanded the 

chance of finding semantic similarity is increased. 
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3.1.2 Algorithms Used 

 

3.1.2.1 ALGORITHM 1: SENSE FINDING 

Input: Sentences containing multisensous words. 

Output: Sense classes. 

This module involves the following steps: 

 

Step 1: Sentences are collected from the corpus 

Step 2: Data sets are normalized. 

Step 3: Words in every sentence are lemmatized. 

Step 4: Different sense classes are generated using all possible word windows. 

Step 5: Redundant sense classes are discarded to generate unique sense classes. 

Step 6: Stop. 
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In the following figure first sentences are collected from corpus then all the data 

sets are normalized means removal of angular brackets, uneven spaces, broken 

lines, slashes, etc. from sentences. After that all the words are lemmatized and 

create all the possible word windows. Then redundant sense classes are 

discarded to generate unique sense classes. 

 

 

 

Fig  1. Sense Finding 
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3.1.2.2 ALGORITHM 2: WORD SENSE DISAMBIGUATION USING CLASSIFIERS 

 

Input: Sentence whose sense have to find i.e. Test set. 

Output: Derived sense of the multisensous word in that sentence. 

 Step 1: Start 

 Step 2: The test sentence is normalized and lemmatized. 

 Step 3: Contexts of the test sentence and the sentences of every class are 

expanded considering synonyms and gloss of every word from the 

WordNet. 

 Step 4: Semantic similarity between sentences is measured on the 

expanded contexts. 

 Step 5: Maximum similarity with a sense class represents respective 

sense of the multisensous word. 

 Step 6: Stop. 
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In the following figure user input the sentence, every sentence is normalized 

and lemmatized first then each and every word of the sentence is split and find 

the meaning of each and every word from the word-net. After that find semantic 

similarity between the sentences and find the most similar word.   

 

 

 

 

 

   Fig.2 Finding most similar word  

18 



3.1.5 Conclusion 

Here the similarity of the new sentences containing the multisensous word is 

evaluated with respect to the  evaluated classifiers using Semantic Similarity 

Measure technique. The test data will be assigned to the sense where it found 

maximum similarities. Finally we get the sense resolved sentence as the 

output. 
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Chapter 4 
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4.1 Output and Discussions 

The model is tested on multisensous words commonly used in Bengali 

language. Here the different senses of the multisensous word containing word 

হাত (hāt) are evaluated. 

  

Table 1: Number of sentences retrieved from the corpus carrying multisensous words. 

Sl. 

No. 

Multisensous words Number of sentences retrieved from the 

corpus 

1 হাত (hāt) 2383 

 

Although, during the experiment all the possible words windows are considered 

for generating the sense classes, during evaluation of the results it is observed 

that the (wkwk+1) word sequence produces the most acceptable results. One 

sample output for the multisensous word ‘হাত’ (hāt) is given in Table 2. 
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From that corresponding dataset 9 different sense classes are generated. 

Table 2: Different sense classes for the multisensous word „হাত‟ (hāt). 

Sl. No. Senses considering (wkwk+1) word window  

Meaning 

1 হাত করা  (hāt karā) To control 

2 হাততর কাজ (hāter kāj) Handicraft 

3 হাত জজাড় (hāt jor) Pray 

4 হাত জতালা(hāt tolā) To beat 

5 হাত পাতা(hāt pātā) Ask for help 

6 হাত বাড়াত া(hāt bārāno) Help someone 

7 হাত জেলাত া (hāt melāno) Co-operate 

8 হাত লম্বা (hāt lambā) Type of measurement 

9 হাততর জলখা(hāter lekhā) Handwriting 

 

Few sentences created individual class (consisting of one sentence) because of 

no lexical match. These classes were discarded. The model is tested using 4-

cross validation.  

 

   

 In the above output screenshot user first input the sentence then the sentence is 

lemmatized and normalized then find the meaning of each and every word from 

the word-net. After that find semantic similarity between the sentences and find 

the most similar word, and show as an output.  
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4.2 Challenges 
 

A lot of challenges appeared in every phase of the experiment, like –  

The wide range of morphological inflections of the Bengali words which 

created a major problem lemmatization task. 

Absence of an accurate all word lemmatizer tool in Bengali language affected 

the performance of the system. 

The vast semantic varieties of Bengali sentences are sometimes impossible to 

track programmatically. 

Few sentences have been encountered which carry similar sense but there are no 

similarities in contextual words. 

Spelling errors in words are also the obstacles in the sense retrieval process. 

As the Bengali WordNet is under developing stage, scarcity of information in 

the WordNet is a big issue in sense retrieval task. 
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Chapter 5 
 
 
 
 
 
 
 



 

9.Conclusion 

In this work, an attempt is made to design an effective algorithm for word sense 

disambiguation using sense induction in Bengali language. Different senses of a 

particular multisensous word is derived using sense induction process and WSD 

is implemented through semantic similarity measure using Bengali WordNet. 

The experiment is carried out on multisensous words commonly used IN 

Bengali. 
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