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1. Introduction 

The work presented in this thesis mainly concentrates on detection of Pneumonias from 

X-ray images through application of Deep Convolutional Neural Networks (CNNs). 

Considering complexity of the problem related to detection of Pneumonias, deep CNNs with 

automatic feature learning capabilities are employed here. 

1.1. Pneumonia Detection/Diagnosis Techniques 

Doctors generally diagnose a pneumonia patient by asking their medical history and 

doing a physical exam, including listening to their lungs with a stethoscope to check for 

abnormal bubbling or crackling sounds that suggest pneumonia. 

If pneumonia is suspected, the doctor may recommend the following tests: 

• Blood tests. Blood tests are used to confirm an infection and to try to identify the type of 

organism causing the infection. However, precise identification isn't always possible. 

• Chest X-ray. This helps your doctor diagnose pneumonia and determine the extent and 

location of the infection. However, it can't tell your doctor what kind of germ is causing 

the pneumonia. 

• Pulse oximetry. This measures the oxygen level in your blood. Pneumonia can prevent 

your lungs from moving enough oxygen into your bloodstream. 

• Sputum test. A sample of fluid from your lungs (sputum) is taken after a deep cough and 

analyzed to help pinpoint the cause of the infection. 
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1.2. Chest X-Ray 

 X-rays are a type of radiation called electromagnetic waves. X-rays make up X-

radiation, a form of electromagnetic radiation. Most X-rays have a wavelength ranging from 

0.01 to 10 nanometers, corresponding to frequencies in the range 30 petahertz to 30 exahertz 

(3×1016 Hz to 3×1019 Hz) and energies in the range 100 eV to 100 keV. X-ray wavelengths 

are shorter than those of UV rays and typically longer than those of gamma rays. In many 

languages, X-radiation is referred to with terms meaning Röntgen radiation, after the 

German scientist Wilhelm Röntgen who discovered these on November 8, 1895. X-ray 

imaging creates pictures of the inside of human body. The images show the parts of human 

body in different shades of black and white. This is because different tissues absorb different 

amounts of radiation. Calcium in bones absorbs x-rays the most, so bones look white. Fat and 

other soft tissues absorb less, and look gray. Air absorbs the least, so lungs look black. X-Ray 

has been being used in medical imaging since the time it was discovered. Some examples of 

it’s application in medical domain are : Computed Tomography, Mammography, 

Angiography, Fluoroscopy etc.  

 Chest X-Ray is X-Ray images of chest region. It is used to evaluate the lungs, heart and 

chest wall and may be used to help diagnose shortness of breath, persistent cough, fever, chest 

pain or injury. It also may be used to help diagnose and monitor treatment for a variety of 

lung conditions such as pneumonia, emphysema and cancer. Because chest x-ray is fast and 

easy, it is particularly useful in emergency diagnosis and treatment. 

1.3. Automated pneumonia detection 

Automated Pneumonia detection can be done from X-rays, cough sounds, ultrasound 

videos/images of chest areas. Out of these, automated pneumonia detection from x-rays is the 

most popular practice[14].    

Detecting pneumonia with chest X-rays is a challenging task that relies on the availability of       

expert radiologists. Moreover, detecting pneumonia with chest x-rays sometimes becomes 

difficult for the radiologists for the following reasons. 

Figure 1: Chest X-ray image 

https://en.wikipedia.org/wiki/Electromagnetic_radiation
https://en.wikipedia.org/wiki/Wavelength
https://en.wikipedia.org/wiki/Nanometer
https://en.wikipedia.org/wiki/Frequency
https://en.wikipedia.org/wiki/Hertz
https://en.wikipedia.org/wiki/Hertz
https://en.wikipedia.org/wiki/Electronvolt
https://en.wikipedia.org/wiki/KeV
https://en.wikipedia.org/wiki/Ultraviolet
https://en.wikipedia.org/wiki/Gamma_ray
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 Appearance of pneumonial patches in X-ray images is not always clear and precise, may 

also be indicative of other diseases, and can mimic many other benign abnormalities. These 

may cause considerable variations in diagnosis, performed by different radiologists. These are 

the challenges related to automated pneumonia detection from chest x-rays. There have been 

many ventures in Medical Image Analysis, such as Lesion Detection and Segmentation [35-

39], diseases classification [40-43], registration[44], regression[45] and so on. Wang et al [13] 

used four hugely successful CNN architectures, AlexNet[46], VGGNet[47], GoogleNet[48], 

ResNet[49] to detect pathologies in CXR images, the lesion areas are also detected in weakly 

supervised manner. Yao et al. [26] explore the correlation among the 14 pathologic labels with 

global images in ChestX-ray14 [9]. Using a variant of DenseNet [50] as an image encoder, they 

adopt the Long-short Term Memory Networks (LSTM) [51] to capture the dependencies. 

Kumar et al. [27] investigate that which loss function is more suitable for training CNNs from 

scratch and present a boosted cascaded CNN for global image classification. The recent 

effective method consists in CheXNet [9]. It fine-tunes a 121-layer DenseNet on the global 

chest X-ray images, which has a modified last fully-connected layer. 

1.4. Motivation 

 In spite of the complexity of the problem relating to automated pneumonia detection, there has 

been a tremendous need for an automated system capable of detecting pneumonia and other lung 

diseases from chest x-rays. According to an estimate published by the World Health 

Organization (Mollura et al., 2010), two thirds of the global population lacks access to radiology 

diagnostics. Even when imaging equipment is available, there is a shortage of experts who can 

interpret X-rays, leading to increased mortality from treatable diseases (Kesselman et al., 2016). 

All these has motivated the past work in automated pneumonia detection. 

 After a considerable number of attempts[references] have been made by the researchers, 

performances of the systems developed for automated pneumonia detection are not up to the 

mark. It is most likely due to creeping of uncertainty with possibilities of various chest diseases 

Figure 2: Pneumonia affected Lungs 
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occurring with the same penumonial patches present in chest x-rays. In addition, impreciseness 

of chest x-rays also makes the problem complex. So till date, there is enough scope for 

investigating for better methods employing powerful machine learning techniques, especially 

deep learning methodologies, for automated pneumonia detection from chest x-rays. 
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2. Pneumonia 
 

2.1. What is Pneumonia? 

Pneumonia is an infection in one or both lungs. It can be caused by bacteria, viruses, or 

fungi. Bacterial pneumonia is the most common type in adults. Pneumonia causes inflammation 

in the air sacs in your lungs, which are called alveoli. The alveoli fill with fluid or pus, making 

it difficult to breathe. Pneumonia affects approximately 450 million people globally (7% of the 

population) and results in about 4 million deaths per year. Pneumonia was regarded by William 

Osler in the 19th century as "the captain of the men of death". With the introduction of 

antibiotics and vaccines in the 20th century, survival rate in Pneumonia is improved. 

Nevertheless, in developing countries, and among the very old, the very young, and the 

chronically ill, pneumonia is till a leading cause of death. Pneumonia often shortens suffering 

among those already close to death and has thus been called "the old man's friend". 

2.2. Types and Causes of Pneumonia 

 

Pneumonia is due to infections caused primarily by bacteria or viruses and less commonly by 

fungi and parasites. Although there are over 100 strains of infectious agents identified, only a 

few are responsible for the majority of the cases. Mixed infections with both viruses and 

bacteria may occur in roughly 45% of infections in children and 15% of infections in adults. A 

causative agent may not be isolated in approximately half of cases despite careful testing. 

Factors that predispose to pneumonia include smoking, immunodeficiency, alcoholism, chronic 

obstructive pulmonary disease, asthma, chronic kidney disease, liver disease, and old age. 

Additional risks in children includes not being breastfeed, exposure to cigarettes or air 

pollution, malnutrition, and poverty. The use of acid-suppressing medications – such as proton-

pump inhibitors or H2 blockers – is associated with an increased risk of pneumonia.  

2.2.1. Types by germ 

1. Bacterial pneumonia: The most common cause of bacterial pneumonia is 

Streptococcus pneumoniae. Chlamydophila pneumonia and Legionella pneumophila 

can also cause bacterial pneumonia. 

2. Viral pneumonia: Respiratory viruses are often the cause of pneumonia, especially in 

young children and older people. Viral pneumonia is usually not serious and lasts for a 

shorter time than bacterial pneumonia. 

https://en.wikipedia.org/wiki/William_Osler
https://en.wikipedia.org/wiki/William_Osler
https://en.wikipedia.org/wiki/Chronic_(medicine)
https://en.wikipedia.org/wiki/Leading_cause_of_death
https://en.wikipedia.org/wiki/Bacteria
https://en.wikipedia.org/wiki/Virus
https://en.wikipedia.org/wiki/Fungi
https://en.wikipedia.org/wiki/Parasites
https://en.wikipedia.org/wiki/Smoking
https://en.wikipedia.org/wiki/Immunodeficiency
https://en.wikipedia.org/wiki/Alcoholism
https://en.wikipedia.org/wiki/Chronic_obstructive_pulmonary_disease
https://en.wikipedia.org/wiki/Chronic_obstructive_pulmonary_disease
https://en.wikipedia.org/wiki/Asthma
https://en.wikipedia.org/wiki/Chronic_kidney_disease
https://en.wikipedia.org/wiki/Liver_disease
https://en.wikipedia.org/wiki/Breastfeed
https://en.wikipedia.org/wiki/Malnutrition
https://en.wikipedia.org/wiki/Proton-pump_inhibitors
https://en.wikipedia.org/wiki/Proton-pump_inhibitors
https://en.wikipedia.org/wiki/H2_blockers
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3. Mycoplasma pneumonia: Mycoplasma organisms are not viruses or bacteria, but they 

have traits common to both. Mycoplasmas generally cause mild cases of pneumonia, 

most often in older children and young adults. 

4. Fungal pneumonia: Fungi from soil or bird droppings can cause pneumonia in people 

who inhale large amounts of the organisms. They can also cause pneumonia in people 

with chronic diseases or weakened immune systems. 

One kind of fungal pneumonia is called Pneumocystis jirovecii pneumonia (PCP). This 

condition generally affects people with weakened immune systems, such as those with AIDS. 

In fact, PCP can be one of the first signs of infection with AIDS. 

2.2.2. Types by location 

Pneumonia is also classified according to where it was acquired. 

1. Hospital-acquired pneumonia (HAP): This type of bacterial pneumonia is acquired during a 

hospital stay. It can be more serious than other types, because the bacteria involved may 

be more resistant to antibiotics. 

2. Community-acquired pneumonia (CAP): This refers to pneumonia that is acquired outside 

of a medical or institutional setting. 

 

2.2.3. Types by how they are acquired 

Pneumonia can also be classified according to how it is acquired. 

1. Aspiration pneumonia: This type of pneumonia occurs when you inhale bacteria into 

your lungs from food, drink, or saliva. This type is more likely to occur if you have a 

swallowing problem or if you become too sedate from the use of medications, alcohol, or 

some types of illicit drugs. 

2. Ventilator-associated pneumonia (VAP): When people who are using a ventilator get 

pneumonia, it’s called VAP. 

  

https://www.healthline.com/health/mycoplasma-pneumonia
https://www.healthline.com/health/pneumonia-weakened-immune-system
https://www.healthline.com/health/hiv-aids/most-dangerous-complications-of-hiv
https://www.healthline.com/health-news/antibiotic-resistance-series-072414
https://www.healthline.com/health/aspiration-pneumonia
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2.3. Symptoms 

Pneumonia symptoms can be mild to life-threatening. The most common symptoms of 

pneumonia can include: 

• coughing that may produce phlegm (mucus) 

• fever, sweating, and chills 

• shortness of breath 

• chest pain 

Other symptoms can vary according to the cause and severity of the infection, as well as the 

age and general health of the individual. 

2.3.1. Symptoms by cause 

• Viral pneumonia may start with flu-like symptoms, such as wheezing. A high fever may 

occur after 12–36 hours. 

• Bacterial pneumonia may cause a fever as high as 105°F along with profuse sweating, 

bluish lips and nails, and confusion. 

2.3.2. Symptoms by age 

• Children under 5 years of age may have fast breathing. 

• Infants may vomit, lack energy, or have trouble drinking or eating. 

• Older people may have a lower-than-normal body temperature. 

 

  

https://www.healthline.com/symptom/cough
https://www.healthline.com/health/green-phlegm
https://www.healthline.com/symptom/shortness-of-breath
https://www.healthline.com/symptom/chest-pain
https://www.healthline.com/health/viral-pneumonia
https://www.healthline.com/health/bacterial-pneumonia
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3. Past Work 

  In the field of Automatic Pneumonia Detection, there has been a number of 

attempts[references] in the past. Earlier works are centered on analysis of cough sounds, Chest 

X-rays or Ultrasound videos/images of chest areas and Chest tomography. Out of these, chest 

x-rays are the most popular ones especially for pneumonia detection, although Lung-

Sonography is considered harmless because of being Non-radioactive. It is worth mentioning 

that methods involving neural networks and other computationally expensive techniques could 

not be effectively attempted until massive gain in computational power was achieved in the last 

decade.  

3.1. Ultra-Sound Video Analysis  

In early days, the work on automated pneumonia detection was mostly carried out with Ultra 

sound videos/images of chest areas [1-4] with handcrafted features. In [4], image processing 

techniques were used to segment pleural line and lung consolidation from ultra sound video 

frames and based on some observations and criteria, a patient is categorized in one of 3 classes 

- Pneumonia patient, Normal patient and Probable Pneumonia patient. In [5], features like 

average intensity of pixel values from of a Region of Interest in Ultra sound image of chest are 

calculated and fed to a Neural network for classification. In [6], Chest radiographs are used to 

extract geometrical features such as area, perimeter, equivalent diameter and irregularity index, 

and statistical features like mean, standard deviation, and entropy by intensity and continuity-

based image processing techniques. Then these features are fed to an Artificial Neural Network 

(ANN) to classify the subject as Pneumonia patient or Normal patient.  

3.2. Deep Learning based approaches applied on Chest X-ray 

Recent surveys [19], [20], [21], [22] have demonstrated that deep learning technologies have 

been extensively applied to the field of chest X-ray image annotation [33], classification [23], 

[12], [13], [9], and detection (localization) [24], [25]. Islam et al. [12] explore different 

Convolutional Neural Network (CNN) architectures and find that a single CNN does not perform 

well across all abnormalities. Therefore, they leverage model ensemble to improve the 

classification accuracy, at the cost of increased training and testing time. The most significant 

work in this area has been done by Pranav Rajpurkar in [9]. They used a 121-layer Dense 

network for classification of Chest X-ray images into 14 possible pneumonial classes including 

the normal one. So far, this is the best result obtained on Chest X-ray diagnosis where a Deep 

Network has performed better than practicing radiologists. Besides  that, various CNN based 

works have also emerged. Yao et al. [26] and Kumar et al. [27] classify the chest X-ray images 

by investigating the potential dependencies among the labels from the aspect of multi-label 

problems, in which an X-ray image may be labelled with more than one abnormality class. 

Rajpurkar et al. [8] has employed a CNN to address the multi-label classification problem. 

Bejnamin et al.[28] showed attempted Pneumonia detection from NIH Chest X-ray dataset by 
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performing K-means, Logistic Regression as well as Deep Neural Network(Desenet-121). They 

used each pixel of the images as individual dimensions for K-means and Logistic Regression. 

 

3.3. Attention-based approaches 

The significant part of an X-ray image, responsible for demonstration of pathology is often very 

small and the shape, size and position of the part change for each kind of pathology. That’s why 

it is not always good to let a neural network decide on the pathology based on observation of 

the entire image, rather the decision to be taken on extracting the significant part from an X-ray 

image. Multiple ventures have already put this idea to practice.  

Ypsilantis et al. [29] explore where to look in chest X-rays for pneumonia detection with 

recurrent attention model (RAM) [30]. The RAM learns to sample the entire X-ray image 

sequentially and focuses on informative areas. Only one disease, viz., enlarged heart, is 

considered in their work. Pesce et al. [31] explore a soft attention mechanism from the saliency 

map of CNN features to locate lung nodule position in radiographies. And a localization loss is 

calculated by comparing the predicted position with the annotated position for propagate the 

loss backward. In [34], Resnet-152 (a 152-layer Convolutional Neural Network with skip 

connections) was used along with attention branch to help the network concentrate on specific 

areas of the image for determining the pathology. The attention branch uses Grad-CAM 

(Gradient based Class Activation Mapping) which learns to create heatmap[ref] per image using 

the gradient coming from the last layer during training. In [32], The feature maps from the last 

convolutional layer is examined to detect significant parts of an image, containing pathology. 

Then that part was cropped out and another model was trained on the several such cropped 

images. Finally, an ensemble of both of the networks is used for final classification.  
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4. Neural Network and Transfer Learning 
 

4.1. Artificial Neural Network 

Just like our brain, where billions of neurons are interconnected with each other and by  

working parallelly, they helps us in decision making and cognitive thinking throughout our day 

to day life, a neural network also has many neurons/nodes interconnected with each other and 

unitedly they specialize on solving one or multiple specific problems. A typical neural network 

has anything from a few dozens to hundreds, thousands, or even millions of artificial neurons 

which are arranged in a series of layers. Each of the layer connects to the layers on either side. 

Some of them which are at one end of the network and are designed to receive various forms of 

information from the outside world are called Input Units. The network will attempt to learn 

about, recognize, or otherwise process the inputs received by the input Units. Other units which 

sit on the opposite side of the network and signal how it responds to the information it's learned; 

those are known as output units. In between the input units and output units are one or more 

layers of hidden units, which, together, form the majority of the artificial brain and helps in the 

computational process of decision making. Most neural networks are fully connected, which 

means each hidden unit in a particular layer is connected to every unit in the layers on either 

side. The connections between one unit and another are represented by a number called a weight, 

which can be either positive (if one unit excites another) or negative (if one unit suppresses or 

inhibits another). The higher the weight, the more influence one unit has on another. (This 

corresponds to the way actual brain cells trigger one another across tiny gaps called synapses.). 

A neuron receives weighted outputs of neurons, sitting on the previous layer and how it responds 

to the input is dictated by the activation function it is using. The difference between ‘how it is 

responding right at this moment’ and ‘how it should respond’ decreases with time as the network 

is trained. 

 

  

Figure 3(a) : Artificial Neural Network structure[54] Figure 3(b): Artificial Neurone[54] 
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4.1.1. Architecture 

Depending on how neurons are physically connected in an ANN, different architectures are 

proposed. Architecturally ANN’s can be grouped into two major categories viz., feed-forward 

networks as shown in Figure 3.1a and recurrent (or feedback) networks as shown in Figure 3.1b. 

Feed-forward networks have no loops whereas recurrent (or feedback) networks has loops to 

enable feedbacks. 

All the neurons of each layer except output layer in a neural network have activation functions 

associated with it. This is because the last output layer is usually taken to represent the class 

scores (e.g. in classification), which are arbitrary real-valued numbers, or some kind of real-

valued target (e.g. in regression). 

 

4.1.2. Commonly used activation functions 

In general, a Neural Network performs a sequence of linear mappings with interwoven non-

linearities. Every activation function (or non-linearity) takes a single number and performs a 

certain fixed mathematical operation on it. There are several activation functions viz., Sigmoid 

(Figure3.2a, Equation 3.1), Tanh (Figure3.2b, Eqaution3.2), ReLU (Figure 3.2c, Eqaution3.3), 

LeakyReLU. 

Chapter 3. Neural Networks and Transfer Learning 19 

(A) Sigmoid non-linearity squashes real numbers to range between [0,1] 

(B) The tanh non-linearity squashes real numbers to range between [-1,1] 

(C) Rectified Linear Unit (ReLU), which is zero when x < 0 and then linear with slope 1 when          

x > 0 

Definitions of some activation functions are shown below, 
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Sigmoid, f(x) = 
1

1+𝑒−𝑥
  Tanh, f(x) = tanh(x) = 

𝑒𝑥−𝑒−𝑥

𝑒𝑥+𝑒−𝑥
        ReLU, f(x) = max(0,x) 

 

 

  

(a) Sigmoid non-linearity (b)  TanH non-linearity (c) ReLU non-linearity 
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4.1.3. How Neural Networks learn 

Every living creature in this world learns from experiences. Gathering experience is not a single 

step process. First, an action is taken, an act is performed by the agent on the environment. In 

return the agent receives either a reward or penalty depending on whether the resultant state, 

after performing the action took the agent closer or farther from the destination state. Depending 

on the feedback (a reward or a penalty), the agent adjusts it’s mechanism or parameters in such 

a way that next time it can perform better when the same situation appears. By repeating the 

same process (by facing numerous situations/seeing many examples and improving itself a little 

bit every time, the agent finally can gather enough knowledge such that it knows how to act in 

a situation, it has never experienced. It’s called Generalization. Every neuron in the network 

has some parameters which contributes to the final decision of the network. These neurons 

receive weighted input from previous layer-outputs and the neuron fires when the weighted sum 

of the inputs becomes greater than a certain threshold.    

For a neural network to learn, there has to be an element of feedback involved—just as children 

learn by being told what they're doing right or wrong. In fact, we all use feedback, all the time. 

Think back to when you first learned to play a game like ten-pin bowling. As you picked up the 

heavy ball and rolled it down the alley, your brain watched how quickly the ball moved and the 

line it followed, and noted how close you came to knocking down the skittles. Next time it was 

your turn, you remembered what you'd done wrong before, modified your movements 

accordingly, and hopefully threw the ball a bit better. So you used feedback to compare the 

outcome you wanted with what actually happened, figured out the difference between the two, 

and used that to change what you did next time ("I need to throw it harder," "I need to roll 

slightly more to the left," "I need to let go later," and so on). The bigger the difference between 

the intended and actual outcome, the more radically you would have altered your moves.  

 Neural networks learn things in exactly the same way, typically by a feedback process 

called backpropagation (sometimes abbreviated as "backprop"). This involves comparing the 

output a network produces with the output it was meant to produce, and using the difference 

Figure 4 : Backpropagation technique 
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between them to modify the weights of the connections between the units in the network, 

working from the output units through the hidden units to the input units—going backward, in 

other words. In time, backpropagation causes the network to learn, reducing the difference 

between actual and intended output to the point where the two exactly coincide, so the network 

figures things out exactly as it should. 

The Backpropagation Algorithm: 

 

Figure 5: Backpropagation Algorithm [58] 

4.2. Convolutional Neural Network 

The conventional-neural-networks is a type of neural-networks which has at least one 

convolution layer. They are mainly used for capturing local information (eg. neighbor pixels in 

Figure 6 : Convolutional Neural Network 
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an image or surrounding words in a text) as well as reducing the complexity of the model (faster 

training, needs fewer samples, reduces the chance of overfitting).  

 

 

4.2.1. Convolution 

Convolution layer is a layer which multiple neurons shares the same weights. It is required 

especially in those cases where the input is an image. Because, need to look for a specific feature 

in multiple positions in the image, it might be as simple as a line, a round shape, an arc, color 

blob or some high level features, like an eye, an ear, a mat etc. which can be formed by arranging 

the combination of low level features in a specific way. A Convolution layer consists of multiple 

filters/kernels which is usually a square shaped set of numbers. This kernel convolves over the 

input feature map / image and generates new higher-level feature maps by multiplying the 

values in the input feature maps with the corresponding feature map weights. Kernels in the 

early layers in the network learns to detect pretty low-level features. As the depth of the network 

increases kernels learns high level features using previous layer’s features. Height and Width 

of learned feature maps generally decrease with depth of the network whereas the depth 

increases. Last few layers of the network is generally fully connected layers, which are 

responsible for decision making. Dense layer(s) at the end of a CNN performs computations 

necessary to classify the input image to two or more classes. 

Here are the advantages of using Convolutional Neural Network over Artificial Neural Network: 

1. The usage of CNNs are motivated by the fact that they can capture / are able to learn relevant 

features from an image /video at different levels similar to a human brain.  Conventional 

neural networks cannot do this. 

 

Figure 7 : Convolution in CNN 
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2. Another main feature of CNNs is weight sharing. Lets take an example to explain this. Say 

we have a one layered CNN with 10 filters of size 5x5. Now you can simply calculate 

parameters of such a CNN, it would be 5*5*10  

 

3. weights and 10 biases i.e. 5* 5*10 + 10 = 260 parameters. Now lets take a simple one 

layered NN with 250 neurons, here the number of weight parameters depending on the size 

of images is ‘250 x K’ where size of the image is P X M and K = (P *M). Additionally, you 

need ‘M’ biases. For the MNIST data as input to such a NN we will have (250*784+1 = 

19601) parameters. Clearly, CNN is more efficient in terms of memory and complexity. 

Imagine NNs and CNNs with billions of neurons, then CNNs would be less complex and 

saves memory compared to the NN. 

 

3. CNNs are very good feature extractors for completely new task / problem. This means that 

you can extract useful attributes from an already trained CNN with its trained weights by 

feeding your data and tune the parameters a bit for the specific task. Eg : Add a classifier after 

the last layer with labels specific to the task. This is also called pre-training and CNNs are 

very efficient in such tasks compared to NNs. Another advantage of this pre-training is we avoid 

training of CNN and save memory, time. The only thing you have to train is the classifier at the 

end for your labels. 

 

 

 
4.3. Transfer Learning 

 
“I think Transfer Learning is the key to general intelligence. And I think the key to doing 

transfer learning will be the acquisition of conceptual knowledge that is abstracted away 

from perceptual details of where you learned it from.” – Demis Hassahis. 

 

4.3.1. What is Transfer Learning 

 

Transfer Learning[53] is reuse of knowledge learned while solving a problem. It has many 

advantages. First, it requires quite a small amount of time to train Deep neural networks. 

Secondly, we don’t need vast amount of data to train a DL model as it normally requires while 

training from scratch.  
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 In Transfer learning the knowledge of a trained Neural Network Model is applied in 

solving a different but problem of same kind. It’s basically an effort to increase generalization 

utilizing the knowledge gained in one task. It is very useful in those cases where loads of data 

is not available to train. Irrespective the kind of training images, every CNN learns some low-

level features like edges in the earlier layers, shapes in the middle layers and task-specific high-

level features at the later layers. So, if we already have a trained-model we can use its low and 

mid-level features in our current task. The task-specific features are only learned using the 

training images. This process is called Fine-tuning. We don’t change the weights in the early 

layers much, rather we try to learn task-specific features using those low-level features. We try 

to transfer as much knowledge as possible, and by doing that we can save hours or even days.  

 

4.3.2. Use of Transfer Learning 

 

 The training time and the amount of data required for such deep learning systems are 

much more than that of traditional ML systems. There are various deep learning networks with 

state-of-the-art performance (sometimes as good or even better than human performance) that 

have been developed and tested across domains such as computer vision and natural language 

processing (NLP). In most cases, teams/people share the details of these networks for others to 

use. These pre-trained networks/models form the basis of transfer learning in the context of 

deep learning. The two most popular strategies for deep transfer learning are: 

 

Figure 8: Tradiotional Machine Learning VS Transfer Learning 
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• Off-the-shelf Pre-trained Models as Feature Extractors 
 

Deep learning systems and models are layered architectures that learn different features 

at different layers (hierarchical representations of layered features). These layers are then finally 

connected to a last layer (usually a fully connected layer, in the case of supervised learning) to 

get the final output. This layered architecture allows us to utilize a pre-trained network (such as 

Inception V3 or VGG) without its final layer as a fixed feature extractor for other tasks. The 

key idea here is to just leverage the pre-trained model’s weighted layers to extract features but 

not to update the weights of the model’s layers during training with new data for the new task. 

The performance of these off-the-shelf pre-trained models are good enough to beat even task 

focused specialized Deep Learning Models. The figure above shows it. 

  

Figure 9: Transfer Learning with Pre-trained Deep Learning Models as Feature 
Extractors 

Figure 10: Performance of off-the-shelf pre-trained models vs. specialized task-focused deep learning models [57] 

Figure 9: Pre-trained Models as Feature Extractor [57] 
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• Fine Tuning Off-the-shelf Pre-Trained Models 

This is a more involved technique, where we do not just replace the final layer (for 

classification/regression), but we also selectively retrain some of the previous layers. Deep 

neural networks are highly configurable architectures with various hyperparameters. As 

discussed earlier, the initial layers have been seen to capture generic features, while the later 

ones focus more on the specific task at hand. An example is depicted in the following figure on 

a face-recognition problem, where initial lower layers of the network learn very generic features 

and the higher layers learn very task-specific features. Using this insight, we may freeze (fix 

weights) certain layers while retraining, or fine-tune the rest of them to suit our needs. In this 

case, we utilize the knowledge in terms of the overall architecture of the network and use its 

states as the starting point for our retraining step. This, in turn, helps us achieve better 

performance with less training time.  

 

4.3.3. When to use Transfer Learning 

Depending on both the size of the new dataset and the similarity of the new dataset to the 

original dataset, the approach for using transfer learning will be different. Keeping in mind that 

CNN features are more generic in the early layers and more original-dataset specific in the later 

layers, here are some common rules of thumb for navigating the four major scenarios: 

Figure 11: Fine-tuning Pre-trained models 
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1. The target dataset is small and similar to the base training dataset. 

Since the target dataset is small, it is not a good idea to fine-tune the CNN due to the 

risk of overfitting. Since the target data is similar to the base data, we expect higher-

level features in the CNN to be relevant to this dataset as well. Hence, we:  

o Remove the fully connected layers near the end of the pretrained base CNN 

o Add a new fully connected layer that matches the number of classes in the target 

dataset 

o Randomize the weights of the new fully connected layer and freeze all the 

weights from the pre-trained network 

o Train the network to update the weights of the new fully connected layers  

2. The target dataset is large and similar to the base training dataset.  

Since the target dataset is large, we have more confidence that we won’t overfit if we 

try to fine-tune through the full network. Therefore, we: 

o Remove the last fully connected layer and replace with the layer matching the 

number of classes in the target dataset 

o Randomly initialize the weights in the new fully connected layer 

o Initialize the rest of the weights using the pre-trained weights, i.e., unfreeze the 

layers of the pre-trained network 

o Retrain the entire neural network 

3. The target dataset is small and different from the base training dataset.  

Since the data is small, overfitting is a concern. Hence, we train only the linear layers. 

But as the target dataset is very different from the base dataset, the higher-level features 

in the CNN would not be of any relevance to the target dataset. So, the new network 

will only use the lower level features of the base CNN. To implement this scheme, we:  

o Remove most of the pre-trained layers near the beginning of the CNN 

o Add to the remaining pre-trained layers new fully connected layers that match 

the number of classes in the new dataset  

o Randomize the weights of the new fully connected layers and freeze all the 

weights from the pre-trained network 

o Train the network to update the weights of the new fully connected layers 

4. The target dataset is large and different from the base training dataset.  

As the target dataset is large and different from the base dataset, we can train the CNN 

from scratch. However, in practice, it is beneficial to initialize the weights from the pre-

trained network and fine-tune them as it might make the training faster. In this condition, 

the implementation is the same as in case 3. 
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4.3.4. Advantages of using Transfer Learning 

Transfer learning is an optimization, a short cut to saving time or getting better performance. 

As shown in Figure 3.5, Lisa Torrey and Jude Shavlik described in [99] three possible 

benefits viz.,  

 

• Higher start. The initial skill (before refining the model) on the source model is higher than 

it otherwise would be.  

• Higher slope. The rate of improvement of skill during training of the source model is 

steeper than it otherwise would be. 

• Higher asymptote. The converged skill of the trained model is better than it otherwise 

would be.  

 

 

 

4.4. Data and Model setup 

 

4.4.1. Data Preprocessing 

In machine learning, it is often the case that the values of input features of  

sample data points are not with in a specific range. In that case, the gradients of a neural 

network become unstable and jumps back and forth. Consequently, the convergence 

become too slow, or does not converge at all. Normalization is a process to restrict the 

values of different features to same scale without disturbing the difference between the 

values of same feature. By making different features have same range of values, we ease 

the task of the network of finding Global Minimum. Two most popular normalization 

techniques are: 

• Min-max 

Minimum value of a particular feature is subtracted from the 

value and then divided by the difference between the maximum 

Figure 12: Benefits of Transfer Learning 
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and minimum value. Thus, every column now has values in range 

0 and 1. 

 

• Standardization Scaling 

Subtract the mean from the value and divide by the Standard 

Deviation. Now, each feature now has 0 as mean and 1 as 

standard deviation. 

4.4.2. Weight initialization  

There are several weight initialization techniques, among which three most popular techniques 

are: 

• Zero Initialization: 

In general practice, biases are initialized with zero and weights are initialized with random 

numbers. Because, if the wrights are initialized with zeroes, the derivative of all weights 

with respect to the loss will be same and it will be as good as a linear model. 

 

• Random Initialization: 

In this technique, weights are initialized with random numbers. But very large or very 

small numbers create problems as, the result of w.x + b  becomes very high and for 

activation functions like sigmoid, the slope of the gradient is very small and thus learning 

takes a lot of time. Same is the scenario for very small weights. 

 

• He initialization : 

The equation for initializing the weights is : √
2

𝑠𝑖𝑧𝑒[𝑙−1]
 

W[l] = np.random.randn(size_l,size_l-1)*np.sqrt(2/size_l-1) 

 

• Xavier Initialization: 

Same as He-initialization, except in the formula, the 2 is replaced with 1 and it is used in 

tanH activation function. 

4.4.3. Regularization 

  Every supervised problem can be formulated as, given some data points in the 

feature space, we have to find an optimal function, that can follow the trend. Every 

problem has its own level of complexity and almost every problem contains noise. If the 

degree of the polynomial of the fitting function is too high, then it will have enough 

freedom to fit all the datapoints perfectly, thus incorporating noise. As noise is stochastic, 

the function might perform very good on training dataset, but testing performance will be 
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very poor. On the other hand, if the degree of the polynomial is too low, it will not be 

able to follow the trend and might end up being a linear function which performs poorly 

on fitting the data points. It will do bad in both training and testing data. So, the challenge 

is to find the optimal function with enough freedom to match the complexity of the 

problem. Now, there is no optimal algorithm for it. So, all the functions starting from the 

linear to the one with very high complexity is tested parallelly, but now the goal is to 

minimize the loss (as before) as well as penalize the freedom of the function. The penalty 

is a monotonically increasing function with the degree of freedom. Thus, by incorporating 

penalization on the hyperparameters, we force it to fit the datapoints with minimum 

degree of freedom. The tradeoff between the training accuracy and complexity of the 

function is the goal of Regularization. 

 

4.4.3.1. L1 Regularization 

 L1 Regularization adds the summation of the parameters to the loss function. This 

penalization can push some values to zero, resulting in offing/rejecting some parameters. 

ErrorL1 = Error + ∑ ∣ 𝛽𝑖 ∣𝑁
𝑖=0  

4.4.3.2. L2 Regularization 

 It adds squared sum of the parameters to the loss term. This enforces higher penalty to 

large parameters compared to smaller ones, and forces the parameter to reach zero slowly 

unlike L1 Regularization, where it is reduced to zero rapidly. 

ErrorL2 = Error + ∑ ∣ 𝛽𝑖2 ∣
𝑁

𝑖=0
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4.4.3.3. Dropout 

 The idea of Dropout [33] is to turn off random set of neurons of a network randomly. 

The reason being, densely connected neurons over the time of training starts to depend on each 

other strongly, developing interdependency and eventually overfit, as dense layers consume 

most of the parameters of the network. By employing Dropout, neurons are forced to work with 

randomly selected other neurons, incorporating more robust features. Due to this, the final 

network becomes an ensemble of networks, each network being a network formed with a subset 

of all the neurons. This reduces forward propagation time, but requires almost double the 

number of epochs to train the network. At the time of evaluation, output of each neuron is 

adjusted according to it’s contribution in training. 

  

Figure 13 : Dropout [33] 
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5. Pneumonia detection using Transfer Learning 

 

5.1. Overview of the work 

It’s quite evident from past works that predicting pneumonia cases from Chest x-ray or 

Ultra sound images is a difficult task, if feasible at all. Deep Learning is a paradigm of Machine 

Learning which is a proven aid in this challenging scenario, making rule based complex 

arithmetic approach obsolete. While there have been some efforts in the past on detecting 

pneumonia using Artificial Neural Networks, but most of them used handcrafted features 

extracted from the images to feed into the ANN to perform classification. In contrast to these, 

Among the Deep Learning ventures which have the capability to learn features from the input 

images and classify them as well, Rajpuurkar et al. [9] and Qingji Guan et al. [32] and Shaanxi 

Key et al. [34] are significant.  

 Major steps followed for the present work: 

1. Lung Segmentation with Chest X-ray images 

2. Cropping the lung segments from X-ray images 

3. Training a neural network on Lung Images, with 14 pathologies including Pneumonia 

4. Displaying the pathological areas in the lung images using Gradient based Class 

Activation Mapping (Grad-CAM)  

 

5.2. Lung Segmentation 

 

X-Ray images of chest areas generally do not contain only the Lungs. Almost all chest X-

ray images contain additional parts of body, like hands, belly, background, faces. While it’s 

possible for a network to recognize the lungs (significant part) from these images, it is not easy 

to detect 14 kind of pathologies of lungs from such images for the following reasons. 

Pathological areas sometimes cover only 2-3% of complete X-ray images. Knowledge about 

the pixels of ‘non-lung’ areas is always a distraction and unnecessarily increases the complexity 

of the network. So, in such cases, the network should be made focused on lung areas. It requires 

Lung Segmentation prior to training for pathology detection.  

 In the present work a U-net is used for this purpose. After it detects a lung area in an X-

ray image, it is to be extracted by identifying a minimum rectangular area big enough to contain 

both the lungs in the image. 
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5.2.1. U-Net 

 The U-Net[52] architecture is built upon the Fully Convolutional Network (a special type 

of CNN consisting of only Convolutional Layers) and modified in a way that it yields better 

segmentation result in medical imaging. Compared to FCN-8, the two main differences are: 

1. U-net is symmetric 

2.  the skip connections between the downsampling path and the upsampling path apply a 

concatenation operator instead of a sum. 

 These skip connections intend to provide local information to the global information while 

upsampling. Because of its symmetry, the network has a large number of feature maps in the 

upsampling path, which allows to transfer information. By comparison, the basic FCN 

architecture only had ‘number of classes’ feature maps in its upsampling path. Being a fully 

convolutional network, it does not depend on the shape of input image. The architecture of U-net 

is given below: 

 

Figure 14: U-net architecture [55] 
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5.2.2. Databases 

The two databases, Montegomary[17] and Schenzen[16], are used here for Lung segmentation  

with an U-net. Montegomary and Schenzen contains 456 and 234 images of lungs respectively 

along with masks for lungs. In total we had 704 Chest X-ray images with corresponding masks. 

Montegomaty dataset had separate masks for left and right lung. Naturally, we had to merge 

them in order to form the ground truth image. While training we used 80-20 approach, that is 

80% of the images were used to train the network and the rest 20% were used for validation. 

Images were resized to 224x224 and normalized before feeding it to the U-net. Thus, the 

segmented images were also of size 224x224. The U-net used in this task had nearly 30 million 

parameters, but we had only 704 images of lungs for segmentation purpose. So naturally we 

had to take resort of Image Augmentation to increase the number of training samples. Some of 

the augmentations used for this purpose were: 

1. Translation in random direction by random number of pixels in the range 0 – 20 % of 

224. 

2. Rotation by random degrees in between -15 to 15 degrees 

3. Random zoom in the range of 0 to 20% of the image size 

4. Mapping pixel values in the range 0 to 1.  

 

5.2.3. Preprocessing 

Due to presence of considerable amount of opacities in pathological X-ray images, the network 

trained with normal Chest X-ray images detects a huge number of false positives (mainly near 

the region between the body and hands) and false negatives (mainly in the regions with lung-

opacity) on pathological X-ray images, to be dealt with the pneumonia classifier network. 

Occurrences of False Positives and False Negatives on some pathological sample X-ray images 

processed by the U-net trained for Lung area segmentation, are shown in figure 15[a-d]. This 

is mainly because of the fact that few of the normal images in the training set used for U-net 

contained opacities so the network didn’t really learn well to segment lungs in presence of 

opacity and it is bound to perform worse on the pathological images, to be used for training the 

‘Pneumonia classifier’. So, just by cropping out the lung areas segmented by the U-net cannot 

solve the problem here. 

 To address this problem, Histogram Equalization is performed on the training images 

before feeding it to the U-net to be trained for Lung area segmentation. Performing histogram 

equalization over the entire image is not a good choice because Lung opacities could occur 

anywhere on the lung regions and only in those particular regions, contrast is much lower than 

rest of the image. So, ‘Adaptive Histogram Equalization’ which essentially performs 

histogram equalization separately on different regions of an image and stiches the regions 
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together using Bilinear Interpolation, is an obvious choice here. Using this technique, contrast 

in the images with lung opacities is enhanced. Lung area segmentation performed by the U-net 

on some samples of X-ray images with pathologies are shown in figure 15[a-j]. It is evident 

from the figure that contrast enhancement has resulted in significant improvement on 

Segmentation results, compared to those shown in figure 15[a-d], which shows lung 

segmentation results without prior contrast enhancements. It is also evident from the figure 

15[a-j] that while False Negatives have significantly been reduced with prior contrast 

enhancement, False Positives are still present in the images due to appearance of black regions 

in between patient’s arms and chests in Chest X-ray images. Such segmentation result is not 

acceptable so it requires   post processing once more to remove False Positives from the lung-

segmented images. 

 

Figure 15[a-f] shows the Lung Segmentation result on normal Chest X-ray images. 

[e-j] shows corresponding results on Histogram Equalized images. 
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5.3. Removing False Positives 

 

The procedure devised here for removing False Positives from lung X-ray images is as follows: 

First, certain threshold (0.4) is chosen through trial and error, based on which the pixel values 

of the lung-segmented images are thresholded between 0 and 1. In this process each thresholded 

X-ray image contains white pixels signifying True Positives (lungs) mixed with False 

positives, and black pixels signifying everything else but lungs, such as other body parts 

and background as well as False Negatives. Although nothing could be done to eliminate 

False Negatives, some Image Processing approaches can be of help to eliminate False Positives. 

 Some of the False Positives appear in the images due to noise. These are represented 

with tiny white regions there as shown in figure 16[e-h]. To remove such noise, a morphological 

operation namely Opening (Erosion followed by Dilation) is performed. As a result, more or 

less noise free  lung segmented  images consisting of a number of (usually 3-4) candidates for 

lung regions shown white in figure[i-l] are obtained. Out of these candidates for lung regions 

only and exactly two represent True Positives and the rest False Positives. In rare cases, where 

one of the lungs or both the lungs are barely visible due to the presence of opacity, only one or 

no candidate regions represent True Positive. For the images where more than two candidates 

for lung regions are present, True Positives are identified by considering the candidate regions 

with highest and second highest areas. If only one candidate region is found in the lung 

segmented noise eliminated X-ray images, choice for True Positive is unique. Figures below 

shows the sequence of operations through which lungs are extracted from the original image: 
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Figure 16(a-d) shows the original images of chest X-ray. Figure 16(e-h) shows the result of Lung segmentation with a U-net. 

Figure 3(i-l) shows the post processed images, where everything but the lungs have been eliminated. Figure 4(m-p) shows 

bounding box around the lungs on original images 

 

Figure 5(d) 

 

Figure 16(b) Figure 16(a) Figure 16(d) 

Figure 16 (e) 

 

Figure 16(f) Figure 16(g) Figure 16(h) 

Figure 16(i) Figure 16(j) Figure 16(k) Figure 16(l) 

Figure 16(m) Figure 16(n) Figure 16(0) Figure 16(p) 

Figure 16(c) 
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After the lung regions are so detected, they are extracted by using minimum bounding boxes. 

With all such extracted lung images the training dataset is formed.  

The chest x-ray images for which one or no lung regions can be detected, the entire 

images are also included in the training set.  

 Since the sizes of the lung images which formed the training set are not same, they are 

all normalized to a size 224x224 before submitting them as input to the Densenet-121. 

 

5.4. Training the Classifier 
 

The classifier we used here was DenseNet-121. It is a 121-layer Convolutional Neural Network 

each layer directly connected to every layer after it.  

5.4.1. Why DenseNet?  

            Traditional deep Convolutional Neural Network perform poorer when the depth is 

increased. Because, the gradients that flows backward from starting from the last layer gets 

vanished mid-way before reaching the other side. DenseNets tried to simplify the connectivity 

pattern between layers introduced in architectures like: 

• Highway Networks 

• Residual Networks 

• Fractal Networks 

The authors solve the problem ensuring maximum information (and gradient) flow. To do 

it, they simply connect every layer directly with each other. 

Instead of drawing representational power from extremely deep or wide architectures, 

DenseNets exploit the potential of the network through feature reuse. It has been observed 

that some layers in ResNet architecture has redundant feature which unnecessarily contributes 

to a high number of parameters without learning anything new. DenseNet solves this problem 

by feature reuse, a particular layer in DenseNet can use any lower level feature when/if required.  
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Figure 17: Different kinds of Densenet and their consisting blocks [56] 

 

5.4.2. Database Overview 

Several publicly available datasets are present regarding Chest X-ray image classification, ex: 

JSRT dataset [15], Shenzhen Chest X-ray set [16], Montegomary County Chest X-ray[17], 

Indiana University Chest X-ray Collection dataset[18]. However, the problem with these 

datasets are, the number of samples are too few to train a Deep Neural Model effectively. 

There are two databases that we used. 

Figure 16: Simplified view of DenseNet [56] 
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1. We use the ChestX-ray14 dataset released by Wang et al. (2017) which contains 

112,120 frontal-view X-ray images of 30,805 unique patients. Wang et al. (2017) 

annotate each image with up to 14 different thoracic pathology labels using automatic 

extraction methods on radiology reports. This is a Multi-label dataset. 

2. Another one is a database from Radiological Society of North America (RSNA®). In 

collaboration with US National Institutes of Health, The Society of Thoracic Radiology, 

and MD.ai they prepared this dataset, which consisted of 3875 images of frontal Chest 

X-ray images, with 1346 images of Pneumonia affected lungs and rest of patient with 

no abnormalities. 

To stress on the task of detecting pneumonia in Chest X-ray images with high precision, we 

merged these two datasets to increase the count of images with Pneumonia affected lungs. After 

merging the datasets, we ended up with 1,13,751 images of frontal Chest X-ray images. One 

mentionable point here is, the images in Chest X-ray 14 dataset had multiple labels associated 

with it, whereas this was not the case with Kaggle dataset. As described in the section above, 

all the images, after some preprocessing, were resized to 224x224 before using it for 

classification. Number of images in the final dataset, associated with a particular pathology is 

given below. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

http://www.rsna.org/
https://www.nih.gov/
http://thoracicrad.org/
https://www.md.ai/
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 Table 1 : Number of samples corresponding to each pathological case in two datasets 

 

         

 

5.4.3. Training 

Random 80% of the dataset was used as training samples. Among the rest, random 12% were 

used as Test set and rest of the images were used as Validation set. A Densenet-121, pretrained 

on ImageNet[11] dataset was used for training. We ripped off the classification layer and added 

a new fully connected layer of 1000 nodes. The network had 15 output nodes, each responsible 

for spitting the probability of the input image to have certain kind of pathology(among 14 

pathologies) or being a normal case. Dropout with probability 0.4 was incorporated in the FC-

layer.  As for optimizer, we used Adam with standard parameters (lr=0.001, β1=0.99, β2=0.9). 

The network was finetuned for 150 epochs. Learning rate was decreased by a factor of 0.1 every 

Pathologies Chest X-ray 14 RSNA 

Atelectasis 11535 - 

Cardiomegaly 2772 - 

Effusion 13307 - 

Infiltration 19870 - 

Mass 5746 - 

Nodule 6323 - 

Pneumonia 5235 3875 

Pneumothorax 5298 - 

Consolidation 4667 - 

Edema 2303 - 

Emphysema 2516 - 

Fibrosis 1686 - 

Pleural Thickening 3385 - 

Hernia 227 - 

Norma / No Finding 61761 1346 
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time the loss plateaued for 8 epochs.  Batch size of 16 was used both for training and validation. 

The dataset being highly imbalanced, modified Weighted Binary Cross entropy Loss was used 

as loss function. 

L(X,y) = ∑c=1
n [−yc logp(Yc = 1|X) − (1−yc)logp(Yc = 0|X)], 

where p(Yc = 1|X) is the predicted probability that the image contains the pathology c and p(Yc 

= 0|X) is the predicted probability that the image does not contain the pathology c. 

 

5.5. Localization 

 

5.5.1. Grad-CAM 

Grad-CAM [53] or Gradient weighted Class Activation Mapping answers a very important 

question about Deep Neural Networks: Are they trustworthy? Deep Neural Networks are still a 

black box to us. Given inputs, sometimes it gives us results, exceeding human level 

performance. But it’s very hard to interpret what’s going on behind the scene, leaving a vital 

question unanswered – how it reached the decision. Grad CAM solves this mystery to some 

extent. Given some input image and a predicted class, Grad CAM reveals where the network 

was looking in the image while making the decision. It provides us the heatmap, signifying the 

regions of the image which are important to the network. 

 

Figure 19: Idea of Grad-CAM [53] 
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5.5.2. Intuition 

Quoting from the original paper[53]:  

Gradient-weighted Class Activation Mapping (Grad-CAM), uses the gradients of any target 

concept (say logits for ‘dog’ or even a caption), flowing into the final convolutional layer to 

produce a coarse localization map highlighting the important regions in the image for predicting 

the concept. 

The intuition behind is, at the very last convolution layer of a CNN, it learns Class specific 

features. For example, for a network which detects human in an image, it might be looking for 

hands and legs and eyes. While it is true that, 

some localization data is lost at the last conv 

layer, but it is the best trade-off between class 

specific semantic features and localization of 

features. Given an input image to the network,  

gradient of yc(score for class c) is calculated with respect to the values in the feature maps A, 

i.e., 
𝜕𝑦𝑐

𝜕𝐴𝑘𝑖𝑗
 , and then Global average pooling is calculated. Global Average Pool reveals how 

much a particular feature is important for the network for making the decision.  So, the 

elementwise sum of the feature maps weighted by the corresponding gradient gives a coarse 

localization map of the important areas of an image. The values are normalized and passed 

through ReLU to get the final localization map. 

 

The localization map so obtained is essentially of the same size of the feature maps. Bilinear 

Interpolation is applied on the map to enlarge it to the size of the original image. A 

combination of Guided Backpropagation and Grad-CAM can give pixel level localization 

map, although  only Grad-CAM is used in our task. 

5.5.3. Why it is useful 

 Once a deep network is trained and tested for detection of pathologies in Chest X-ray 

images, the next question comes how it interpretes. Grad-CAM, as mentioned previously may 

be of help in answering this question. Under the present work, the Grad-CAM is applied for 

finding the heatmaps from the pathological cases of different Chest X-ray images. Although 

the heatmaps cannot be confirmed by the expert physicians at this moment, they may be useful 

with availability of the experts in near future.  
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5.5.4. Application of Grad-CAM on Chest X-rays with pathology 

 In spite of the fact that the network (Densenet-121) performs well on the Test set, it is 

unclear how the network is making it’s decision. So, in order to locate the pathological regions, 

Grad-CAM is applied on the network. Unlike CAM[59], where the last Dense layers of a CNN 

is replaced with Convolutional layers and the network is retrained with the new architecture, 

Grad-CAM depends on the gradient of the feature maps with respect to a specific class, hence 

no architectural changes or retraining is required. 

 Densenet-121 is distinctly divided into two sequential blocks, Features and Classifiers. 

Features consists of Dense Blocks and Transition Blocks. Classifiers only consists of one 

Fully Connected layer. In the last convolution layer, there are 128 feature maps. With this 

arrangement, the following steps are followed for generating the heatmaps of the chest X-ray 

images of the pathological cases of chest X-ray images, used here. 

1. An image from the Test set is fed to the network after applying required 

preprocessing. 

1. The gradient of the respective class is backpropagated till the last convolutional 

layer consisting of 128 feature maps, is reached. 

2. Mean of the gradient are calculated for each channel in the Convolutional 

Feature Map, denoting how important that feature is for the particular class. 

3. Sum of the feature maps, weighted by respective gradients is calculated and then 

normalized. 

4. The normalized values are passed through ReLU to obtain the final Localization 

map. 

Here are some images of Chest X-ray with pathologies. The pathological regions 

are highlighted using Grad-CAM.  
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6. RESULTS 
 

6.1. Lung Segmentation Result 

 

Almost all the images in our training set contained No Lung-opacity, unlike lungs with 

pathologies - which normally has some kind of opacity which helps determining the kind of 

lung-disease. Hence, lungs were fairly visible and it was not difficult task for a network with 

parameters in range of millions to segment the lungs. Consequently, our network converged 

pretty fast (after almost 10 epochs) which accuracy of 95%. But we let it train for 30 more 

epochs, but accuracy did not change significantly whereas loss seemed to be decreasing 

linearly. We ended up with an accuracy of 97.6% after 40 epochs. Below are the results of some 

images along with the result of their Lung Segmented result. 
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Normal Images Lung Segmented Images 
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Normal Images Lung Segmented Images 
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6.2. Pneumonia Detection Result 
 

As mention in the Training section, a DenseNet-121 was used to train the network with Lung 

Segmented Images with Adam Optimizer for around 100 epochs. Here are a few results. 

Images Predicted probabilities for 

Pathologies 

 

Atelectasis:  1.2885e-03, 

Cardiomegaly: 3.2946e-05, 

Consolidation: 9.6575e-04, 

Edema: 2.5951e-05, 

Effusion: 1.7689e-04, 

Emphysema: 6.6695e-08, 

Fibrosis: 2.6602e-05, 

Hernia: 1.5976e-14, 

Infiltration: 1.9219e-03, 

Mass: 1.1354e-04, 

No Finding: 7.0516e-02, 

Nodule: 1.4201e-04, 

Pleural Thickening: 1.7663e-05, 

Pneumonia: 8.338e-01, 

Pneumothorax: 2.2161e-06 

 

Atelectasis: 4.8955e-02, 

Cardiomegaly: 4.7844e-03, 

Consolidation: 1.1590e-01, 

Edema: 5.7171e-02, 

Effusion: 1.6199e-01, 

Emphysema: 3.3764e-02, 

Fibrosis: 9.1335e-02, 

Hernia: 2.9168e-04, 

Infiltration: 3.9655e-01, 

Mass: 6.3888e-01, 

No Finding: 3.0347e-01, 

Nodule: 5.5854e-01, 

Pleural Thickening: 9.3124e-02, 

Pneumonia: 3.0334e-02, 

Pneumothorax: 6.4811e-02 
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A comparative result of AUC obtained by various methods on Chest X-ray 14 datasets is presented in 

the table below: 

Table 2: Comparison of the AUC of different methods on Chest X-ray 14 dataset 

Method AUC 

Wang et al.[9] 0.738 

Yao et al.[19] 0.803 

Rajpurkar et al.[8] 0.842 

Kumar et al.[7] 0.795 

Our appproach 0.810 

 

 

6.3. Grad-CAM Result 

 

Gradient-weighted Class Activation Mapping or Grad-CAM helps building a coarse 

localization map from an input image, using the gradient flowing to the last convolutional layer. 

As for the task of detecting pathologies from Chest X-rays, Grad-CAM helps in determining 

the pathological area in the lungs. Here are some of the images with the pathological areas 

highlighted. 

 

 

PNEUMONIA 
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EFFUSION 

 

INFILTRATION 
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7. Future Scope 
 

Future work may be carried out on studying the possibility of improving the performance of 

Densenet-121, used here for classification of pathological cases from Chest X-ray images, in 

the following directions. 

1. Significant parts or patches of the Chest X-ray images containing pathologies may be 

extracted using attention mechanism and then be used to train a separate classifier so 

that the classification of pathology can be done in a more focused manner. 

2. Not only Chest X-rays, but also incorporating symptoms of patients, like cough sound, 

fever, headache as features may help build more accurate classifiers. 
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