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CHAPTER ONE 
 
 
 
 
 

INTRODUCTION 
  

 

 
 

1.1  SPEAKER RECOGNITION  
 

Speaker Recognition (SR) is a branch of biometric recognition where the speaker 

specific psycho-physiological characteristics of speech waveform are analyzed to 

uniquely recognize individual speaker using speaker's voice signal [1, 2] and the system 

that is designed for this purpose is known as Automatic Speaker Recognition (ASR) 

system. These characteristics include both voice tract characteristics (spectral features) 

and voice source characteristics (supra-segmental features) of speech. Feature(s) is/are 

the attribute(s) (most of the time numerical) by which individual entities (speakers) are 

identified uniquely. A feature vector is usually an array of numbers. The process (or 

steps) of computing feature vector(s) is known as feature extraction. However, SR is an 

example of a typical Pattern Recognition (PR) problem but with the advancement of 

computer technology, other modern approaches like Machine Learning (ML), Artificial 

Neural Network (ANN), [15] Deep Learning (DL) are giving immense momentum to 

the SR research and have become the recent trends due to impressive improvement in 

recognition rate and computational time. Any conventional PR method consists of two 

necessary steps, Feature Extraction or Selection and Modelling or Classification [3, 4]. 

In SR speaker-specific features are extracted first from each of the voice signals 

available in the database, and then a model is built for each class (for SR each class 

represents a speaker) in the database. This process is known as Training/Enrolment. 

When the voice sample of the unknown speaker is available for SR, the same set of 

features are extracted in a similar manner. Then this set of feature vectors of the 

unknown speaker (test data) is compared with the model of known voice samples (for 

identification), and a statistical measure (score) for the voice samples of the unknown 

speaker is computed concerning all the known speaker's models. The maximum score 
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(anyone measure or combination of measures) identify (classify) the unknown speaker 

as the speaker corresponding to that model. This process is known as Testing. In this 

step, we use all the speaker models for classification. For example, in GMM based SR 

using MFCC feature, we first compute MFCC feature vectors (13 MFC Coefficients) 

from the speech signals of all the speakers for training the GMMs of all speakers and 

next from testing speech signal the MFCCs are extracted similarly to compute scores 

(or similarity measures) with respect to every enrolled speaker (or  trained speaker 

model). Each speaker provides a single score. The maximum score provides the 

classified speaker. Indeed, SR using GMM was introduced before 1992, and later many 

modifications are done in this approach. SR using Super Vector is an example of 

modification of GMM where a super vector is formed by concatenating the means of 

GMM. Here each speaker is represented by a high dimensional super vector. 

 

 

1.2  CLASSIFICATION OF SR 

 

The SR is classified into three groups, namely – 

(a) Speaker Identification (SI) and Speaker Verification (SV),  

(b) Text-dependent and Text-independent,  

(c)  Closed-set and Open-set.  

 

 

Figure 1: Block diagram of Speaker Identification 
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Figure 2: Block diagram of Speaker Verification 

 

SI is the type of SR where we are required to determine the identity of an unknown 

speaker, i.e., which speaker among the enrolled speakers is speaking and in contrast to 

SI, SV is the task of authenticating an unknown speaker's identity, i.e., we are required 

to verify whether the claim of an unknown speaker will be accepted or rejected by the 

ASR system. Among these two types of SR, SV is the most popular one because of its 

application in access control and security. In text-dependent SR, the text (the content of 

speech) is mixed (or same) for training and testing speech data whereas in text-

independent SR the text of training and the testing speaker is not fixed (or same). 

Finally, in closed-set SR, it is known that the unknown speaker is one of the enrolled 

speakers, but we do not know which one among them whereas in open-set SR the 

unknown speaker may or may not present among the enrolled speakers. It is known that 

among these types of SR open-set text-independent SI (OSTI-SI) is the most 

challenging class of SR. In OSTI-SI the score of unknown speakers is compared with 

the scores of all the enrolled speakers using a decision function to determine - 1) 

whether the unknown speaker is one of the enrolled speakers, 2) if yes, which one of 

the enrolled speakers it belongs to. Task 1) and 2) are accomplished simultaneously by 

adding a complementary model which is built by all speakers' speech data except the 

known speakers' data. This also means that an OSTI-SI SR is solved if we have a 

comparatively large number of speakers' data outside the known speakers. The nature 

of OSTI-SI SR problem is quite different from SV. Indeed, SV is always an open-set 

SR problem [5]. 
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1.3  SR CHALLENGES 
 

The SR is expanding day by day with a broad range of applications. Deploying an 

SR system of high accuracy for real-time applications is still challenging. The 

performance of the SR system degrades considerably due to the mismatch among the 

various factors. The factors that play a very crucial role in high-performance SR system 

are discussed as follows [2]: 

 

1) Noisy  Environment:  The acquired speech waveforms for 

designing an SR system may contain various types of noise 

namely convolutional noise, additive noise [6], reverberations 

(speech containing echoes) as noise, random noise, impulse 

noise and so on [7, 8, 9]. 

2) Environmental Mismatch: It is very difficult to accumulate 

data in the same environment for training and testing. It is 

observed that the recognition accuracy is highly dependent 

upon the mismatch between training and testing environment. 

 

3) Recording Device Mismatch or Channel Mismatch:  The 

recognition accuracy of SR degrades drastically for recording 

device mismatch between training and testing data, which is 

observed in later sections of the presented paper. 

4) Language of Utterance Mismatch: The recognition accuracy 

of SR also depends on language mismatch. Mismatch between 

training and testing data due to language does not affect as 

greatly as device and environment mismatch but the language 

has significant influence over the recognition accuracy. 

5) Short Utterance: The acquisition of speech waveforms with 

enough duration for training and testing to design an SR 

system is very difficult. So, sometimes we are bound to design 

a system with limited data (3 ∼ 6 seconds or less). The length 

of text of the speech or duration of utterance plays an important 

role in SR. Short utterance degrades the recognition accuracy 

considerably. Mandasari et al. [10] examine the effect of short 

utterance and propose a calibration strategy to model the 

calibration parameters using Quality Measure Functions 
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(QMFs) for SR to improve the recognition accuracy [11] . 

6) Long Utterance: If the available data for design is very large 

then the data must be reduced using data reduction techniques 

which may leads to loss of significant data (information). The 

accumulation and annotation of large amount of data is also 

very difficult. 
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CHAPTER TWO 
 
 
 
 
 

LITERATURE REVIEWS 
      

 

 

Before the invention of neural networks, traditional classifiers like Gaussian Mixture 

Models (GMM) [2], Support Vector Machine (SVM) [16], Hidden Markov Models 

(HMM) [22] were used as classifiers. Those classifiers require prior knowledge and 

human effort in feature design. Mel Frequency Cepstral Coefficient (MFCC), 

Gammatone Frequency Cepstral Coefficients (GFCC) [2] features, extracted from audio 

signals, were used as input to traditional classifiers.  

 

2.1 MFCC EXTRACTION  
 

 

 

Figure 3: Complete Block Diagram of MFCC Computation 
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2.2 GMM BASED SR APPROACH  

 

 

Figure 4: Complete Block Diagram of GMM based SR 

 

 

 

2.3 SR USING RBM AND I-VECTOR  
 

In recent years, supervector and i-Vector became a state-of-the-art technique, and 

RBM has been used for Speaker Recognition using i-Vector [5].  

RBM has the power to extract Good features. Which mean RBM is used as 

dimension reduction stage. GMM supervectors are usually provided as input to RBM. 

Output of RBM will be reduced set of lower dimensional vectors. RBM tries to learn 

the entire session and speaker variability among these background super vectors. RBM 

trained in this way will then be used to transform unseen supervectors to lower 

dimensional vectors. 
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Figure 5: Block diagram of RBM which tries to learn  

session and speaker variability from input supervectors 

 

With the advance of Neural Networks, Long Short-Term Memory (LSTM), 

Convolutional neural network (CNN) were applied in Speaker Recognition domain. 

Convolutional Neural Network [21] does not require any human effort in feature 

extraction as it automatically extracts features from the data. 
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CHAPTER THREE 
 
 
 
 
 

PROPOSED WORK 
      

 

 

3.1 CNN OVERVIEW 
 

In this work, CNN model is used to extract useful features of the audio signal so that 

voice identification becomes more accurate. Initially, audio data was pre-processed to 

remove noise and silent frames. Then Log spectrograms are generated from those 

processed audio signals. Python signal analysis library Librosa [23] is used for this Log 

spectrogram generation task. Log spectrograms are then used as input to CNN. Initially, 

CNN has been trained using audio files of known speakers. Then it is tested with audio 

files of unknown speakers. 

 

Below is the block diagram of the overall process. 

 

 

Figure 6: A block diagram of CNN based identification process 

 

CNN is implemented on IITG-MV dataset [20]. Indian Institute of Technology 

Guwahati Multi-variability Speaker Recognition (IITG-MV SR) database has five 

different phases. In this work, only first phase data is used. It contains speech data in 
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‘.wav’ format containing hundred speakers. Each speaker spoke in different style 

(reading and conversation); in multiple languages (one in English and another language 

of their choice, i.e. favorite language); in various sessions and environments. Audio was 

recorded using five different devices (tablets, smartphones etc.) which makes this 

dataset exceptional. 

Both device-matched and device-mismatched situation is tested, and CNN performed 

better than traditional GMM based approach in both cases.  

 

 

 

3.2 AUDIO PRE- PROCESSING 
 

 

First step of our experiment is to decide what should be the input for CNN. Processed 

data like MFCC should not be used as input to CNN, as CNN needs to extract features 

by itself. So raw audio signal should be used as input. However, Dieleman et al. [17] 

showed that CNN performs much better when Log Spectrogram is used as input rather 

than raw audio signals. Audio signals are then pre-processed to remove noise and silent 

parts. 

 

 

3.3 PRE-EMPHASIS 
 

The audio speech signal is passed through a high pass filter (HPF) to rise the amplitude 

of higher frequencies. It also removes low-frequency noises. If S (n) is representing the 

audio signal, pre-emphasis can be done using the below equation [2] 

                                         S (n) = S (n) − α ∗ S (n − 1) (1) 

Here α is a parameter whose value is experimentally chosen as 0.97. 

 

3.4 SILENCE FRAME REMOVAL 
 

To remove silence parts of audio signal, Short-Time Signal Analysis (STSA) is 

performed. The output of HPF, i.e. pre-emphasized signal, is first divided into several 

time frames of short duration (window of 20 ms with 10 ms overlap). Then energy of 

those frames is compared with the average frame energy of the audio signal and silence 

frames were identified. [2] 

                                      (2) 
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∗ If Ei > k Eavg for a specific frame, then that frame is considered as voiced or active 

frame otherwise considered as silence frame. Here, k is a parameter whose value was 

experimentally chosen as 0.2. 

 

 

3.5 LOG SPECTROGRAM 
 

 

 

 

Figure 7: Diagram of Mel-Spectrogram (left) and 

Log-spectrogram(right) generated from audio data 

 

Mel-Spectrograms(left) are then generated on pre-processed audio data. Mel- 

Spectrogram clearly indicates that samples from the dataset are not substantial enough 

to be fed into CNN network without any processing. That is the reason why Log- 

spectrogram (right) is used to overcome this problem. Log Spectrogram indicates that it 

can efficiently extract the characteristics of each speaker from audio signals. If s is the 

audio signal, Log Spectrogram is computed using below formula. 

                                             L(s) = log (1 + β ∗ s) (3) 

Parameter β was experimentally chosen as 10000. 
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3.6 CNN ARCHITECTURE 
 

 

 

Figure 8: Block diagram of CNN Architecture 

 

Convolutional neural network (CNN) is a class of deep neural networks which uses a 

variation of multilayer perceptron. Due to their shared-weights architecture and 

translation invariant characteristics, CNN is also known as shift - space invariant neural 

networks. CNN requires less preprocessing compared to other algorithms. This clearly 

indicates that CNN has the capability to learn key features automatically. Figure-3 

shows the architecture of the custom CNN model that we have used in this paper. 

Apart from the custom CNN model, standard CNN model (here Resnet) is also 

implemented. Resnet gave similar accuracy. Custom CNN model performs faster than 

Resnet, hence we choose custom CNN model for this experiment. 

Parameter tuning is a vital step for any deep learning experiments. Several methods 

mentioned by Jiuxiang Gu et al. [19] has been taken into consideration. Kernel of size 

13 gave the best performance, padding is half of kernel size and stride is set to 1. Max 

pooling is used for pooling. Dropout layer is also used in this experiment to prevent 

overfitting with a rate of n = 0.5 
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CHAPTER FOUR 

 

 

 

EXPERIMENTAL METHODS 
                  

 

 

 

4.1 DATA PREPARATION 
 

IITG-MV database is the source database for this experiment, which has a hundred 

speakers. Each speaker has two audio files, one spoken in conversation style and the 

other one spoken in reading style. CNN requires balanced training data so that each 

class has an equal influence on overall loss calculation. However, IITG-MV database 

[20] has unbalanced data. Some speaker has extremely short audio (around one-tenth of 

other speakers). Lowest duration is noted, and signals of only that duration are taken 

from all speakers, rest were ignored. 

 

 

 

Figure 9: A block diagram of data preparation 
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{1, 2, 3, ........., n } 

In earlier GMM based experiment, conversation style data was used as training while 

reading style data was used for testing. However, that approach cannot be followed in 

CNN, as conversation style data is significantly less compared to corresponding reading 

style data for some speakers. These two issues make the situation challenging as deep 

learning-based approaches always require a considerable amount of data for better 

performance. So, we have mixed conversation and reading style data, and then 

performed cross-validation on the entire dataset. Figure 4 shows detail steps and flow of 

this experiment. 

 

4.2 CNN MODEL TRAINING 
 

CNN is implemented using Pytorch. During training, data was picked randomly, and 

model was trained. Training data was of the form (Xi, Yi) where Xi is input data for ith 

speaker of shape 128*100*3 and Yi is input label for ith speaker. The goal of the training 

is to minimize overall training loss relating to all speakers. 

 

 

4.3 IDENTIFICATION USING CNN 
 

Let there are n speakers         S =  

The output layer of CNN has n nodes, one indicating each speaker. When a test speaker 

data is given into the CNN model, a vector having n scores will be returned as output. 

ith scores indicate the probability of that unknown speaker to become to ith speaker. The 

maximum score is considered in this case. Decision rule for speaker identification is 

given below 

Ŝ  = argmax(p(xi)) (4) 

k∈S 

Here Sˆ is the identified speaker and ith speaker’s score is given by p(xi), the formula 

given below. The identified speaker Sˆ has the maximum score. 

 

                                (5) 

 

 

 

 

 

 



P a g e  22 | 32 

 

i  

4.4 PERFORMANCE MEASURE 
 

The accuracy is measured by the percentage of correct identification, the equation given 

below: 

Accuracy (%) = Σ ( 
Number of  speakers correctly classified 

) * 100      (6)
 

Total number of 
Speakers 

Performance of this system can be measured by the confusion matrix. The confusion 

matrix is nothing but a table with two dimensions “actual,” and “predicted,” and similar 

sets of “classes” in both dimensions. 
  

Two popular performance metrics, precision, and recall have also been used to 

measure the performance of this system. Precision is the fraction of events where 

speaker 𝑖 was correctly identified out of all instances where the system declared. 

Conversely, recall is the fraction of events where speaker 𝑖 was correctly identified out of 

all of the cases where the actual scenario is 𝑖. 
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CHAPTER FIVE 

 

 

 

RESULTS AND ANALYSIS 
 

 

 

 

5.1 DEVICE DEPENDENT CASE 
 

Training and testing are done on the audio of same device. IITG-MV database has data 

for five different types of devices, DVR (D01), Headset (H01) Tablet PC (T01), Nokia 

5130c (M01) and Sony EricssonW350i (M02) So five accuracy figures will be there, 

each one indicating each device. 

 

Table 1 SI accuracy for Device dependent scenario for IITG-MV SR 

 

Device Num 
Speakers 

GMM 
Accuracy 

CNN 
Accuracy 

Resnet 
Accuracy 

CNN 
Precision 

CNN 
Recall 

D01 100 96 97 97 0.9813 0.9780 
H01 100 93 98 97 0.9888 0.9860 
T01 100 91 97 96 0.9792 0.9760 
M01 100 95 95 95 0.9583 0.9555 
M02 100 90 92 92 0.9484 0.9380 

 

 

5.2 DEVICE INDEPENDENT CASE 

In this case, audio data captured by all these five devices are mixed. The same 

experiment has been performed again on this combined dataset and accuracy has been 

noted. Maximum accuracy reported earlier was 64. CNN accuracy is significantly high 

compared with earlier reported accuracy [24]. 

 

 

 

Table 2 SI accuracy for Device independent scenario for IITG-MV SR 
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Device Num 
Speakers 

GMM 
Accuracy 

CNN 
Accuracy 

Resnet 
Accuracy 

CNN 
Precision 

CNN 
Recall 

All 100 64 90 90 0.9187 0.9135 

 

 

Figure 10: Confusion Matrix for device independent case 

 

5.3 SESSION MISMATCH CASE 
 

Voice of each speaker was recorded in two sessions. In this experiment, training has been 

performed using ‘session 1’ while validation and testing have been performed using ‘session 2’ 

data. IITG-MV database has data for five different devices. That is why we get five 

accuracy figures, one for each device. 

 

Table 1 SI accuracy for session mismatch scenario for IITG-MV SR 

 

Device Num Speakers Train Test CNN Accuracy CNN 
Precision 

CNN 
Recall 

D01 100 Session 1 Session 2 63 0.6484 0.6484 
H01 100 Session 1 Session 2 64 0.6588 0.6537 
T01 100 Session 1 Session 2 63 0.6492 0.6484 
M01 100 Session 1 Session 2 66 0.6782 0.6723 
M02 100 Session 1 Session 2 65 0.6637 0.6594 
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Figure 11: Confusion Matrix for session mismatch case 

 

 

 

5.4 STYLE MISMATCH CASE 
 

Voice of each speaker was recorded in two different styles – reading and conversation. In this 

experiment, training has been performed using ‘reading’ style while validation and testing have 

been performed using ‘conversation’ data. IITG-MV database has data for five different 

devices. That is why we get five accuracy figures, one for each device. 

 

 

Table 1 SI accuracy for session mismatch scenario for IITG-MV SR 

 

Device Num 
Speakers 

Train Test CNN 
Accuracy 

CNN 
Precision 

CNN 
Recall 

D01 100 Reading Conversation 65 0.6688 0.6692 
H01 100 Reading Conversation 66 0.6712 0.6737 
T01 100 Reading Conversation 64 0.6492 0.6488 
M01 100 Reading Conversation 63 0.6482 0.6423 
M02 100 Reading Conversation 62 0.6337 0.6294 
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Figure 12: Confusion Matrix for style mismatch case 

 

 

 

5.5 LANGUAGE MISMATCH CASE 
 

Each speaker in IITG-MV spoke in two different languages. One was obviously English, and 

the other language was the speaker’s favourite language. In this experiment, training has been 

performed using ‘English language’ while validation and testing have been performed using 

‘favourite language.’ IITG-MV database has data for five different devices. That is why 

we get five accuracy figures, one for each device. 

 

Table 1 SI accuracy for language mismatch scenario for IITG-MV SR 

 

Device Num 
Speakers Train Test CNN 

Accuracy 
CNN  

Precision 
CNN  
Recall 

D01 100 English Favorite 85 0. 8613 0.8680 
H01 100 English Favorite 84 0.8490 0.8520 
T01 100 English Favorite 85 0.8624 0.8612 
M01 100 English Favorite 77 0.7812 0.7795 
M02 100 English Favorite 76 0.7734 0.7720 
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5.6 HOW MANY EPOCHS?  

 

 

  Figure 13: Train loss (red) and validation accuracy (blue) vs number of epochs 

 

Training loss (red) is continuously decreasing with number of epochs. This is a clear 

indication that the model is learning patterns from training data. Also, validation accuracy 

(blue) is fluctuating till 25th epoch. However, no more fluctuations found after that, which 

indicates we can safely stop CNN training at 50th epoch.   
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5.7 KERNEL SIZE?  
 

 

Figure 14: Variation of accuracy with kernel size 

 

During CNN training, an important point is ‘What would be the kernel size’. We have tested 

square kernels for various size and found kernel with size 13*13 performs better than others. 

So, kernel of size 13 was used in this experiment. 
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CONCLUSION  
 

 

 

 

CNN based approach gave significantly high accuracy in device independent speaker 

identification in the noisy dataset. The experimental setup is close to the real-life scenario, 

where speech data can be recorded in any environment or device or any language. We can 

conclude that CNN based approach can successfully be applied for real-world voice 

recognition. Though hyperparameter values can further be tuned to improve analysis on short 

frames. IITG-MV audio database has many real-life scenarios like environment mismatch, 

language mismatch, session mismatch, etc. The experiment was performed for all those 

mismatch scenarios. In the future, we can improve the accuracy of style and session 

mismatch. Also, we can work on who speaks when scenarios.  
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