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Abstract

Automatic identification of emotion and age from speech is a prominent
research area in recent past. In this project, we have investigated the acoustic
properties of speech related to basic human emotions such as happiness, sadness,
anger, fear, neutral etc. as well as how voice property changes over the ages
of a person delivers the speech. It helps to find out the emotion quotient of the
speaker. Automatic identification of emotion and age group has both social
and commercial impact like human computer interaction, commercial product
promotions, tele-marketing, analysing emotional state or mental health of a
person to prevent suicidal tendency or other social violence. In this work
speech signal is classified based on fundamental aspects like emotion and age.
Low level features are extracted as descriptors. SVM with SMO is used for
classification purpose. The classification results for individual as well as the
combination of the aspects are satisfactory.
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Chapter 1

Introduction

Emotion is the representation of the mental state of the person through their
thought, feeling, mood and gesture. Emotion is very complex in nature. This
state of feelings influences the behavioural change. Emotion is correlated with
mood, temperament, behavioural pattern and personality. The basic emotions
are happiness, sadness, anger, neutral and fear. Emotion plays a vital role in
understanding one’s thinking and behaviour. The three components of emotions
are that how we experience the emotions, how our bodies reacts to the emotions
and how we response to the emotion. Emotion helps to understand each other,
taking wise decision, surviving and avoiding danger and responding to the
situation.

Emotions of a person can be analysed or understood by their speaking voice
or speech. It mainly focuses on the tone and pitch of the voice and other non-
verbal elements used for communication such as gestures used while talking or
the distance maintained by the communicators while talking. When a person
is happy or angry there is a longer utterance duration while speaking, shorter
inter-word silence, with higher pitch and energy level with very high ranges.
This shows that both emotions shares the same acoustic properties. Similarly,
in the case of boredom and sadness has less power(low RMS energy), low pitch,
narrow pitch range and speaking rate helps in determining these emotions.

In theoretical as well as in practical, researchers defines emotion in one or
more dimensions. Most of the models incorporates valence and arousal dimen-
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Fig. 1.1 Two Dimensional Emotion Plane: Valence vs. Arousal

sions. These dimensional model helps to find inter-connection and common
properties between different emotional states. One of the model is circumplex
model of emotion which was developed by James Russell [1] and shown in Fig-
ure 1.1. This model defines an emotional space along with unpleasant-pleasant
axis (valence axis) and deactivation-activation axis (arousal axis). Russell’s
model is referred to further researches on different fields such as psychology
and computer graphics[2]. Circumplex models have been used most commonly
to test stimuli of emotion words, emotional facial expressions, and affective
states[3]. Researchers have adopted Russell’s model to use regression based
model, where valence and arousal are regressed and plotted Arousal-Valence
plane to estimate the perceived emotion. Beside Russell’s model, researchers
have experimented with single emotion tagging method. In this method, each
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speech signal is tagged with a emotion category, and a feature based classifica-
tion method is used to classify into that emotion category.

Speech Emotion Recognition system has derived the new aspect regarding
the emotion inherent in the speech which helps in determining the state of mind
of the speaker. It has the wide range of applications in the field of Human
Computer Interaction(HCI), determining neuro-cognitive disorder etc.

Speaker Age Estimation can be determined using speech signals. Voice
aging is caused by normal anatomical and physiological changes associated with
this phase of life [4]. In particular, physiological changes occur in the larynx,
the vocal tract, and the respiratory system. From a perceptual point of view,
the aged voice has been associated with increased hoarseness and breathiness,
vocal fatigue, instability, and crackling [5]. Identification of speaker age is
mostly used in commercial and technologies during product promotions and
investigation of crimes. It is comparatively difficult for the machines to identify
from the audio signal as it depends upon the speaker’s weight, language, gender,
etc.

Automatic identification of emotion and age group has both social and com-
mercial impact like HCI(Human Computer Interaction), commercial product
promotions, tele-marketing etc. Analysing emotional state of different age
group subjects can help us to find mental health of a person. Identification and
proper monitoring of a person with depression emotional state for a long period
of time can help us to prevent suicidal tendency or other social violence.



Chapter 2

Past work

Recently acoustic investigation of emotions expressed in speech has attracted
increasing attention partly due to the potential value of emotion recognition
for spoken dialogue management[6][7][8]. For instance, displeasure or anger
due to frequent system errors in understanding user’s requests could be dealt
with smoothly by transferring the user to a human operator before premature
man machine dialogue disruption. However, in order to reach such a level of
performance we need to identify a reliable acoustic feature set that is largely
immune to inter- and intra-speaker variability in emotion expression[9]. A
prerequisite for this is to accumulate knowledge on how acoustic parameters of
speech are modulated when emotion changes from normal to a certain emotional
state. Such knowledge is also valuable for emotional speech synthesis through
speech modification[10]. The speech database introduced and analyzed in this
study has been designed and is currently being expanded with such purposes
in mind. Some preliminary results of the acoustic analysis of the emotional
speech database is presented[9].

In general, emotion has been described in a two dimensional space where
arousal (activation or energy) and valence (pleasure) represent each dimension[9,
1]. Commonly analyzed acoustic parameters for such a description of emotion
in speech have been pitch, duration at phoneme or syllable level, inter-word
silence duration and voiced/unvoiced duration ratio in utterance level, energy
related to the waveform envelop, the first three formant frequencies and spectral
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moment or balance. These are parameters related to speech prosody, vowel
articulation and spectral energy distribution. Detailed reviews can be found
in [9].

Specifically, previous studies have shown that anger and happiness/joy are
generally characterized by high mean pitch, wider pitch range, high speech rate,
increases in high frequency energy, and usually increases in rate of articula-
tion [9]. Sadness is characterized by decrease in mean pitch, slightly narrow
pitch range, and slower speaking rate[11]. Kienast et al.[12] analyzed spectral
and segmental changes due to emotion in speech. Their study on segmental
reduction and vowel formants showed that anger has the highest accuracy of
articulation compared to other emotions that they analyzed. They also analyzed
the spectral balance of fricative sounds. Their analysis revealed that two differ-
ent groups can be observed, one containing fear, anger and happiness (increased
spectral balance compare to neutral), and the other containing boredom and
sadness (decreased spectral balance compare to neutral). Yang and Lugger [13]
calculated various spectral gradients as voice quality (VQ) features. Further
they have extracted pitch interval features and an auto-correlation of pitch fea-
tures. Kotti et al. [14] have investigated wide range of acoustic features along
with video processing features. They have extracted a total of 2,327 features
for speech emotion recognition.

Many researchers have proposed important speech features which contain
emotion information, such as the patterns inherent in a speech signal provide the
perception of emotion [15]. Energy or the power of a music clip is frequently
used [16–20] as it has very correlation with arousal [21]. A audio clip with fast
tempo is often correlated with positive valence and slow tempo is correlated with
negative valence [21]. Hence, use of tempo is also very common [22, 20, 23, 24].
Timbral features, captured in different forms are also utilized by the researchers.
Such features include mel-frequency cepstral coefficients (MFCC) [25, 26],
daubechies wavelets coefficient histogram (DWCH) [22, 27, 24]. Zero crossing
rate (ZCR) and pitch [16] are also useful. Variants of spectral features [16, 28]
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like spectral rolloff, spectral flux as well as tonality [27], fundamental frequency
( f0) [16] are also considered in various works.

For age detection, researchers have investigated the behaviour of anatomical
and physiological changes associated human voice. They have used various
acoustic features to model that changes. Li et al. [29] uesd MFCC, prosodic
and voice quality information, pitch, energy, harmonic structure of spectrogram
etc. features. Dobry et al. [30] used MFCC features. They have experimented
with principal component analysis (PCA) and weighted-pairwise principal
components analysis (WPPCA) based on the nuisance attribute projection
(NAP) technique. In their experiment, Dupuis et al. [31] used fundamental
frequency ( f0) to differentiate age groups.

In classifier based approach audio clips are first represented by a set of
features. Thereafter, feature vector is fed as input to the classifier for emotion
or age group recognition. Commonly used classifiers include support vector
machine (SVM) [17, 26], artificial neural network (ANN), radial basis function
ANN (RBF-ANN) [32], Gaussian mixture model (GMM) [19], random forest
[16] etc. Researchers have experimented with different parameter and kernel se-
tups for the classifiers. In some cases, principal component analysis (PCA) [32]
and linear discriminant analysis (LDA) have been used for reduction of feature
dimension.

It is observed that variety of features and classifiers/regression models have
been considered by the researchers. But success of all such systems are quite
limited. Hence, emotion and age based categorization still remains an active
area of research.
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Methodology

The proposed methodology focused on identification of emotion expressed
through speech signal as well as the age group of the speakers. First of all,
speech signal is classified using emotion categories and age groups indepen-
dently. Then, emotion and age aspects are combined together to see the per-
formance of the proposed system. Suitable features has been extracted from
the speech excerpts based on the aspects. For classification, Support Vector
Machines (SVM) with Sequential Minimal Optimization (SMO) is used. In this
work we have experimented with two speech databases that is EmoDB(German
Speech Emotion Database) of different age group speakers and TESS(Toronto
Emotional Speech Set). TESS contains speech signals of different emotional
states of two different age. These are detailed in the following sections.

3.1 Feature Extraction

3.1.1 Emotion based features

Emotion is a mental state associated with the brain. Emotions can be described
as a good or bad experience that is associated with certain pattern of physiolog-
ical activity. The way spoken accents are patterned along with the frequency
pattern produced by vocal cord, through time leads listeners to anticipate the
emotional essence spread over the speech signal. In this work, feature set
is designed considering the relation between emotional response and speech
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structure. Spectrogram of a speech signal represents the frequency domain
behaviour of the speech signal over the time. We have investigated various
pattern and texture based features from spectrogram as emotion is concealed in
speech signal. The following MFCC and spectral features are extracted from
spectrogram and used for emotion classification.

MFCC based feature

The Mel Frequency Cepstral Coefficients (MFCCs) is considered as listener
end feature as it takes the functionality of cochlea in human auditory system
into consideration. The Mel scale is related to perceived frequency of a pure
tone to its actual measured frequency. Human ear can detect small changes
at low frequencies very efficiently. But cannot detect small changes at high
frequency. Human cochlea vibrates at different locations depending on the
frequencies of the audio signal that ear receives. Accordingly different nerves
of the brain are fired to provide the perception of the frequency. In audio signal
processing, the frequency perception technique of human ear is performed by
Mel filterbank. The shape of the filterbanks is triangular. The initial filters
are very narrow as the human ear can sense the small differences. Higher the
frequencies, corresponding Mel filters get wider, to become less concerned
about small variations. In short, MFCC is a compact description of the shape
of the spectral envelope of an audio signal from perceptual perspective. The
steps for computing MFCC are elaborated in [33]. First of all the signal is
divided into frames. Corresponding to each frame, log of amplitude spectrum
is computed. The spectrum is then transformed into Mel scale. Mel frequency
m( f ) corresponding to the signal frequency f is computed as

m( f ) = 1125∗ loge(1+
f

700
)

It may be noted that there is a nonlinear relationship between the actual fre-
quency scale and the Mel scale to incorporate the perception model. Finally,
discrete cosine transform (DCT) is applied on the Mel spectrum to obtain the
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co-efficients. In our work, frame size is taken as 256. First thirteen co-efficients
of all the frames are considered. The frame level co-efficients may be con-
catenated to represent the signal characteristics in detail. But the dimension
becomes prohibitive. We have considered mean and standard deviation of the
13 co-efficients over the frames.

Spectral Flux (SF):

Spectral flux indicates the amount of changes or variations reflected in spectral
shape. For n-th frame, the spectral flux is computed as:

SF(n) =

√
∑

K−1
i=0 (|S (i,n)|− |S (i,n−1)|)2

K

It captures changes in the power of spectral components over the successive
frames.

Spectral Rolloff (SR):

It is defined as the qth percentile of the power spectral distribution [34]. SR is
identified as the frequency bin for which the overall power spectrum of S (i,n)
covers q percent of the total power spectrum. In our case q is taken as 85.

Spectral Centroid (SC):

The Spectral Centroid of an audio signal represents the center of gravity of the
spectral power. SC is a commonly accepted as a measure for brightness of the
music signal. It is the ratio of the frequency weighted magnitude spectrum with
unweighted magnitude spectrum.

SC(n) =
∑

K−1
i=0 K ×|S (i,n)|2

∑
K−1
i=0 |S (i,n)|2
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Spectral Spread (SSP):

Spectral spread also known as instantaneous bandwidth. It measures the cen-
tralism of the spectral power about the spectral centroid (SC). It is calculated
as

SSP(n) =

√
∑

K−1
i=0 (i−SC(n))2 ×|S (i,n)|2

∑
K−1
i=0 |S (i,n)|2

Spectral Slope (SSL):

It is the measurement of slope of a spectral shape. SSL is measured by taking
linear approximation of magnitude spectrum. It is calculated as

SSL(n) =
∑

K−1
i=0 (i−µi)(|S (i,n)|−µS )

∑
K−1
i=0 (i−µi)2

where, µS is the overall mean of spectral magnitude of the spectrogram and µi

is the spectral component.
Once the frame level spectral features are computed, those are summarized

to obtain the clip level descriptors. For each feature, its mean and standard
deviation over the frames are considered.

Spectral Flatness Measure (SFM):

It is the proportion of geometric mean and arithmetic mean of a magnitude
spectrum [35, 36], as shown below,

SFM(n) =
K × K

√
∏

K−1
i=0 S (i,n)

∑
K−1
i=0 S (i,n)

For uniform (flat) distribution of power spectral component it provides higher
value.
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Spectral Crest Factor (SCF):

It is the measurement of the quality of a acoustic signal [36]. It is computed as
the proportion of highest of the power spectrum with total power spectrum.

SCF(n) =
max

0≤i≤K−1
|S (i,n)|

∑
K−1
i=0 |S (i,n)|

Spectral Kurtosis (SK):

The spectral kurtosis summarizes the existence of series of momentary variation
in frequency and their locations in a spectrogram. The spectral kurtosis is
the normalized fourth-order moment of the spectrogram. SK indicates how
Gaussian the magnitude spectrum distribution looks like. It is calculated as

SK(n) =
∑

K−1
i=0 (|S (i,n)|−µS )4

K ×σ4
S

where, µS is the mean of spectral magnitude and σS is the standard deviation
of the spectrogram.

Spectral Skewness:

It is the ratio of third central moment of the spectral components and the cube
of its standard deviation. It is calculated as

SSK(n) =
∑

K−1
i=0 (|S (i,n)|−µS )3

K ×σ3
S

Here also, mean and standard deviation of individual frame level features are
considered at the clip level.

3.1.2 Age based features

The relationship between vocal characteristics and perceived age of the speaker
is of interest in various contexts, as is the possibility to affect age perception
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through vocal manipulation. The human voice changes from childhood and
throughout an individual’s lifespan because of biochemical and physiological
changes affecting the speech mechanism. Regularities in this variation allow
listeners to make fairly accurate assessments of the speaker’s age from his or
her voice and may also be used by speakers to give the impression of being
younger or older than s/he actually is. In this work, we have tried to capture the
age based properties from the bark scale bands of a spectrogram. The following
Bark Scale based feature is discussed in following section.

Bark Scale based features

Bark scale is a psychoacoustical scale which is defined as the measurement
of loudness where each width is of one bark. There are in total 24 critical
bands of hearing which ranges from 1 to 24 Barks. The Bark band edges and
band centres are [0, 100, 200, 300, 400, 510, 630, 770, 920, 1080, 1270, 1480,
1720, 2000, 2320, 2700, 3150, 3700, 4400, 5300, 6400, 7700, 9500, 12000,
15500] Hertz. These center-frequencies and band-widths are to be interpreted
as samplings of a continuous variation in the frequency response of the ear to a
sinusoidal or narrow-band noise process [37].

We have divided the spectrogram considering 19 bark scale bands. For each
band, frame wise log magnitude spectrum is captured. Finally, for all 19 bark
scale bands, mean and standard deviation over the frames are calculated and
used as feature vector.

3.2 Classifier

3.2.1 Support Vector Machines (SVM):

We have used Support Vector Machines for classification. SVMs [38] are
widely used in classification, regression or novelty detection problem. SVMs are
large-margin classifiers. Given training data containing f features with only two
possible output labels, SVM finds a hyperplane in f -dimensional hyperplane
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that maximizes margin between two classes. This margin is calculated as the
difference between the decision border line and the nearest input vectors. This
binary classification strategy can be extended to solve multi-class classification
problem with one against one approach. Sequential Minimal Optimization
(SMO) [39] is used to train the SVM. The SVM training algorithm requires to
solve a very large quadratic programming (QP) optimization problem. SMO
divides this QP problem into a series of small sub-problems, which are then
solved analytically. In this way SMO avoids the expensive QP optimization
during the training of SVM.

We have used the implementation of the classifiers from the WEKA [40]
framework.
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Results

4.1 Dataset

In order to carry out the experiment, we have used two benchmark datasets
EmoDB and TESS. The dataset details are discussed below.

4.1.1 EmoDB(German Speech Emotion Database)

EmoDB (German Speech Emotion Database) [41] database of emotional speech
contains 535 audio clips of different emotional utterance spoken by actors in a
happy, angry, anxious, fearful, bored and disgusted way as well as in a neutral
version it contains the utterance from 10 different actors of various age group
(5 males and 5 females). It contains high quality audio clips with minimizing
background noise. To ensure its correctness perception test are also done.

4.1.2 TESS(Toronto Emotional Speech Set)

TESS (Toronto Emotional Speech Set) [42] contains a set of 200 target words
where each sentences starts with “Say the word —————– ” by two pro-
fessional actresses (aged 26 and 64 years) and the audios consists of seven
different emotional categories (anger, disgust, fear, happiness, sadness and
neutral). There are in total 1400 audio files of each old and young database with
above mentioned seven different emotions. These all audio clips are in English
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language. Audiometric test has been conducted for measuring the intensity,
tone of the sound and other balance issues.

Both EmoDB and TESS dataset consists of speeches of speakers of different
ages. We have combined both of the dataset to prepare our Age Dataset. The
speech excerpts are categorized into four age groups and is shown in Table 4.1.

Table 4.1 Table for showing Age Groups on Age Dataset.

SL No. Age Range (in Years) Termed as
1 21 to 25 21-25
2 26 to 30 26-30
3 31 to 35 31-35
4 61 to 65 61-65

4.2 Result and Discussion

The above experiment is done using SVM classifier with SMO. All the results
reported are based on five fold cross validation testing i.e. 60% data used for
training, 20% data used for validation and 20% data used for testing. The results
are represented below using a confusion matrix, which gives a visualization of
the performance of our proposed system. Each row of the matrix represents the
instances in a predicted class while each column represents the instances in an
actual class.

4.2.1 Age group classification

For age group classification, out of 2933 excerpts, 2681 excerpts were correctly
identified. The classification accuracy is 91.4081%. The confusion matrix for
Age Group based classification is shown in Table 4.2.



4.2 Result and Discussion 16

Table 4.2 Confusion matrix for Age based classification.

Age group 21-25 26-30 31-35 61-65
21-25 0.80 0.03 0.17 0
26-30 0 0.92 0.04 0.04
31-35 0 0.10 0.90 0
61-65 0 0.01 0 0.99

4.2.2 Emotion classification

EmoDB(German Speech Emotion Database)

For this database, 454 excerpts out of 383 were correctly identified, which
results an accuracy of 84.36%. The result is as shown in Table 4.3.

Table 4.3 Confusion matrix for classification of Emotion on EmoDB dataset.

Anger Disgust Fear Happiness Neutral Sadness
Anger 0.96 0 0.04 0 0 0

Disgust 0 0.81 0.15 0 0 0.04
Fear 0.14 0 0.82 0 0 0.04

Happiness 0.17 0.03 0 0.73 0.07 0
Neutral 0.01 0.05 0.10 0.08 0.76 0
Sadness 0 0 0 0 0.10 0.90

TESS (Toronto Emotional Speech Set)

A. TESS for older subjects:
For this database, 1200 excerpts out of 1150 were correctly identified, which
results an accuracy of 95.8333%. The result is as shown in Table 4.4.

Table 4.4 Confusion matrix for classification of Emotion for the database TESS for old person.

Anger Disgust Fear Happiness Neutral Sadness
Anger 0.94 0 0.06 0 0 0

Disgust 0 0.95 0 0.03 0 0.02
Fear 0.03 0.01 0.96 0 0 0

Happiness 0 0.03 0 0.97 0 0
Neutral 0 0 0 0 0.98 0.02
Sadness 0 0.01 0 0 0.04 0.90
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B. TESS for younger subjects:
For this database, 1200 excerpts out of 1188 were correctly identified, which
results an accuracy of 99.00%. The result is as shown in Table 4.5.

Table 4.5 Confusion matrix for classification of Emotion for the database TESS for young
person.

Anger Disgust Fear Happiness Neutral Sadness
Anger 0.98 0 0 0.02 0 0

Disgust 0 1.00 0 0 0 0
Fear 0.01 0 0.98 0.01 0 0

Happiness 0 0 0.01 0.99 0 0
Neutral 0 0.01 0 0 0.99 0
Sadness 0 0 0 0 0 1.00

4.2.3 Classification of Emotion and Age together

In order to find out speech excerpts which correctly identified with both emotion
and age, we have build two models. First model identifies age groups and
second model identifies emotions. Only correctly identified age group excerpts
are tested with second model for emotion identification. The first model for
age group classification, out of 2933 excerpts, 2681 excerpts were correctly
identified. The second model for emotion classification, correctly identified
2371 excerpts out of 2681 excerpts. Thus total 2371 excerpts out of 2933 are
correctly identified as both age and emotion category, resulting an accuracy of
80.84%.

4.2.4 Performance Comparison

We have compared our method to other reported results on both datasets. A
comparison of performance on EmoDB dataset is summarised in Table 4.6. It
is clear that performance of our method is better compared to other established
methods. It is also noted that Kotti et al.[14] have used feature set of dimension
2317, which is more than four times of total number of speech excerpts present
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in the dsataset. In our method, feature dimension for emotion identification is
44.

Table 4.6 Comparison with other standard methods on EmoDB dataset.

Dataset Method Feature Set Classifier Accuracy
(in %)

Ours Spectral features SVM 84.36
and MFCC

ZCR, MFCC
Semwal et al.[26] Spectral, Chroma SVM 80.00

harmonic features
EmoDB Yang and spectral gradients, GMM 73.62

Lugger [13] pitch features
a total of

Kotti et al.[14] 2317 dimensional SVM 83.30
acoustic and

video features

We did not find any reported result on automatic classification of emotion
on TESS dataset, best of our knowledge. But, Dupuis and Pichora-Fuller [31]
have experimented on how efficiently human being can identify basic emotions.
They have experimented on TESS dataset. We have compared our automatic
emotion identification method to Dupuis and Pichora-Fuller’s [31] human (or
manual) emotion identification system and is shown in Table 4.7.

Table 4.7 Comparison with other standard methods on TESS dataset.

Dataset Method Target Age Group Accuracy (in %)

Younger 99.00

Ours Older 95.83

TESS Younger 82.10
Dupuis and

Pichora-Fuller [31] Older 65.80
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Conclusion

Despite the fuzzy nature of emotion boundaries and age group, classification
can be performed automatically with results significantly better than chance,
and performance comparable to human classification. Using the proposed
features set 91.41% classification accuracy achieved based on age groups. For
emotion classification, we have achieved an accuracy of 84.36% German data
(EmoDB). For English data (TESS), we have achieved an accuracy of 95.83%
and 99% on older and younger subjects respectively. Automatic identification of
emotion and age group has both social and commercial impact like promotion of
commercial products, HCI, monitoring mental health of a person to perpetuate
social health. In this work speech signal is classified based on two fundamental
aspects emotion and age. Spectral features are extracted as descriptors. The
classification results and performance comparison with other existing systems
validates proposed method.
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