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ABSTRACT

Syllabification is an essential component of speech and language processing systems. The
development of automatic speech recognizers frequently requires working with sub-word
units such as syllables so automatic syllabification is important to develop automatic
speech recognition system with more proficiency and robustness. This project is on an
automatic syllabification model for Bangla language . The syllabification model is a
data driven model along with some rules extracted from Bangla syllable analysis. We
focus on crucial linguistic concepts regarding syllable structure, consonant clusters in

the word medial environment, and the acoustic features.

During feature extraction, Mel Frequency Cepstral Coefficient (MFCC) is used and Con-
volutions Neural Network (CNN) is used for training. We focus on the correspondence
between intensity cues and syllable boundary. Acoustic properties are analyzed for syl-
lable boundary detection using the Praat software tool. The system is designed with
two transduces, syllabification algorithm and mapping relation . Firstly the input is
translated to Bengali font then the rules are implemented in linear order from left to
right, if pattern matches one of the rules apply. We performed evaluation of Speech
Recognition on the Shruti Speech Corpus to validate our proposed approach and the
system produces a BLEU score of 87.37 and F1 Score of 0.9043 (90.43%) and 0.74 (74%)
for IPA syllable and Bengali Syllable, respectively.
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Chapter 1

Introduction

The aim of this project is to present an automatic syllabification model (Iacoponi and
Savy (2011)) for Bengali (henceforth Bangla) language. Pronouncing an unfamiliar word
is a task that is often accomplished by breaking the word down into smaller components.
Even small children learning to read are taught to pronounce a word by “sounding out”
its parts.The syllable consists of both the segmental and suprasegmental or prosodic
properties (Bigi and Klessa (2015)). In order to describe our system, we will briefly
sketch some important linguistic issues regarding different syllable structures and syl-
labification rules of Bangla. We will also focus on the acoustic property (intensity) anal-
ysis of audio datasets. The syllabification rules and acoustic analysis is implemented
in the proposed system. In speech technology automatic syllabification is important in
terms of automatic speech recognition (henceforth ASR) and speech synthesis (Asliyan
(2001)).

1.1 Syllable and Syllabification: A Theoretical Perspective

Basically there are number of controversies in terms of defining the syllable. The syllable
is defined as a unit of cognitive organization, comprised of a ’sonority peak’ Sonority
is traditionally defined as intrinsic loudness (Chomsky and Halle 1968). But there is
no controversy in the vowels (and vowel like units) are syllabic (Strazny (2004)). In
theoretical linguistics syllable is an essential phonological unit especially in terms of
prosody. The phonological structure of syllable is similar across different languages, but
the phonological and phonotactic rules of syllabification is language specific (van der
Hulst and Ritter (1999)).Therefore, it is required to incorporate such language specific
constraints with the automatic syllabification approach to detection of syllable bound-
ary(Bigi and Klessa (2015)).

Now the question is why syllable? A syllable is a subdivision of a word, typically

consisting of a vowel, called the nucleus, and the consonants preceding and following

1



2 Chapter 1 Introduction

the vowel, called the onset and the coda, respectively. The fact is, as the syllable
is a minimum prosodic unit of natural speech(It6 (1986)), if we can able to build a
system with the naturalness, the human-machine interface can overcome the problem
of unnaturalness. Though, there are number of automatic syllabification model for
different languages, such type of tool is not available for Bangla language.(Iacoponi and
Savy (2011))

1.2 Syllable Structure in Bangla

Bangla is the national language of Bangladesh and official language of the Indian state of
West Bengal. A good number of research work on Bangla syllable has already been done
by some great scholars like S.K Chatterjee(Chatterji (2002)), A.M Hai(Ha (1975)). In
fact , there is a recent research work on Bangla syllable in Optimality Theory (OT)(Kar
(2010)). In this section we will focus on the syllable structure of Bangla. Bangla follows
the Sonority Sequencing Principle (henceforth SSP). The SSP requires the sonority in a

syllable to be rising towards nucleus and falling afterwards.

But there some cases where this principle is violated(Hayes and Lahiri (1991)). In
Bangla, the maximum three consonants can occur in the onset position. In coda position
the maximum number of syllable is two(Majumder (2014)). According to the generative

phonological convention, the structural notation of syllable in Bangla is:

e
Words | Syllable Structures
spriha CCCVCV
brifti CCVCCV
kal CVC
O A%
am VC
dea CVVv
sapskriti CVCCCCVCV

TABLE 1.1: Example of Different Syllable Structures in Bangla

Few examples of Bangla syllable are shown in Table 1.1.

1.3 Ambiguity of Intervocalic Consonants

The consonant in intervocalic position is ambiguous. Ambiguous in respect of the status
they can have in that particular position. The intervocalic consonant can be coda of
preceding syllable or can be onset of the next one. For example in the word / dzari /, the

intervocalic consonant is /r/. The possible syllabification can be: /&ar.i/ or /dza.ri/.
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So, the /r/ can be the coda of the first syllable i.e in /é\zar/ . Again the same /r/ can be
the onset of the next syllable i.e in /ri/. But acoustically, detection of syllable boundary
can be resolved for this type of cases. But the problem becomes more complicated where
the intervocalic consonant is nasal(like m, n) and liquid like 1. If there is a nasal sound
or | in the intervocalic position, the impact of nasality and liquidity starts from the coda
of the preceding syllable and it gets prominent in the onset of the next syllable. For
example: /grame/, or /holo/. Here, the falling of intensity is very low. The acoustic
analysis is crucial to determine the syllable boundary (Datta (2017)). In this paper we
focused on the intensity cues of speech. There is a clear co-relation between intensity

cue and syllable, where falling intensity defines boundary of a syllable.
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Automatic preprocessing of words is desirable because the productive nature of language

ensures that no finite lexicon will contain all words.

Two approaches are mainly considered for automatic syllabification of a language. They

are Rule Based approach and Data driven approach.

Rule-based approaches are language dependent. A prior knowledge of the syllable struc-
ture and phonotactics of the language is necessary to derive such rules. Further, syllabifi-
cation purely based on rule-based approached is mostly inadequate due to the presence
of various ambiguities. There are various instances where correct syllabification can-
not be obtained by a definite rule or may even break the conventional syllabification

principle.

Data driven approaches are neural network based syllabification, Decision tree-based

syllabification along with self-correction algorithm.

Obligatory Onset Principle (Hooper, 1972), or Principle of Maximum Open Syllabicity
(Pulgram, 1970): It is one of the simplest rule based principles, which is based on the
assumption that open syllable i.e., a syllable with no coda, is significance. This is in fact
very naive approach and it is impractical for Manipuri as it has various legal consonant
clusters other that just CV syllable structure.(Singh et al. (2016))

Sonority principles (Selkirk, 1984): In this rule based method, syllabification depends on
sonority of each phoneme i.e., its quality of being sonorous. Sonorous is the capability
of giving out sound especially resonance, deep sound. This principle assigns numerical
values to every phoneme of a syllable depending on its sonority level where vowels have
the highest value followed by nasals, fricatives, and plosives. The main disadvantage
of sonority information is the position dependency of phonemes. The same phoneme
present at a different location of a syllable may have different sonorous property. There
exists several instances where phoneme does not fit its typical sonority rules. (Singh
et al. (2016))
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Daelemans and van den Bosch (1992) present one of the earliest systems on automatic
syllabification: a neural network-based implementation for Dutch. Daelemans et al.
(1997) also explore the application of exemplar-based generalization (EBG), sometimes
called instance-based learning. EBG generally performs a simple database look-up to
syllabify a test pattern, choosing the most common syllabification. In cases where the
test pattern is not found in the database, the most similar pattern is used to syllabify
the test pattern.(Bartlett et al. (2009))

Zhang and Hamilton(1997) suggested Learning English Syllabification Rules system that

learn rules using a symbolic pattern recognition approach. (Singh et al. (2016))

Kiraz and Mobius (1998) present a weighted finite-state-based approach to syllabifi-
cation. Their language-independent method builds an automaton for each of onsets,
nuclei, and codas, by counting occurrences in training data. These automatons are then
composed into a transducer accepting sequences of one or more syllables. They do not
report quantitative results for their method.(Bartlett et al. (2009))

The legality principle (Goslin and Frauenfelder,2001): Syllabification is based on the
validation of the syllable structure considering its onsets and codas. It also considers
the legality of the consonant clusters to detect its splitting points. It allows consonant
clusters to be valid if they appear in some syllables. Legality principle requires a big
corpus to study the legality of its constituents structures. Its main problem arises when
several valid splitting instances of a consonant cluster are possible resulting on ambiguous

syllabification rules. It is a rule based approach.(Singh et al. (2016))

Pearson et al. (2000) compare two rule-based systems (they do not elaborate on the
rules employed) with a CART decision tree-based approach and a “global statistics”
algorithm. The global statistics method is based on counts of consonant clusters in
contexts such as word boundaries, short vowels, or long vowels. Each test word has
syllable boundaries placed according to the most likely location given a cluster and
its context. In experiments performed with their in-house dataset, their statistics-based
method outperforms the decisiontree approach and the two rule-based methods.(Bartlett
et al. (2009))

Muller (2001) presents a hybrid of a categorical and data-driven approach. First, she
manually constructs a context-free grammar of possible syllables. This grammar is then
made probabilistic using counts obtained from training data. Muller (2006) attempts
to make her method language-independent. Rather than hand-crafting her context-free
grammar, she automatically generates all possible onsets, nuclei, and codas, based on
the phonemes existing in the language. The results are somewhat lower than in (Muller,
2001), but the approach can be more easily ported across languages.(Bartlett et al.
(2009))
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Bouma (2002) explores syllabification in Dutch. He begins with finite state transduc-
ers, which essentially implement a general preference for onsets. Subsequently ;he uses
transformation based learning to automatically extract rules that improve his system.
Bouma’s best system, trained on some 250K examples, achieves 98.17% word accu-
racy.(Bartlett et al. (2008))

Daelemans and van den Bosch (1992) implement a back propagation network for Dutch
orthography, but find it is out performed by less complex look-up table approaches.(Bartlett
et al. (2009))

Chen (2003) uses an n-gram model and Viterbi decoder as a syllabifier, and then ap-
plies it as a preprocessing step in his maximum-entropy-based English L2P system. He
finds that the syllabification pre-processing produces no gains over his baseline sys-
tem.(Bartlett et al. (2008))

Demberg (2006) uses a fourth-order Hidden Markov Model to tackle orthographic syl-
labification in German. When added to her L2P system, Demberg’s orthographic

syllabification model effects a one percent absolute improvement in L2P word accu-
racy.(Bartlett et al. (2008))

Marchand and Damper(2007) investigate the impact of syllabification on the L2P prob-
lem in English. Their Syllabification by Analogy (SbA) algorithm is a data-driven, lazy
learning approach. For each input word, SbA finds the most similar substrings in a
lexicon of syllabified words and then applies these dictionary syllabifications to the in-
put word. Marchandand Damper report 78.1% word accuracy on the NETtalk dataset,
which is not good enough to improve their L2P system.(Bartlett et al. (2008))

Marchand etr al.(2007) conduct a more systematic study of existing syllabification ap-
proaches. They examine syllabification in both the pronunciation and orthographic
domains, comparing their own SbA algorithm with several instance-based learning ap-
proaches (Daelemansetal.,1997; vandenBosch, 1997) and rule-based implementations.
They find that SbA universally outperforms these other approaches by quite a wide
margin.(Bartlett et al. (2008))

Maximum onset principle(MOP) (Kahn, 2015): It is very similar to legality principle.
Here, if multiple legal splits are possible, it gives preference to longer onset sir relevant
of the legality of the syllable coda.(Singh et al. (2016))
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Methodology

3.1 Mel Frequency Cepstral Coefficient (MFCC)

Mel Frequency Cepstral Coefficients (MFCCs) are a feature widely used in automatic
speech and speaker recognition. They were introduced by Davis and Mermelstein in
1980. MFCC takes human perception sensitivity with respect to frequencies into con-

sideration, and therefore are best for speech/speaker recognition.

During the process frame the signal into short frames and Each frame has to be multiplied
with a hamming window in order to keep the continuity of the first and the last points in
the frame. Each frame was converted to frequency domain using Fast Fourier Transform
(FFT). After having the spectral feature from speech signal, frequencies are converted
to MEL frequencies. Number of triangular band-pass filter is placed in mel-frequency
scale within a band. MFCC features are computed with discrete cosine transform using
filter output amplitude. Each frame is specified to feature vector. It consists of base

MFCC features along with first and second order time derivatives.

3.1.1 Pre-emphasis

In this step isolated word sample is passed through a filter which emphasizes higher

frequencies. It will increase the energy of signal at higher frequency.

Y(n)=X(n)—0.95x X(n—1) (3.1)
where, Y (n)=0Output signal , X(n)=Input signal

It is needed because high frequency components of the speech signal have lower amplitude

with respect to low frequency components.

9
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Normalized
Voices Pre- Frame Frame Hamming
emphasis Blocking Window
FFT
Spectrum l
MFCC Feature Mel Filter

pel —  log

A

Bank

FI1GURE 3.1: Block diagram of MFCC processor
3.1.2 Framing
The speech signal is segmented into small duration blocks of 20-30 ms known as frames.

It is required as speech is a time varying signal but when it is examined over a sufficiently

short period of time, its properties are fairly stationary.

3.1.3 Hamming Windowing

If the input signal in a frame is denoted by X (n), where, n = 0,1,...,n — 1, then the

signal after Hamming windowing is

y(n) = X(n)  w(n) (3.2)

where, w(n) is the Hamming window.

w(n) = 0.54 - 0.46 cos(2%%), 0 < n < N-1
w(n) = (=) (=1, 0<n < (3.3)
w(n) = 0, otherwise

where, N = number of samples in each frame

3.1.4 Fast Fourier Transform (FFT)

Then we took the Fourier transform of the signal. The Fourier transform is a mapping

function that takes a series of samples in the time domain and maps them into the
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frequency domain. By applying FFT the output is a spectrum or periodogram. The

equation of Fourier transform is

Fk) = /_ T f(a)e2mitagy (3.4)

where, i = /—1
k = any real number
f(x) = time domain

F(k) = frequency domain

FFT reduces the computation time required to compute a discrete Fourier transform

and improves the performance also.

3.1.5 Mel filter bank

Human perception of frequency is non-linear. It is Less sensitive at higher frequencies
(roughly 1kHz). Mel (melody) is a unit of pitch. Mel-frequency scale is approximately
linear up to the frequency of 1IKHz and then becomes close to logarithmic for the higher

frequencies. Equation to convert f Hz to mel frequency is

mel(f) = 1125 x In(1 + L) (3.5)

700

Human ear acts as filters called Band-pass filters that concentrate on only certain fre-
quency components. We multiply magnitude frequency response by a set of triangular

band pass filters in order to get smooth magnitude spectrum.

Thus, with the help of Filter bank with proper spacing done by Mel scaling it becomes
easy to get the estimation about the energies at each spot and once this energies are
estimated then the log of these energies also known as Mel spectrum can be used for

calculating coefficients using DCT.

3.1.6 Discrete Cosine Transform (DCT)

It is done in order to convert the log Mel spectrum back into the spatial domain. DCT
used for data compression as DCT signals have more information concentrated in a small
number of coefficients and hence, it is easy and requires less storage to represent Mel

spectrum in a relative small number of coefficients.



12 Chapter 3 Methodology

DCT formula is shown below

N
Co = Zcos(mx(]k\}_l)ﬂ) x E, (3.6)
k—1

where, m=1,2,...LL
N = number of triangular band pass filters
L = number of mel-scale cepstral coefficients

E= energy obtained from the triangular band pass filters

The output after applying DCT is known as MFCC (Mel Frequency Cepstrum Coeffi-

cient).

Other usages of MFCC are Speaker identification ,Language identification ,Emotion

recognition , Musical instrument recognition , Speaker conversion etc.

3.2 Convolutional Neural Network (CNN)

In deep learning, a convolutional neural network (CNN, or ConvNet) is a class of deep,
feed-forward artificial neural networks, most commonly applied to analysing visual im-
agery. CNNs use a variation of multilayer perceptron designed to require minimal pre-
processing. They are also known as shift invariant or space invariant artificial neural
networks (SIANN), based on their shared-weights architecture and translation invariance

characteristics.

CNNs use relatively little pre-processing compared to other image classification algo-
rithms. This means that the network learns the filters that in traditional algorithms
were hand-engineered. This independence from prior knowledge and human effort in
feature design is a major advantage. They have applications in image and video recog-
nition, recommender systems image classification, medical image analysis and natural

language processing.

3.2.1 Layers used to build ConvNets

As we described above, a simple ConvNet is a sequence of layers, and every layer of a
ConvNet transforms one volume of activations to another through a differentiable func-
tion. We use three main types of layers to build ConvNet architectures: Convolutional

Layer, Pooling Layer, and Fully-Connected Layer.
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3.2.1.1 Convolution Layer

Convolution is the first layer to extract features from an input image. Convolution
preserves the relationship between pixels by learning image features using small squares
of input data. It is a mathematical operation that takes two inputs such as image matrix

and a filter or kernel

* An image matrix (volume) of dimension (h x w x d)
o A filter (fax fux d)
* Qutputs a volume dimension (h-fn+ 1) x (w-f.+ 1) x 1

ata -
e f

F1GURE 3.2: Convolution Layer

3.2.1.2 Non Linearity (ReLU)

ReLU stands for Rectified Linear Unit for a non-linear operation. It is a activation
function. The output is f(x) = max(0,x) . ReLU’s purpose is to introduce non-linearity
in our ConvNet. Since, the real world data would want our ConvNet to learn would be

non-negative linear values.

There are other non linear functions such as tanh or sigmoid can also be used instead
of ReLU. Most of the data scientists uses ReLU since performance wise ReLU is better

than other two.

FiGurE 3.3: ReLU operation
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3.2.1.3 Pooling Layer

Pooling layers section would reduce the number of parameters when the images are
too large. Spatial pooling also called subsampling or down sampling which reduces the
dimensionality of each map but retains the important information. Spatial pooling can

be of different types:

e Max Pooling
e Average Pooling

e Sum Pooling

Max pooling take the largest element from the rectified feature map. Taking the largest
element could also take the average pooling. Sum of all elements in the feature map call

as sum pooling.

Single depth slice

111 ]2]4
max pool with 2x2 filters
5|16 |7 | 8 and stride 2 6 8
32110 ] 3|4
1| 2 RS
= -

FIGURE 3.4: Max Pooling

3.2.1.4 Fully Connected Layer

The layer we call as FC layer, we flattened our matrix into vector and feed it into a fully

connected layer like neural network.

In the above diagram, feature map matrix will be converted as vector (x1, x2, x3, ...).
With the fully connected layers, we combined these features together to create a model.

Finally, we have an activation function such as softmax or sigmoid to classify the outputs.

In this way, ConvNets transform the original image layer by layer from the original pixel
values to the final class scores. Note that some layers contain parameters and other
don’t. In particular, the CONV/FC layers perform transformations that are a function

of not only the activations in the input volume, but also of the parameters (the weights
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M\

x1
y1
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FI1GURE 3.5: After pooling layer, flattened as FC layer

and biases of the neurons). On the other hand, the RELU/POOL layers will implement
a fixed function. The parameters in the CONV /FC layers will be trained with gradient
descent so that the class scores that the ConvNet computes are consistent with the labels

in the training set for each image.

3.3 N-gram language model

Here we used N-gram language model for spelling correction. Language model is one
of the most important part of Natural Language Processing. Its goal is to compute the
probability of a sentence or sequence of words. It is used for spelling correction, speech

recognition, machine translation etc.

N-gram is a contiguous (order matters) sequence of words. The n-grams depends on the
size of the prefix. The simplest case is the Unigram and then bigram, 3-gram, 4-gram,

9-gram etc.

We can estimate n-gram probabilities by using chain rule, Markov Assumption, Maxi-
mum likelihood estimate(MLE) etc.

The Chain Rule is applied to compute joint probability of words in sentence.

P(wl,wg,...,fwn):HP(wi|w1,w2,...,wi_1) (37)

i
To estimate each probability a straightforward solution could be to use simple counting.

count(wy, wa, W3, W4, Ws)

P(ws|wy, we, ws, wy) = (3.8)

count(wi, wa, w3, wy)
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but this gives us to many possible sequences to ever estimate. To cope with this issue

we use Markov Assumption,

P(wl,wg,...,wn) %HP(’LU”wi_k,...,wi,l) (3.9)
%

For Maximum likelihood estimate(MLE) ,

count(w;—_1,w;)

P(wi]wi_l) = (310)

count(w;_1)

So the bigram estimate of sentence probability would be the product of all component

tandems ordered as in the sentence.

P(wy,...,wy) ~ HP(wi|wi,1) (3.11)

In practice, the outcome should be represented in log form to avoid underflow (if the
sentence is long and the probabilities are really small, then such product might end in

arithmetic underflow) and adding is faster.

To evaluate Language Model there are two ways, extrinsic evaluation and intrinsic eval-
uation. For extrinsic evaluation, we first train the language model on one set and test it
on completely new dataset. Then we can compare the results of our model on the new
dataset and evaluate, how good (how accurate in terms of a task e.g. translation, spell
check etc) it works on this new, previously unseen dataset. This way one can compare
and decide which language model fits the best to a task. But it requires multiple tests
on models which are expensive. The intrinsic evaluation is about testing the Language
Model itself not some particular task or application. The popular intrinsic evaluation
is perplexity. It is a function of probability of the sentence. Lower perplexity implies
better probability. But perplexity is a bad approximation if the test dataset does not
look just like the training set. Perplexity metric is the probability of the test set.

wl,wg,...,wn)

PP(S) = \*/P( ! (3.12)

There is a one problem with the MLE process. It is the problem of sparse data caused
by the fact that maximum likelihood estimate was based on a particular set of training
data. For any N-gram that occurred a sufficient number of times, we might have a
good estimate of its probability. But because any corpus is limited, some perfectly
acceptable English word sequences are bound to be missing from it. This missing data
means that the N-gram matrix for any given training corpus is bound to have a very
large number of cases of putative “zero probability N-grams” that should really have
some non-zero probability. Furthermore, the MLE method also produces poor estimates

when the counts are non-zero but still small. To avoid this problem there is smoothing
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techniques. We simply add 1 to the numerator and the vocabulary size (V = total

number of distinct words) to the denominator of our probability estimate.

count(w;—1,w;) + 1
count(w;—1) +V

Now our probabilities will approach 0, but never actually reach 0.

3.4 Evaluation Techniques

3.4.1 BLUE Score

The Bilingual Evaluation Understudy (BLEU) Score, is a metric for evaluating a gen-
erated sentence to a reference sentence. Although developed for translation, it can be
used to evaluate text generated for a suite of natural language processing tasks. A per-
fect match results in a score of 1.0, whereas a perfect mismatch results in a score of
0.0.The score was developed for evaluating the predictions made by automatic machine

translation systems. It is not perfect, but does offer 5 compelling benefits

e It is quick and inexpensive to calculate

e It is easy to understand

o It is language independent

o It correlates highly with human evaluation

e It has been widely adopted
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3.4.2 Precision & Recall

Actual Value

(as confirmed by experiment)
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FIGURE 3.6: Precision Recall Confusion Matrix

Precision-Recall is a useful measure of success of prediction when the classes are very
imbalanced. In information retrieval, precision is a measure of result relevancy, while

recall is a measure of how many truly relevant results are returned.

A system with high recall but low precision returns many results, but most of its pre-
dicted labels are incorrect when compared to the training labels. A system with high
precision but low recall is just the opposite, returning very few results, but most of its
predicted labels are correct when compared to the training labels. An ideal system with

high precision and high recall will return many results, with all results labeled correctly.

True Positive
Precision = ——————— 14
FECSION = K ctual Results (3:.14)

where, Actual Results= True Positive+False Positive

True Positive
Il = 1
feca Predicted Results (3.15)

where, Predicted Results= True Positive 4+ False Negative

3.4.3 F1 Score

F1 is a function of weighted average of Precision and Recall. F1 Score is needed when
you want to seek a balance between Precision and Recall. Therefore, this score takes

both false positives and false negatives into account.
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F1Score =

2x Px R

P+R

3.5 Linguistics Knowledge

(3.16)

where, P=Precision , R=Recall

Bengali spoken mostly in West Bengal of India and Bangladesh are from language family

Indo-European Language. Bengali has 37 phonemes. Of the 37 Bengali phonemes, 7 are

vowels (without considering the nasalized vowels) and 30 are consonants. Bengali have

many common sounds with other languages like English.

TABLE 3.1: Vowels Bengali

Sl. No. | Phoneme Word Word Meaning
English Bengali
1 Ja/ kan Eap| ear
2 /i/ mil g similarity
3 Je/ pet ¢ofB belly
4 Jo/ gol (e round
5 Ju/ book = chest
6 /o/ bok I egret
7 Jee/ bang [he frog

Among vowels, two are common in all respects: /e a&/. If the length of vowel is ignored,

Jaiu o/ will also be found similar. Among consonants, fifteen are common: / p b t d

kgs/nmuyrljh/. From this, one may deduce that there is considerable similarity

with English languages in the territory of phonemic. But, yet there are controversy on

couple of phonemes. The Bengali phonemes are illustrated in the Tables 3.1 and 3.2.

Sl. No. | Phoneme Word English Word Bengali | Meaning
1 /p/ pul Gl bridge
2 /p/ phul Eal flower
3 /b/ bor « groom
4 /bb/ bhor gere weight
5 /t/ tok &g sour
6 Jth/ thok LA cheat
7 /d/ dal ol pulse
8 /db/ dhal Ole shield
9 /t/ tal Sl rhythm
10 /th/ thala RG] plate
11 /d/ dan lgol donation
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Table 3.2 continued from previous page

Sl. No. | Phoneme Word English Word Bengali | Meaning
12 /db/ dhan q= paddy
13 /c/ chal Bl rice
14 b/ chhal RIS peel
15 /3/ jal e net
16 /5/ jhal AT solder
17 /k/ kal Al yesterday
18 /Kb / khal e canal
19 /a9/ goon &9 quality
20 /gh/ ghoon 94 termite
21 /s/ saph A clean
22 /[/ shap ekl snake
23 /m/ mon 9 mind
24 /n/ nam I name
25 /n/ gang RIIN river
26 /1/ lal e red
27 /r/ rong B colour
28 /c/ bhara orel fare
29 /h/ hool gl sting
30 /i/ aay SlK| income

Table 3.2: Consonants Bengali

Syllabification rules has yet not been proposed till date for Bengali languages.
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Implementation

In this paper a system is proposed with the Syllabification algorithm. It receives Bangla
speech as an input and provides its syllable as output in Bangla font. We will discuss

about the architecture of the tool and the algorithm in the below sections.

INPUT AUDIO

!

FEATURE
EXTRACTION

i

ASR MODEL

|

QUTPUT

|
' '

IPA FONT BENGALI FONT

¥
Y

SYLLABIFICATION

FIGURE 4.1: Block diagram of the system

4.1 The Architecture

The system is designed with two transducers (one for input and one for output)(Jurafsky
and Martin (2013)), the Syllabification algorithm and the mapping system from speech
to text and then text to speech. It consists of the script of the speech sound. First step

is to extract the feature from each signal. Next, acoustic modeling has been done for

21
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each phoneme with the feature list. In the last segment is the language model, which

captures the linguistic information from the text (Mitkov (2003)).

4.1.1 Feature Extraction

Speech is a non stationary signal. Mel Frequency Cepstral Coefficient popularly known
as MFCC is the most popular feature extraction procedure in cepstral domain. In
MFCC, Frequency components are mapped with MEL scale. To propose AKSHAR we
have used MFCC feature. We have discussed the MFCC feature in section 4.1.2

4.1.2 MFCC feature

The frames of 10-15 msec (approx) which is the short time period defined by the silence
of the audio is extracted. During the process each frame has to be multiplied with
a hamming window in order to keep the continuity of the first and the last points in
the frame and then each frame was converted to frequency domain using Fast Fourier
Transform (FFT). After having the spectral feature from speech signal, frequencies are
converted to MEL frequencies. We multiply magnitude frequency response by a set
of triangular band pass filters in order to get smooth magnitude spectrum. MFCC
(Sultana and Palit (2014)) features are computed with discrete cosine transform using
filter output amplitude. Each frame is specified to feature vector. It consists of base

MFCC features along with first and second order time derivatives.

4.1.3 ASR Model

Convolutions Neural Network (CNN) is used for training. During the process mentioned
in 4.1.2, we get a two dimensional, one-channel representation so it can be treated like
an image too. Using the supervised learning each two dimensional is trained to system
to learn which audio having the features. The more it is trained it provides more

information.

In CNN, non linear activation function for example rectified linear unit (ReLU) or Sig-
moid function are used to the result. In neural networks nodes of input layer are con-
nected with the nodes of hidden layer and those hidden layer nodes are fully connected
with nodes of output layer. In CNN, convolution are applied on input layer to generate
the output. Each part of input are convoluted by different filters and combining them
we get the final result. In CNN, there is a pooling layer and the purpose of these layer is
sub sampling the input from a specified filter and reduce the size of input . A common
pooling technique is max pooling where a maximum value is selected from each filter.
Max pooling layer can also perform over a window instead of performing the whole

matrix.
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We carried this task by labeling the images, the system will start recognizing patterns
present in audio that are absent from other ones and will start building its own cognition.
We trained the system with 11,417 audio files, in 30 epochs. Loss are shown in the figure
4.2.

250
200

150

Loss

100

50

5 10 15 20 25 30

Epoch

FIGURE 4.2: Training Loss with epochs

4.2 Syllabification Algorithm

During this phase the audio was provided in the system in which all the features were
extracted using MFCC and tried to map with the nearest word having the same feature
using the CNN as mentioned in Section 4.1.3 and will provide the output. The output is
translated into Bangla and then it is corrected for the spelling correction using n-gram
model. After the procedure using the algorithm 4.3 the Syllabification is done. The

algorithm 4.3 is very simple.

Algorithm 1 SYLLABILFIER(text_output, rules)

array(| < text_output
size = len(array)
fori=1;i < size;i + + do
if 1 = rules then
put a syllable boundary
end if
end for
return syllable output

S I A R

X Wk

FI1GURE 4.3: Algorithm for Syllabification

To be precise, first the transducer recognizes the audio input and stored in text output.
After translating into Bangla, it will proceed to the Syllabification algorithm and will be
syllabified. Syllabification algorithm will put the syllable boundary based on the three

rules. The Syllabification algorithm is given below.
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In the algorithm 4.3, the output is stored into an array where each character is stored,
and the size of the array is stored in variable named size. We used the algorithmic idea
of Knuth Morris-Pratt (KMP) algorithm to search the pattern. If the pattern matches
the rules for syllable boundary, it puts syllable boundary. The rules are mentioned in
the following table 4.1.

Rule Number ‘ Pattern ‘ Syllabification

1 VCC VC.C
2 VeV V.CV
3 \'AY \AY

TABLE 4.1: Rules for Syllabification
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Experimental Results,

Comparison and Discussion

5.1 Corpus

Shruti speech corpus has been used which contains total of 7,383 unique sentences. The
total number of phoneme is 49 and total number of word is 22,012. The sentences are

spoken by 34 speakers of standard colloquial Bangla, in the region of West Bengal, India.

Another data set used was from Centre for Development of Advanced Computing,
Kolkata (CDAC-Kolkata) who has developed a large spoken corpus of standard Bangla.
The quality of ASR is noise free which is most import while training. In our proposed
system only the word set was used. This contains around 40 thousands words, but not

the unique word utterances.

90% of this corpus is used for training and remaining 10% is used for test.

5.2 Speech Recognizer Output

In the following table 5.1 output of the system is shown. Left column gives the Gold
Data of the Data Corpus whereas Right Column is the System generated output.On
evaluating the system the results shows 87.37 BLEU score. Performance check with
different benchmark was unable to achieved as no one has yet used SHRUTTI dataset for

evaluation.

25
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Table 5.1: Speech Recognizer Output

Reference

Machine Output
(English Phonemes)

isalamabadera china dutabasera eka
anushthane ei mantabya karechhena
paka bideshamantri shaha mehamuda

kureshi

isalamabadera china dutabasera eka
anshthana ei mantapya karechhena
paka biesamanti shaha mehamuda

kureshi

tara kathaya pakistana tara dirghadin-
era bandhu chinake e byapare blyanka
cheka diye rakhachhe

tara kathayai pakistana tara dirgadin-
era bandhu chinke ebe pare ganachet
derachachhe

chinera bishesha duta hi iyapheiyera

sange ei niye tara kathao hayechhe

cimera bishsaduta si ia heiyera sange ei

niyietara katha hayechhe

tanke tini anurodha karechhena shiga-

girai dilli yete

take dinie anroha karechhena siatira
dilijete

dilli giye tini ya alochana karabena tate

purna sammati dite raji isalamabada

diligiye tini ja alosana karabena tate

purna samatkite raji isa da mabad

asale mumbai jangihana niye bharata
o antarjatika kshetra theke pratidina
etarakama chapa asachhe ye karyata

dishehara pakistana

asale mumbai jamgihana niye bharata
o antarjatika kshetra theke pratid-
ina etarakama chaa asachh ye karyata

dishehara pakistana

jamata  uda biruddhe
byabastha nebara katha bale labha

hayani

daoyara

chamaha udhadaoyara biruddhea bya-
batanegara patha balde la bhanani

tara upara shapatha niyei baraka

obama bale diyechhena pakistana

arthika sahayya pabe ekatai sharte

taraopara sapaiyei barakpababa bale
diyechhena pakistana arati sahayapabe

ckataei sarate

jangidera nirmula karara abhiyana

tadera chaliye yete habe

yangidera nierpauna karara abhiyana

ptadera chadi jete habe

yvadi ta na kare tahale arthika sahayya

niye natuna kare bhababe amerika

yadi tana kare tahale arathik saha-

janiye nutuna kare bhakabe yamerika

ei abasthaya dirghadinera bandhu chi-
bipada theke uddhare mad-

hyastha karate chaya jaradari gilanira

nakei

sarakara

ei abasthaya dirgkhadinera bandhu chi-
nakei bipadatheke uddhare madhyasta

karate chaya jaradari gilanira sarakara

gata unatrishe aktobara isalamabada

giyechhilena hi iyaphei

gata untrishya aktabara isulamabana

jiyeshana hi iyane

sekhana theke e bachhara pancha

tarikha dilli asena tini

sikhan theke e bachhara pacsakarika-

diniyashena thini
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Table 5.1 continued from previous page

Reference

Machine Output
(English Phonemes)

bharatake anurodha karena upama-
hadeshe uttejana kamate pakistanera
sange yena shigagirai kathabarta shuru

haya

bharatake nurodha karena upama-
hadeshe uttejana kamate pakistanera
sange yena igagirai kathabarta shuru

haye

se kathabarta ajao chalu hayani

she pathabarta aja januhayani

dupakshai simante jado karechhe bip-

ula senabahini

dupakshasa simante jada karechhen bi-

panshe nabakani

pakistana chaichhe arao ekabara dilli

yana iyaphei

pakistan chaichie araoayeka bara dili-

jana ieaphei

pakistanera sange alochanaya basara

janya chapa srrshti karuna

pakistanera sange alochanaya basara

janya chapa srrshti karuna

ye paddhatitei china egoka sabetei
tadera sammati achhe janiyechhena

kureshi

ye paddhatitei china egoka sabetei
tadera sammati achhe janiyechhena

kureshi

andale natuna bimananagari hale ke-
bala bardhamana naya ashapashera be-
sha kayekati jelarao unnati habe bale

mane kara hachchhe

andale natuna bimananagari hale ke-
bala bardhamana naya ashapashera be-
sha kayekati jelarao unnati habe bale

mane kara hachchhe

shudhu tai naya natuna bimanabandar-
era aparisima subidha pabe durgapura

o asanasola shilpanchala

shudhu tai naya natuna bimanabandar-
era aparisima subidha pabe durgapura

o asanasola shilpanchala

karmasansthana habe bahu manushera

karmasansthana habe bahu manushera

gata deda du bachhare rajye shilpayana
prakriya jora dhakka kheyechhe

gata deda du bachhare rajye shilpayana
prakriya jora dhakka kheyechhe

nandigrame gandagolera jere anish-

chita haye padechhe bahu prakalpa

nandigrame gandagolera jere anish-

chita haye padechhe bahu prakalpa

tarai madhye singura theke hata

gutiyechhe tata prakalpa

tarai madhye singura theke hata

gutiyechhe tata prakalpa

bardhamanera katoyaya tapabidyut
prakalpa ghire shuru hayechhe an-

dolana

bardhamanera katoyaya tapabidyut
prakalpa ghire shuru hayechhe an-

dolana

e abasthaya sarakara bishesha bhabe
takiye rayechhe andala bimananagari

prakalpatira dike

e abasthaya sarakara bishesha bhabe
takiye rayechhe andala bimananagari

prakalpatira dike
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Table 5.1 continued from previous page

Reference

Machine Output
(English Phonemes)

itimadhyei sarakara samiksha kare
dekhechhe ye bhabe damadama biman-
abandare yatri sankhya badachhe tate
adura bhabishyate dbitiya bimanaban-

darera prayojana abashyambhabi

itimadhyei sarakara samiksha kare
dekhechhe ye bhabe damadama biman-
abandare yatri sankhya badachhe tate
adura bhabishyate dbitiya bimanaban-

darera prayojana abashyambhabi

se karanei dakshina chabbisha para-
ganara baruipurera kachhe bimana-
bandara tairira bhabana chinta shuru

kara hayechhilo

se karanei dakshina chabbisha para-
ganara baruipurera kachhe bimana-
bandara tairira bhabana chinta shuru

kara hayechhilo

erai madhye bengala erotrapilasa du
hajara chhaya sale egiye ase bard-
hamanera andale bimanabandara o

take kendra kare nagarayanera kaje

erai madhye bengala erotrapilasa du
hajara chhaya sale egiye ase bard-
hamanera andale bimanabandara o

take kendra kare nagarayanera kaje

buddhadeba  bhat-

ashabadi ei

mukhyamantri
tacharya  atyanta

prakalpatike niye

buddhadeba  bhat-

ashabadi el

mukhyamantri
tacharya atyanta

prakalpatike niye

puro prakalpe praya dasha hajara koti
taka biniyoga habe

puro prakalpe praya dasha hajara koti
taka biniyoga habe

pashapashi karmasansthana habe bahu

pashapashi karmasansthana habe bahu

manushera manushera

shudhu tai naya andale ei bi- | shudhu tai naya andale ei bi-
mananagarira prabhaba padabe | mananagarira prabhaba padabe
bardhamanasaha dakshinabangera | bardhamanasaha dakshinabangera
kayekati jelaya kayekati jelaya

itimadhyei bengala erotrapilasa samik-
sha kare dekhechhe pashchimabanga
simantabarti jhadakhandera bibhinna
elakara manusha ei bimanabandarati

byabahara karate parabena

itimadhyei bengala erotrapilasa samik-
sha kare dekhechhe pashchimabanga
simantabarti jhadakhandera bibhinna
elakara manusha ei bimanabandarati

byabahara karate parabena

phale  bimanabandaratira labhera | phale bimanabandaratira  labhera
sambhabana yatheshta sambhabana yatheshta
durgapura asanasola  shilpanchaleo | durgapura asanasola shilpanchaleo

ei bimananagarira prabhaba padabe
yatheshta

ei bimananagarira prabhaba padabe
yatheshta

baraka obama markina presidentera
dayitba bhara neoyara para bharata

markina samparka arao majabuta habe

baraka obama markina presidentera
dayitba bhara neoyara para bharata

markina samparka arao majabuta habe
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Table 5.1 continued from previous page

Reference

Machine Output
(English Phonemes)

habu markina rashtrapatira kachha
theke paoya chithira bayanera bhittitei
jora galaya ekatha janalena pradhana-

mantri manamohana sinha

habu markina rashtrapatira kachha
theke paoya chithira bayanera bhittitei
jora galaya ekatha janalena pradhana-

mantri manamohana sinha

nirbachane jaya labhera para ushna
abhinandana janiye obamake chithi

likhechhilena manamohana

nirbachane jaya labhera para ushna
abhinandana janiye obamake chithi

likhechhilena manamohana

tara uttare obamao chithi likhechhena

tanke

tara uttare obamao chithi likhechhena

tanke

sei chithi pade mugdha manamohana

sei chithi pade mugdha manamohana

chithite bharata markina bhabishyat
samparka ki bhabe arao nibida kara
yvaya sei bishaye tara drrshtibhangii
chithite likhechhena baraka obama

chithite bharata markina bhabishyat
samparka ki bhabe arao nibida kara
yaya sei bishaye tara drrshtibhangii
chithite likhechhena baraka obama

jayalabhera  para  manamohanake
phona na kare bharatake abahela
karechhena obama ei yukti udiye diye

pradhanamantri janana

jayalabhera  para  manamohanake
phona na kare bharatake abahela
karechhena obama ei yukti udiye diye

pradhanamantri janana

upasagariya deshagulite tara sapharera
samayasuchigata asubidhara karanei

du janera katha bala haye otheni

upasagariya deshagulite tara sapharera
samayasuchigata asubidhara karanei

du janera katha bala haye otheni

kintu obama tara sange phone katha

balara ichchha prakasha karechhilena

kintu obama tara sange phone katha

balara ichchha prakasha karechhilena

deshe phirei tara sange obamara katha

habe baleo janana pradhanamantri

deshe phirei tara sange obamara katha

habe baleo janana pradhanamantri

obamara sange itimadhyei panera ti
deshera netadera sange katha hayechhe

teliphone

obamara sange itimadhyei panera ti
deshera netadera sange katha hayechhe

teliphone

edera madhye rayechhena paka presi-

denta asipha ali jaradario

edera madhye rayechhena paka presi-

denta asipha ali jaradaro

itimadhyei rajadhanite phire esechhena

manamohana

itimadhyei rajadhanite phire esechhena

manamohana

ekhana obamara sange tara alapera
madhyamei shuru habe bharata mark-

ina natuna samparkera suchana

ekhana obamara sange tara alapera
madhyamei shuru habe bharata mark-

ina natuna samparkera suchana

amerikara prathama krrshnanga presi-
denta hisabe obamara jayera para be-

sha dushchintaya rayechhe pakistana

amerikara prathama krrshnanga presi-
denta hisabe obamara jayera para be-

sha dushchintaya rayechhe pakistana
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Table 5.1 continued from previous page

Reference

Machine Output
(English Phonemes)

anekei ekhana bhabate shuru karech-
hena pakistanera uttaranchale sena ab-

hiyanera matra na badiye dena obama

anekei ekhana bhabate shuru karech-
hena pakistanera uttaranchale sena ab-

hiyanera matra na badiye dena obama

ei abasthaya chintabhabana chalachhe
obama sarakarake bojhanora ye ei
anchalera jangidera mokabilaya pak-

istana sarakara ekai yatheshta

ei abasthaya chintabhabana chalachhe
obama sarakarake bojhanora ye ei
anchalera jangidera mokabilaya pak-

istana sarakara ekai yatheshta

kathata yadi obamake bojhano na yaya
tahale du deshera samparkera abanati

ghata bichitra naya

kathata yadi obamake bojhano na yaya
tahale du deshera samparkera abanati

ghata bichitra naya

santrasera biruddhe ladaiyera prashne
demokryata ripabalikanera manobhabe

bishesha pharaka nei

santrasera biruddhe ladaiyera prashne
demokryata ripabalikanera manobhabe

bishesha pharaka nei

du dalai chaya santrasake ekebare
shikada theka upade phelate

du dalai chaya santrasake ekebare
shikada theka upade phelate

pakistanera uttaranchala o aphagan-
istanera simante durgama girikandar-
era kothao ga dhaka diye achhena
ladena ei bishbasa

osama  bina

anekadinera

pakistanera uttaranchala o aphagan-
istanera simante durgama girikandar-
era kothao ga dhaka diye achhena
ladena ei bishbasa

osama bina

anekadinera

jangidera sandhane besha kichhudina

dhare ei anchale abhiyana chalachchhe

jangidera sandhane besha kichhudina

dhare ei anchale abhiyana chalachchhe

pracharera samaya obama balechhilena
ala kayadake kayada karate pakistana
yadi byartha haya tahale tara netrrtbe

odera nishana karabe amerikai

pracharera samaya obama balechhilena
ala kayadake kayada karate pakistana
yadi byartha haya tahale tara netrrtbe

odera nishana karabe amerikai

tini ingita diyechhilena prayojane iraka
theke senabahini sariye niye aphagan-

istane ladai karate pathabena

tini ingita diyechhilena prayojane iraka
theke senabahini sariye niye aphagan-

istane ladai karate pathabena

presidenta haoyara age obamara

eisaba kathabartai apatata chintaya

rakhachhe pakistanake

presidenta haoyara age obamara

eisaba kathabartai apatata chintaya

rakhachhe pakistanake

tahale emana dandabe ye mark-
ina phaujera tattbabadhanei jangidera

biruddhe yuddha chalate habe tadera

tahale emana dandabe ye mark-
ina phaujera tattbabadhanei jangidera

biruddhe yuddha chalate habe tadera

phera baghabandi kanda

phera baghabandi kanda
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Reference

Machine Output
(English Phonemes)

somabara rate gosabara rajatajubali
grame bana karmidera pata phande

dhara padalo rayyala bengala taigara

somabara rate gosabara rajatajubali
grame bana karmidera pata phande

dhara padalo rayyala bengala taigara

mangalabara take niye kendo dbipera
dike raona diyechhena bana daphatar-

era karmira

mangalabara take niye kendo dbipera
dike raona diyechhena bana daphatar-

era karmira

sekhanei budhabara baghatike jangale
chhede deoya habe

sekhanei budhabara baghatike jangale
chhede deoya habe

abasheshe somabara gabhira rate

dhara padalo sundarabanera gosabara

rajatajubali gramera bagha

abasheshe

dhara padalo sundarabanera gosabara

somabara gabhira rate

rajatajubali gramera bagha

brrhaspatibara theke ekati
bengala taigara daphaya daphaya hana

rayyala

dichchhila rajatajubali grame

brrhaspatibara theke ekati
bengala taigara daphaya daphaya hana

rayyala

dichchhila rajatajubali grame

grama theke ekati chhagalao niye yaya

se

grama theke ekati chhagalao niye yaya

se

shuru haya rata jege gramabasidera pa-

hara

shuru haya rata jege gramabasidera pa-

hara

banakarmidera pata phande somabara

rate dhara pade baghati

banakarmidera pata phande somabara

rate dhara pade baghati

tabe shudhu eka bagha naya

tabe shudhu eka bagha naya

sara rata khanchara baire apeksha

karachhila ekati baghinio

sara rata khanchara baire apeksha

karachhila ekati baghinio

mangalabara bhore aguna jbaliye ba-

nakarmira baghinitike tadiye dena

mangalabara bhore aguna jbaliye ba-

nakarmira baghinitike tadiye dena

erapara khancha bandi baghatike
niye prathame yaoya haya sajanekhali

taigara syanachuyari

erapara khancha bandi baghatike
niye prathame yaoya haya sajanekhali

taigara syanachuyari

tarapara lanche kare baghatike niye
bana daphatarera karmira raona dena
kendo dbipera dike

tarapara lanche kare baghatike niye
bana daphatarera karmira raona dena
kendo dbipera dike

bane thikamato khabara na paoyatei
phera lokalaye dhuke padechhe rayyala

bengala taigara

bane thikamato khabara na paoyatei
phera lokalaye dhuke padechhe rayyala

bengala taigara

mane karachhena bisheshajnara

mane karachhena bisheshajnara

gata phebruyari masa theke besha
kayekabara sundarabana sanlagna gra-

maguli theke dhara padalo bagha

gata phebruyari masa theke besha
kayekabara sundarabana sanlagna gra-

maguli theke dhara padalo bagha
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Reference

Machine Output
(English Phonemes)

gata saterai phebruyari sundarabanera

kulatali grama kheke dhara pade

rayyala bengala taigara

gata saterai phebruyari sundarabanera

kulatali grama kheke dhara pade

rayyala bengala taigara

bishe phebruyari rate jhadakhalite
baghake khanchabandi karena bana

karmira

bishe phebruyari rate jhadakhalite
baghake khanchabandi karena bana

karmira

erapara naya juna gosabara kumira-

mari grame phera dhara pade bagha

erapara naya juna gosabara kumira-

mari grame phera dhara pade bagha

adai masa bade trishe agasta gosabara
yanapura grame phera banakarmidera

phande bandi haya bagha

adai masa bade trishe agasta gosabara
yanapura grame phera banakarmidera

phande bandi haya bagha

gosabatei pakhiralayera kachhe ekati
grame chabbisha aktobara bhore bagha
dhara pade

gosabatei pakhiralayera kachhe ekati
grame chabbisha aktobara bhore bagha
dhara pade

budhabara

arthat teshara nabhembara gosabara

tarapara gabhira rate

rajatajubali grame abara baghabandi
kanda

budhabara

arthat teshara nabhembara gosabara

tarapara gabhira rate

rajatajubali grame abara baghabandi
kanda

rajatajubali grama theke bagha bandi
parbera puro ghatanatira netrrtba
diyechhena taigara rijarbha pharestera
philda direktara subrata mukhopad-
hyaya

rajatajubali grama theke bagha bandi
parbera puro ghatanatira netrrtba
diyechhena taigara rijarbha pharestera
philda direktara subrata mukhopad-
hyaya

tini janiyechhena purna bayaska ei

baghati sustha

tini janiyechhena purna bayaska ei

baghati sustha

budhabara bikelera madhye take niye
lancha kendo dbipe paunchhe yabe

budhabara bikelera madhye take niye
lancha kendo dbipe paunchhe yabe

sekhanei take jangale chhede debena

banadaphatarera karmira

sekhanei take jangale chhede debena

banadaphatarera karmira

piesaelabhi si tu raketera sahayye
nikhuntabhabe chandrayana eka ke

pathano hayechhe mahakashe

piesaelabhi si tu raketera sahayye
nikhuntabhabe chandrayana eka ke

pathano hayechhe mahakashe

ebara take nikhuntabhabe chandera

kakshapathe sthapana karara pala

ebara take nikhuntabhabe chandera

kakshapathe sthapana karara pala

itimadhye prrthibira chhabi tule

pathiyechhe chandrayana

itimadhye prrthibira chhabi tule

pathiyechhe chandrayana

tate bojha giyechhe ashatita bhala kaja

karachhe sei mahakashayana

tate bojha giyechhe ashatita bhala kaja

karachhe sei mahakashayana
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Table 5.1 continued from previous page

Reference

Machine Output
(English Phonemes)

sabakichhu thikathaka thakale agami
atai nabhembara chandrayana pradak-

shina shuru karabe chandake

sabakichhu thikathaka thakale agami
atai nabhembara chandrayana pradak-

shina shuru karabe chandake

ara panera nabhembara bijnanira take
sthapana karabena chandera kakshap-
athe

ara panera nabhembara bijnanira take
sthapana karabena chandera kakshap-
athe

mahakashayanake chandera kakshap-
athe sthapana karara kajati atyanta

duruha

mahakashayanake chandera kakshap-
athe sthapana karara kajati atyanta

duruha

era age bahu mahakashayanake kak-
shapathe sthapana karate giye haya ta
achhade padechhe sei upagrahera buke

era age bahu mahakashayanake kak-
shapathe sthapana karate giye haya ta
achhade padechhe sei upagrahera buke

nayato ta hariye giyechhe mahashunye

nayato ta hariye giyechhe mahashunye

gata unatrishe aktobara chandrayana
prrthibira ye chhabi tule pathiyechhe
ta bishleshana kare bijnanira janate
perechhena mahakashayanati ekhana
ki abasthaya achhe

gata unatrishe aktobara chandrayana
prrthibira ye chhabi tule pathiyechhe
ta bishleshana kare bijnanira janate
perechhena mahakashayanati ekhana
ki abasthaya achhe

5.3 Speech Recognizer Output to Bengali

The following table 5.2 shows the result of the system which was translated to the

Bengali characters.

Table 5.2: Speech Recognizer Output to Bengali

Reference

Machine Output
(Bengali Phonemes)

isalamabadera china dutabasera eka
anushthane ei mantabya karechhena
paka bideshamantri shaha mehamuda

kureshi

SRR ool FORICTRT O3 SRl
fq TG FicacR A TR=Es =

CTRWT FCRAMR

tara kathaya pakistana tara dirghadin-
era bandhu chinake e byapare blyanka
cheka diye rakhachhe

Brat teifan =fEerser S et ey
ot G 2 A5 |

chinera bishesha duta hi iyapheiyera

sange ei niye tara kathao hayechhe

forwan feeremmor &1 3 e st fa -
feabrar et =ewR
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Reference

Machine Output
(Bengali Phonemes)

tanke tini anurodha karechhena shiga-

girai dilli yete

dilli giye tini ya alochana karabena tate

purna sammati dite raji isalamabada

ANGRIG Afer A W WM

asale mumbai jangihana niye bharata
o antarjatika kshetra theke pratidina
etarakama chapa asachhe ye karyata

dishehara pakistana

e RIS e SRt o Siehl-
FSIBF FR5A! (A 2w abr=Fs
B QR (@ FIFA0! ez oo

jamata  uda biruddhe
byabastha nebara katha bale labha

hayani

daoyara

BN SYWIRIEA feevcdl ITRBITANT A
I & oI

tara upara shapatha niyei baraka

obama bale diyechhena pakistana

arthika sahayya pabe ekatai sharte

Braei Wy IR A o
ANFACI TR AR QB! ARG

jangidera nirmula karara abhiyana

tadera chaliye yete habe

Fifewal = s wifex=t 5w
5 (6 AR

yvadi ta na kare tahale arthika sahayya

niye natuna kare bhababe amerika

i B FICe BRI eRe ATGC -
5l I ORI Tl

ei abasthaya dirghadinera bandhu chi-
bipada theke uddhare mad-

hyastha karate chaya jaradari gilanira

nakei

sarakara

T IR fraeGeTe g ot T
AMTCRCE SHLIC N1 FIICE BT Sy
v st

gata unatrishe aktobara isalamabada

giyechhilena hi iyaphei

2 2 Zme

sekhana theke e bachhara pancha

tarikha dilli asena tini

PRI (At @ IR AR
fafe

bharatake anurodha karena upama-
hadeshe uttejana kamate pakistanera
sange yena shigagirai kathabarta shuru

haya

SRIGIE AL I SANRITCR THC6-
T FIACE ATFACTAT A @ 2afaifan
FIARIE! F2F AW

se kathabarta ajao chalu hayani

AR NG!S SR

dupakshai simante jado karechhe bip-

ula senabahini

AR FIee ami et [T
TR

pakistana chaichhe arao ekabara dilli

yana iyaphei

Qe

pakistanera sange alochanaya basara

janya chapa srrshti karuna

ANSHABICTAT FNCe ST AT ST Bl-
A FAIITRO FEA
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Reference

Machine Output
(Bengali Phonemes)

ye paddhatitei china egoka sabetei
tadera sammati achhe janiyechhena

kureshi

@ AMLGUD Bl @it AEUD Biemar -
W6 @itz ST $EER

andale natuna bimananagari hale ke-

bala bardhamana naya ashapashera be-

SRICE AR R 20 &@hh AR

sha kayekati jelarao unnati habe bale | SRl S 2 e WA FET 2BCR
mane kara hachchhe
shudhu tai naya natuna bimanabandar- | 3y b1 w1 FGa1 fasra=ramica=n wsjir

era aparisima subidha pabe durgapura

o asanasola shilpanchala

AR #I1T GRAE & AT A
il

karmasansthana habe bahu manushera

FIRPAA! 20T A TR

gata deda du bachhare rajye shilpayana
prakriya jora dhakka kheyechhe

SNIG! (AM1 7 ARG A AR AN
TR QT (AR

nandigrame gandagolera jere anish-

chita haye padechhe bahu prakalpa

AR AL AT

tarai madhye singura theke hata

gutiyechhe tata prakalpa

Bifa sMeca Frgst (it =161 wfbeaee BIbt #9l-
FEA

bardhamanera katoyaya tapabidyut
prakalpa ghire shuru hayechhe an-

dolana

ARAYICT B BIATEB A=wer=if fXi-
@ L AR AT

e abasthaya sarakara bishesha bhabe
takiye rayechhe andala bimananagari

prakalpatira dike

G FRIFLR SR R o il

itimadhyei sarakara samiksha kare
dekhechhe ye bhabe damadama biman-
abandare yatri sankhya badachhe tate
adura bhabishyate dbitiya bimanaban-

darera prayojana abashyambhabi

oM AR AT FIF ATCZ @
(2 BIth @Rl ifer=aies wikiban fRenamme-

se karanei dakshina chabbisha para-
ganara baruipurera kachhe bimana-
bandara tairira bhabana chinta shuru

kara hayechhilo

G FIAIC wFARA SRR A=t -

erai madhye bengala erotrapilasa du
hajara chhaya sale egiye ase bard-
hamanera andale bimanabandara o

take kendra kare nagarayanera kaje

Qfl 4T (e GBI 7 e =i
A G ST IR FAwIes -
AT & BIF (Tl FI AR
IS




Chapter 5 Experimental Results, Comparison and Discussion

Table 5.2 continued from previous page

Reference

Machine Output
(Bengali Phonemes)

buddhadeba  bhat-

ashabadi ei

mukhyamantri
tacharya  atyanta

prakalpatike niye

TG AT SR Sl
T f e e

puro prakalpe praya dasha hajara koti
taka biniyoga habe

o SR~ AR R S5 Biel
fafean 2

pashapashi karmasansthana habe bahu

APTRIAMR SR I AR NPAR-

manushera il

shudhu tai naya andale ei bi- | 52y o1 R0 wewice fa@ R -
mananagarira  prabhaba  padabe | ORI A& IFLFAL FFARAKCER Fi-
bardhamanasaha dakshinabangera | @6 cewem

kayekati jelaya

itimadhyei bengala erotrapilasa samik-
sha kare dekhechhe pashchimabanga
simantabarti jhadakhandera bibhinna
elakara manusha ei bimanabandarati

byabahara karate parabena

MR e QBT AREAY F-
(@ (ATATR APTRIDARIE PGB0 [
T fefeqat et TP fa fEeeE-

phale  bimanabandaratira labhera | Tt RNARAWHIGAT #CoAT ATSRI -
sambhabana yatheshta (AAZ0
durgapura asanasola  shilpanchaleo | GR#A QRPN AeE=ieoice f@ [{ee-

ei bimananagarira prabhaba padabe
yatheshta

T SRR I AT

baraka obama markina presidentera
dayitba bhara neoyara para bharata

markina samparka arao majabuta habe

3 O T 2 SRIGT e A

EIEIR R

habu markina rashtrapatira kachha

theke paoya chithira bayanera bhittitei

EERIEIST I REE Glirs e P e (el )
ol It fo6f5us ot =R @it

jora galaya ekatha janalena pradhana- | QIFICE! ALANAE AR o=l
mantri manamohana sinha

nirbachane jaya labhera para ushna | [RRIBIH ST ST A1 S2A! SAfSqTTI-
abhinandana janiye obamake chithi | = Sifec SQmsics B2 fercafecs s
likhechhilena manamohana

tara uttare obamao chithi likhechhena | BRI 05ICa @@ b fercateat Bieee
tanke

sei chithi pade mugdha manamohana | (51 2 #iita o stersr=IAt

chithite bharata markina bhabishyat | TG SlRIBI Wl ©IfoT=AG A=A
samparka ki bhabe arao nibida kara | f& oIt @@ ffqwt = i o1 (e o&t
yaya sei bishaye tara drrshtibhangii | wsoTRfbelfe fofAcs fecateat =i w=rs

chithite likhechhena baraka obama
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Reference

Machine Output
(Bengali Phonemes)

jayalabhera  para  manamohanake
phona na kare bharatake abahela
karechhena obama ei yukti udiye diye

pradhanamantri janana

GRIETCSA | MANRNCE T+ FICA

upasagariya deshagulite tara sapharera
samayasuchigata asubidhara karanei

du janera katha bala haye otheni

BN SRR SR ST Sl A
I SRl

kintu obama tara sange phone katha

balara ichchha prakasha karechhilena

fF5 S Bl e T FIA AT I5R
AP FIARCA!

deshe phirei tara sange obamara katha

habe baleo janana pradhanamantri

@1 fFefa Bt SAIce SR S 2R A0

QI ASLAITE

obamara sange itimadhyei panera ti

QN e S s B e

deshera netadera sange katha hayechhe | (FBITH&! 0e T TR GFETHE
teliphone

edera madhye rayechhena paka presi- | ACA! ML FRCRA! AP 2ACAIAFG! <1H-
denta asipha ali jaradario ! el iR

itimadhyei rajadhanite phire esechhena | SO MG RFea GrTCRA! ATl

manamohana

ekhana obamara sange tara alapera

Q] SR A0S BIl S e

madhyamei shuru habe bharata mark- | & 2ICq OFIG! AFF THA! ATAGCHAN
ina natuna samparkera suchana SIoTet
amerikara prathama krrshnanga presi- | QG AN FIGT2ANE! 2ARTAG! F2-

denta hisabe obamara jayera para be-

sha dushchintaya rayechhe pakistana

HICACR AT

anekei ekhana bhabate shuru karech-
hena pakistanera uttaranchale sena ab-

hiyanera matra na badiye dena obama

QI QA SRIG F2F FIARA! 2A1fF-
GBIt TOOIAIBICE (Tl ST oaT =Y
A @ @[

ei abasthaya chintabhabana chalachhe

obama sarakarake bojhanora ye ei

fq <A foasreRE biete S 7
AFACE I/ @ @ =evieear wifemar

anchalera jangidera mokabilaya pak- | SIRERT AfFFOAT AFT @fel ACL7=2-
istana sarakara ekai yatheshta Br

kathata yadi obamake bojhano na yaya | SI6T AW SRS J30 71 71 Br2ieat g
tahale du deshera samparkera abanati | (WICA! A SIS Q61 RKfbG 1-
ghata bichitra naya A

santrasera biruddhe ladaiyera prashne | MGG Reewcd =il “=T=E @3-
demokryata ripabalikanera manobhabe | FIAB! AT NI o= HI-
bishesha pharaka nei AT




38

Chapter 5 Experimental Results, Comparison and Discussion

Table 5.2 continued from previous page

Reference

Machine Output
(Bengali Phonemes)

du dalai
shikada theka upade phelate

chaya santrasake ekebare

v Wil SR AFGAIE AR ARSI
(P! TAA (1B

pakistanera uttaranchala o aphagan-
istanera simante durgama girikandar-
era kothao ga dhaka diye achhena
ladena ei bishbasa

osama bina

anekadinera

ATFACITA SOOIAEE & SIHANTHAIC-
F1 FTI=CE e Psawicat s A <l
e @it oo e Aewer fa v
BlCRIFOR]

jangidera sandhane besha kichhudina

dhare ei anchale abhiyana chalachchhe

BICET TSRl BIeTbTR

pracharera samaya obama balechhilena
ala kayadake kayada karate pakistana
yadi byartha haya tahale tara netrrtbe

odera nishana karabe amerikai

AABIEA FAN TRAN AR S Bl
2 BT BT (F5FFBCE A e -

A SCy!

tini ingita diyechhilena prayojane iraka

Bfq 3febt el R 2 «@-

theke senabahini sariye niye aphagan- | (& GIHRIRRM GBS e erersifeeToIe =i
istane ladai karate pathabena FIAE ACI

presidenta haoyara age obamara | “GARICAF0] R @iCsl @[l f@svar -
eisaba kathabartai apatata chintaya | <G SIAGG! FHAGRT TR “AFAGHICE
rakhachhe pakistanake

tahale emana dandabe ye mark- | BRI Gl AAWIR @ IR Fleew! Bi-
ina phaujera tattbabadhanei jangidera | SEIRILI efetwa fagemcy Jni BI=AIG 2-
biruddhe yuddha chalate habe tadera | (@ Gitwal

phera baghabandi kanda Q! AT et

somabara rate gosabara rajatajubali | NG AICE AT FSACIGAIT =TT -

grame bana karmidera pata phande

dhara padalo rayyala bengala taigara

T FRNEA AG FNT Q- AR A
@gren Bt

mangalabara take niye kendo dbipera
dike raona diyechhena bana daphatar-

era karmira

TR Bies e (Faw wiqesiar e arer

sekhanei budhabara baghatike jangale
chhede deoya habe

I 4R A el @m @

abasheshe somabara gabhira rate

dhara padalo sundarabanera gosabara

rajatajubali gramera bagha

brrhaspatibara theke ekati rayyala
bengala taigara daphaya daphaya hana

dichchhila rajatajubali grame
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Table 5.2 continued from previous page

Reference

Machine Output
(Bengali Phonemes)

grama theke ekati chhagalao niye yaya

se

A (ACF GFI e e I F

shuru haya rata jege gramabasidera pa-

hara

2 N A6T (St FANRATTAT A==

banakarmidera pata phande somabara

rate dhara pade baghati

“fir e

tabe shudhu eka bagha naya

BIta Ty @l Il 1

sara rata khanchara baire apeksha

karachhila ekati baghinio

% Fifafq

mangalabara bhore aguna jbaliye ba-

AR O e TRAfew AN

nakarmira baghinitike tadiye dena Affabee B @e
erapara khancha bandi baghatike | Q@9 =61 A=W b @ =
niye prathame yaoya haya sajanekhali | TR 21 ericaifer e AERY

taigara syanachuyari

tarapara lanche kare baghatike niye
bana daphatarera karmira raona dena
kendo dbipera dike

B SR A @ @AW ke b

bane thikamato khabara na paoyatei
phera lokalaye dhuke padechhe rayyala

bengala taigara

JICA TG AR_ERT T AR 1 A=A
3 ez IR @ere B

mane karachhena bisheshajnara

I FAICA ]eReEt

gata phebruyari masa theke besha
kayekabara sundarabana sanlagna gra-

maguli theke dhara padalo bagha

oNB! (TR AT (AF (TR FIIAFEEN -
AR AN NS (AeF =T Al
Wi e

gata saterai phebruyari sundarabanera
kulatali

rayyala bengala taigara

grama kheke dhara pade

ST G (Y TR FoABIeT
SRINI (TP LR #ATm AR @eren e

rate jhadakhalite
baghake khanchabandi karena bana

bishe phebruyari

karmira

erapara naya juna gosabara kumira-

mari grame phera dhara pade bagha

G AN Gl AT G T
QIRl ST A

adai masa bade trishe agasta gosabara
yanapura grame phera banakarmidera

phande bandi haya bagha

ST A 07 AR AT S TIR1 A=
e

gosabatei pakhiralayera kachhe ekati
grame chabbisha aktobara bhore bagha
dhara pade

R e Fie @I [ bl
AT W6 G A A AW
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Table 5.2 continued from previous page

Reference

Machine Output
(Bengali Phonemes)

budhabara

arthat teshara nabhembara gosabara

tarapara gabhira rate

rajatajubali grame abara baghabandi
kanda

B IR Sifear A @R G
AREH Fre

rajatajubali grama theke bagha bandi

parbera puro ghatanatira netrrtba

JSIGICEIE o[ (A I M 2KE-
[ o7 Aol @oaaoar e e

diyechhena taigara rijarbha pharestera | ¥&El TG remi MIF6RT =61
philda direktara subrata mukhopad- | JIANLIRA

hyaya

tini janiyechhena purna bayaska ei | R SifScc=ar o= et f@ @G sprat
baghati sustha

budhabara bikelera madhye take niye | J9RIE RGFERT LR B Q@ =61 (-
lancha kendo dbipe paunchhe yabe ™ AiRee AR AR

sekhanei take jangale chhede debena | GTRITH BItE SGITH (XM AT AIFWIHIOI-
banadaphatarera karmira @ IR

piesaclabhi si tu raketera sahayye | ftoGTeNfS 51 § ARG AR FyA6roT

nikhuntabhabe chandrayana eka ke
pathano hayechhe mahakashe

DITAIRIAT A1 (F AT CACR NFICR

ebara take nikhuntabhabe chandera

kakshapathe sthapana karara pala

Gl BItE MYFBISE Bmal Sl
HALATT Il AT

itimadhye prrthibira chhabi tule

pathiyechhe chandrayana

oW smafifa 27 e s oe-
VR

tate bojha giyechhe ashatita bhala kaja

karachhe sei mahakashayana

BIto 3t forcace avRifoor o St It
Bt SRR

sabakichhu thikathaka thakale agami
atai nabhembara chandrayana pradak-

shina shuru karabe chandake

R P! Aiee eaifs =ifbr ice-
oSy

ara panera nabhembara bijnanira take
sthapana karabena chandera kakshap-
athe

QR AT TceNd iRt bicE A2d-
A IR DA FIFAYAL

mahakashayanake chandera kakshap-
athe sthapana karara kajati atyanta

duruha

ARIFRAMCE SR FIEARINTC AL
T AR P AT 7=

era age bahu mahakashayanake kak-
shapathe sthapana karate giye haya ta
achhade padechhe sei upagrahera buke

G I R TIFHAIANCE FIFAY A
A FAIG I T B q=wwm Az
&1 ToiterICRRl I

nayato ta hariye giyechhe mahashunye

TG B =W e TR
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Table 5.2 continued from previous page

Reference

Machine Output
(Bengali Phonemes)

gata unatrishe aktobara chandrayana
prrthibira ye chhabi tule pathiyechhe
ta bishleshana kare bijnanira janate
perechhena mahakashayanati ekhana
ki abasthaya achhe

T @ =t §@ e 5 e
IR TR SN GIEteT TEFeRl-
A0 QI F AR @A

5.4 Precision Recall for IPA Syllable

Following table 5.3 shows the evaluation with the Human Generated syllable with the

Machine Generated using F score.

Table 5.3: Precision Recall Value for IPA Syllable

dir-g Po-din-er

dir-g Po-di-ner

bon-d u

bon-d u

Human Generated | Machine Generated | # Correct | # Syllables | # Syllables

Syllables in Machine | in Human

output output

is-la-ma-ba-de-ra is-la-ma-ba-de-ra 6 6 6
cay-na cay-na 2 2 2
du-ta-ba-fera du-ta-ba-fe-ra 3 ) 4
xk axk 1 1 1
o-nuf-t Pan-e o-nuj-t Pa-ne 2 4 4
e-i e-i 2 2 2
mon-tab-byo mon-tab-byo 3 3 3
ko-re-c Pen ko-re-c Pen 3 3 3
pa-ka pa-ka 2 2 2
bi-def bi-def 2 2 2
mon-tri mon-tri 2 2 2
Ja-ha Ja-ha 2 2 2
mach-mud maeh-mu-da 1 3 2
ku-re-[i ku-re-[i 3 3 3
tar t 0 1 1
ko-t Pae ko-t Pae 2 2 2
pa-kis-than pa-kis-tPan 3 3 3
tar tar 1 1 1

2 4 4

2 2 2

4 4 4

tsa-e-na-ke

tsa-e-na-ke
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Table 5.3 continued from previous page

Human Generated | Machine Generated | # Correct | # Syllables | # Syllables
Syllables in Machine | in Human
output output
e e 1 1 1
bae-pa-re beae-pa-re 3 3 3
blaenk bleen-k 0 2 1
cek cek 1 1 1
di-e di-e 2 2 2
rakP-cPe rakP-cP 1 2 2
tsi-ner tsi-ner 2 2 2
bi-fef bi-fef 2 2 2
dut du 0 1 1
hi hi 1 1 1
iYApheiYera i— 0 1 1
Joy-ge Joy-ge 2 2 2
tar tar 1 1 1
ko-t Pa-o ko-t Ma-o 3 3 3
ho-e-ts e ho-e-ts e 3 3 3
fa-ke t- 0 2 1
ti-ni ti-ni 2 2 2
o-nu-rod o-nu-rod 3 3 3
ko-re-tsPen ko-re-ts"en 3 3 3
[ig-gi-ri Jig-gi-ri 3 3 3
dil-1i dil-li 2 2 2
dze-te dze-te 2 2 2
dil-1i dil-li 2 2 2
gi-e gi-e 2 2 2
ti-ni ti-ni 2 2 2
dze dze 1 1 1
a-lo-tso-na a-lo-tso-na 4 4 4
kor-ben kor-ben 2 2 2
ta-te ta-te 2 2 2
pur-no pur-no 2 2 2
Jom-mo-ti tom-mo-ti 3 3 3
di-te di-te 2 2 2
ra-dzi ra-dzi 2 2 2
is-la-ma-bad is-la-ma-bad 4 4 4
a-fole a-Jo-le 1 3 2
mum-ba-i mum-ba-i 3 3 3
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Table 5.3 continued from previous page

Human Generated | Machine Generated | # Correct | # Syllables | # Syllables

Syllables in Machine | in Human
output output

&og—gi a\z:)lj—gi

ha-na ha-na

ni-e ni-e

b Pa-rot b Pa-rot

0 0

an—‘gor—d@a—tik

an—‘gor—dAza—tik

2 2 2

2 2 2

2 2 2

2 2 2

1 1 1

4 4 4
k Pet-tro k Pet-ro 1 2 2
t De-ke t Pe-ke 2 2 2
pro-ti-din pro-ti-din 3 3 3
&-to-ro-kom &-to-ro-kom 4 4 4
tgap ‘?sap 1 1 1
af-ts Pe af-ts Pe 2 2 2
dze dze 1 1 1
kar-dzo-to kar-dzo-to 3 3 3
di-fe-ha-ra di-fe-ha-ra 4 4 4
dza-mat dza-mat 2 2 2
ud ud 1 1 1
da-o-ar da-o-ar 3 3 3
bi-rud-d Pe bi-rud-d e 3 3 3
bae-bos-t Pa bee-bos-t Pa 3 3 3
ne-bar ne-bar 2 2 2
ko-t Pa ko-t Pa 2 2 2
bo-le bo-le 2 2 2
lab B lab 0 1 1
ho-y hoy 0 1 2
ni ni 1 1 1
tar tar 1 1 1
u-po-re u-po-re 3 3 3
fo-pot I fo-pot B 2 2 2
ni-e-i ni-e-i 3 3 3
ba-rak ba-rak 2 2 2
o-ba-ma o-ba-ma 3 3 3
bo-le bo-le 2 2 2
di-e-ts Pen di-e-ts Pen 3 3 3
ar-t Mik ar-t hik 2 2 2
fa—ha(fz—cﬁo fa—ha—&%o 1 3 3
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Table 5.3 continued from previous page

Human Generated | Machine Generated | # Correct | # Syllables | # Syllables
Syllables in Machine | in Human
output output
pa-be pa-be 2 2 2
xk-ta-i aek-ta-i 3 3 3
Jor-te Jor-te 2 2 2
&\zog—gi—der &\zog—gi—der 3 3 3
nir-mul nir-mul 2 2 2
ke-bol ke-bol 2 2 2
bor-d Po-man bor-d Po-man 3 3 3
208 232 228

From the table 5.3 shown 208 is the “Number of Syllable Matching the Text”, 232 is
“Syllable Count in Machine Output” and 228 is “Syllable Count in Human Output”.

Then F1 Score is

8 (0.896551724 + 0.912280702)

2
Precision(P) = 23% = 0.896551724 (5.1)
208
Recall(R) = 2o = 0.912280702 (5.2)
(5.3)

(0.896551724 x 0.912280702) — 0.904347826

5.5 Precision Recall for Bengali Syllable

Following table 5.4 shows the evaluation with the Human Generated syllable with the

Machine Generated using F score.
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Table 5.4: Precision Recall Value for Bengali Syllable

Original Human Machine 4 4 ”
Word Generated Generated Cor Sylla- | Sylla-
rect bles bles
Sylla- | in in
bles Ma- Hu-
chine | man
out- out-
put put
gl a-g-ol Jt-g-ol 3 3 3
TR -TA-(7 -7 3 3 3
Amg Al-nd AW 0 2 2
SR GI-q15-(R GI-qI5-(R 3 3 3
RIRDEE =1-fo el Ao 0 2 4
ey qS-Y qS-Y 2 2 2
G GERRT 25w 0 1 3
et S-=1 &= 2 2 2
24T Y- Q- 0 2 3
A A-F A-F 2 2 2
e 73 73 2 2 2
TG pEE k| TZF-TT 1 2 4
TP B-F B-F 2 2 2
AR 2-F-(R WA 1 2 3
feg feqa feqa 2 2 2
€0 4-9-(9 SBICE 0 1 3
72 7-3 73 2 2 2
e &= &= 2 2 2
PRIC] Be-( Beq 0 1 2
GRics 7T GEc 0 1 3
NE] k] ] 1 1 1
Arpfos o1-g-fo A fos 0 2 3
ey CT-wa-7 ey 1 2 3
T - gt 2 2 2
it GISC| GISC| 2 2 2
JFOACTE J-F0-N-f4-5-F J-F0-Nf4-5-F 4 5 6
TP B-F B-F 2 2 2
e &= &= 2 2 2
e - v 2 2 2
Rl pE A RREl 0 1 3
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Table 5.4 continued from previous page
Wod | Gonemnted | Goneratea | *|# | #
Cor- | Sylla- | Sylla-
rect bles bles
Sylla- | in in
bles Ma- Hu-
chine | man
out- out-
put put
e fR=-9-o= =94 3 3 3
o RO Q- 2 2 2
ESl £l Egl 1 1 1
frefes f-S-fere f-S-fare 3 3 3
S -3 -3 4 4 4
¢ ¢ 8 1 1 1
eicer= IREF&E] IREFAE 2 2 2
fom foq foq 1 1 1
gl v IL¥CE] 2 2 2
QG5 M-+ R\RGIE) 2 2 2
Ty TA-(J1-44 TA-R14-A 1 3 3
IEA -9 IEA 0 1 2
cere &-=1 &-=1 2 2 2
AfrFrs A-fea-om= AfE-r= 1 2 4
Tofge T-7-fge ICREES 1 2 3
ezt 2o fo-oT 2 2 2
RES -2 TRF-A 1 2 4
< *H-AF - 0 2 2
g g g 2 2 2
i = = 0 2 2
JroTl ool qro-of 2 2 2
BIRICE F1-fN-fox Ff¥-fox 1 2 3
wifgpifas ol-fy-l-fe o-fa-l-fe 4 4 4
GIRRES AN-*9-<F] A=A 1 2 3
ayd 2439 ayd 0 1 2
U] @Q-Q-( G-I 3 3 3
Al At - 2 2 2
el CT-wE- ea-wy 1 2 3
THATSIC T-A-(ol-C1F TH-Cel-Cor 2 3 4
A=A A=A Al 4 4 4
RIS E -1 -1 4 4 4
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Table 5.4 continued from previous page

Original Human Machine 4 4 4
Word Generated Generated Cor- Sylla | Sylla
rect bles bles
Sylla- | in in
bles Ma- Hu-
chine | man
out- out-
put put
QS TR-5e e 0 1 2
8 8 8 1 1 1
TR q-T7-I Q-5 3 3 3
@ M- M-49 2 2 2
A J-QA - 2 2 2
A - A 2 2 2
GIICAT Gl-l-¢ G- T-¢ 3 3 3
JAR AR RA-(R 2 2 2
w6fs w15-6 w15-6 2 2 2
QISR TG -t - FRfer-oA-=t 4 4 4
fom foq fom 1 1 1
e e e 1 1 1
ol ol ol 2 2 2
“Afaca= AfF-ca=l AfF-ca=l 2 2 2
FJEA 99 FIEA 0 1 2
el fea-9-o9 fa-9-o 3 3 3
fiefers f-8-fore f-S-far 3 3 3
AFA -7 - 1 2 3
RIGIEREE] I-(FAF-AG-SR - - 2 3 4
(&[4} -C& -C& 2 2 2
T T-0-® T-0-2 3 3 3
arse are-e are-ae 2 2 2
as as as 1 1 1
s - [Faa 2 2 2
¢cofret ¢oAl-el ¢At-el 2 2 2
3y gy g 1 1 1
a<e a<s a<s 1 1 1
RIS IR-(99 IR 0 1 2
ISRIKICE 191 [REEIEECE] 2 3 4
A1 A= A= 2 2 2
[RERl -7 IREESK 1 2 3
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Table 5.4 continued from previous page

Original Human Machine
Word Generated Generated # # #
Cor- | Sylla- | Sylla-
rect bles bles
Sylla- | in in
bles Ma- Hu-
chine | man
out- out-
put put
(@[] -l -&-cs 3 3 3
UK 9 UEEN 0 2 2
oA F-(57 F-(57 2 2 2
O O-9R’ O 2 2 2
ISIG o fof 2 2 2
TR qCET-CR qCET-CR 2 2 2
ot -t o=t 2 2 2
I8 -8 48 2 2 2
168 209 245

From the table 5.4 shown 168 is the “Number of Syllable Matching the Text”, 209 is
“Syllable Count in Machine Output” and 245 is “Syllable Count in Human Output”.

Precision(P)

Recall(R)

Then F1 Score is

~ 245

(0.803828 x 0.685714)

168

= — =0.803828
209

168

F=2x

F=2x

(0.803828 + 0.685714)

= 0.685714

(P x R)

(P+R)
= 0.740088

(5.6)



Chapter 6

Conclusions and Future Scope

6.1 Conclusion

In this work, the task of the system is syllabifying Bangla word automatically. The
structure of the program is based on linguistic features of speech sound combined with
the computational methods. It has been implemented in Python version 2.7.15. The au-
tomatic syllabification can help to improve ASR system of Bangla as the syllabification
is an important problem in automatic speech recognition and speech synthesis applica-
tions. Keeping this in mind we focused on the acoustic signals and its mapping with
syllables for better output. We found an overwhelming results on performing evaluation
of Speech Recognition on the Shruti Speech Corpus to validate our proposed approach
and the system produces a BLEU score of 87.37. Beside, independently we performed
evaluation for IPA syllable and Bengali Syllable of the system generated output with
syllable by humans using F1 score and found a result of 0.9043 (90.43%) and 0.74 (74%),

respectively. All evaluation sets are shown in chapter 5.

6.2 Future Scope

The work in the paper requires more investigation on the exceptions, in order to get
more accuracy of the program. Changing in rules may also lead us to better result
as we clearly found that the rules we used as mentioned in table 4.1 is not same for
IPA representation 5.3 and Bengali representation 5.4 of Bengali Speech. We will try
to implement it beyond word level. As syllable is an essential component of many
speech and language processing system, it is also important for prosodic analysis of
human speech. So, our future work will try to incorporate the prosodic features with

syllabification.
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