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ABSTRACT 

This project presents the optimal design of digital FIR and IIR filters using 

evolutionary optimization methods. Some evolutionary optimization methods named 

as Salp Swarm Algorithm (SSA),Quantum inspired Salp Swarm Algorithm (QSSA), 

are discussed in this thesis work and have been used for the optimal design of Type-1 

digital band pass FIR filters. In order to show the comparative effectiveness of the 

proposed algorithms, the simulation results have been compared with the already 

existing well established results. Further to demonstrate the efficacy of the proposed 

methods, these have been implemented via Simulink models in MATLAB. 
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INTRODUCTION 

1.1 Preamble 

Filtering is the commonly used method in different signal processing applications. In 

the field of electronics, filters refer to the electronic devices that receiving input 

signals that allows only the required elements within a certain range of frequencies 

to transmit and attenuate the rest. Electronic filters have been categorized in the 

literature which is based on various criteria. Depending upon the type of components 

filters are classified as active and passive filters. Based on the characteristics of the 

impulse response, filters are categorized as Finite Impulse Response (FIR) or Infinite 

Impulse Response (IIR). Unlike IIR, FIR filters are non-recursive and the output due 

to impulse input fades away within a limited amount of time. FIR filters offer linear 

phase and greater stability and that is why it is highly preferred over IIR filters in 

many engineering applications [1-4].  

There are also two classifications of filtering operation, depending on the 

nature of filters that can be categorized as analogue and digital. Digital filter circuits 

sample the analogue input signal and convert the sampled signal into a set of binary 

numbers, store the numbers in a memory and process them through a processing 

unit. The digital filters perform the frequency related operations such as low-pass, 

high-pass, band-reject, band-pass, and all-pass etc.. Also, the design specifications 

include cut-off frequency, sampling frequency of input signal, pass-band ripple, 

stop-band attenuation, type of filter and realization form etc.. 

 Section 1.2 of this chapter presents literature survey in the field of optimization 

techniques. Section 1.3 reveals the motivation behind taking up this work and thesis 

organization. 

1.2 Literature Survey 

The primary objective of using meta-heuristic optimization algorithms in digital 

filter design is reducing the error between the ideal response and the approximated 

response known as (cost function) as much as possible. The benefits for 

developments of meta-heuristic algorithms are to eliminate the requirements of the 

conventional gradient-based design processes those are described below with some 

literature survey. Algorithms like Simulated Annealing [4], Genetic Algorithm [5-6], 

Artificial Bee Colony [7-11], Particle Swarm Optimization [12-20], Cuckoo Search 
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[21-24], Gravitational Search [25-29] etc. are significant innovations in the 

optimization paradigm.  

In 2016, Mirjalili developed a new population based meta-heuristic 

optimization technique called Salp swarm Algorithm (SSA) for solving various 

kinds of optimization problems [30]. Since then several variants have been 

efficiently used for solving practical optimization problems like binary Salp swarm 

algorithm [31]. Apart from these SSA is employed on critical block path by reducing 

the manufacturing period for re-entrant job shop scheduling problem which is 

alternatively known as classical Non-deterministic Polynomial-time complete 

combinatorial optimization method [32]. Another proposed model on segmentation 

is applied for fish images by utilizing SSA technique [33]. Here, the actual 

segmentation component is constructed using Simple Linear Iterative Clustering 

structure with existing parameters, in order to find out the best optimal solution 

using Salp Swarm Optimization algorithm. Besides all these, SSA have been 

hybridized with different kinds of algorithms in order to develop newer, better and 

faster algorithms such as SSA with Particle Swarm Optimization [34] and SSA with 

Differential Evolution [35]. Most of these algorithms may not provide accurate 

results but give approximate and quite satisfactory solutions. 

1.3 Thesis Motivation 

Digital FIR filters have never been designed using Salp Swarm Algorithm (SSA), 

which was recently developed. As this work was initiated for optimizing the design 

of FIR filters on MATLAB using SSA, it was observed that the performance of this 

algorithm gives less satisfactory performances for lower order filter as well for 

higher order filter as the output filter response had higher amount of pass-band 

ripples and lower amount of stop-band attenuation. It is considered that the 

conventional SSA algorithm is less efficient for design of FIR filters. Hence, this 

matter motivated us to improve the performance of SSA in terms of FIR filter 

design. In order to achieve this goal, a new algorithm has been proposed in order to 

quantize the SSA algorithm with the laws of Quantum mechanics [36-37]. 

Moreover, we showed some supporting data and figures which are clearly figured 

out that FIR filters can be designed efficiently by using new proposed algorithm 

technique. 
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The complete organization of this Thesis is described below: 

Chapter 2 describes the design of FIR filter using SSA with respect to scheme and 

modelling of FIR band-pass filters using fast and efficient optimization techniques. 

Also a new Quantum Inspired Salp Swarm algorithm (QSSA) is proposed for better 

performance of Type-1 BP FIR filter. 

Chapter 3 describes the simulation results performance and also some comparison 

between QSSA and conventional SSA for designing of FIR filter which 

demonstrates and evaluates in this chapter. 

Chapter 4 concludes the thesis with some possible future works.  
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DESIGN OF FIR FILTER USING SALP 

SWARM ALGORITHM 

2.1 Introduction 

In this chapter there are brief discussions on basics of filters and its applications on 

practical field as well as optimization techniques. Apart from this we are classified 

some others filter like Analog/Digital Filters Active/Passive Filters FIR/IIR Filters 

Linear/Nonlinear Filters. Also the performance of basic theory of Type-1 Band Pass 

FIR Filtersis compulsory tointerpret how digital filters are designed and used in 

practical field of applications.The main aspects of this chapter are to showing 

Problem formulation for FIR Filter and how the Band pass FIR Filter is designed by 

the conventional Salp Swarm Algorithm. 

Band-pass (BP) filter is another category of filters based upon the domain or 

band of frequencies that are allowed to pass through by the filter. It passes 

frequencies within a particular range and attenuates the rest. An ideal BP filter 

response would have perfectly flat pass band without any ripple and would 

absolutely attenuate all the frequency components outside the pass band. Moreover, 

the transitionof the filter would be instantaneous in between the pass band and the 

stop band frequencies i.e., the transition width would be zero. 

 In this Chapter named Design of FIR Filter Using Salp Swarm Algorithm organized 

as follows: Section 2.2 of this chapter presents a basics description of FIR filter. In 

Section 2.3 gives details the problem formulation of FIR filter and in Section 2.4 

there is brief description of conventional SSA is given. In Section 2.3, a new and 

better version of SSA named as Quantum Inspired Salp Swarm Algorithm (QSSA) 

has been proposed. The pseudo code and flowchart of the algorithm have been given 

in the same section. 

2.2 Basics of FIR Filters 

Finite Impulse Response (FIR) filter is a category of filters based upon 

characteristics of the impulse response of the filters. The impulse response of FIR 

filters becomes zero in a finite duration of time. FIR filter structure is efficient in 

terms of digitally implementing frequency response. FIR filters are usually 

implemented using delays, adders, and multipliers [38-39]. FIR filters are also called 

as „Feed-forward‟, „Non-recursive‟ or „Transversal‟ filters. 
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The difference equation representation of FIR Filter is 

)()(...)1()1()()0()( NnxNhnxhnxhny                                      (2.1)                                   

    

Where N = order of the filter 

1N = No. of the coefficients 

NzNhzhhzH   )(...)1()0()( 1                                      (2.2) 





N

n

nznhzH
0

)()(                                       (2.3) 

where )(nh is the impulse response. 

)(nx is the input signal and )(ny is the output signal. 

Figure 2.1 shows the basic block diagram of FIR filter of order N . 

 

Fig. 2.1 Block Diagram of a FIR Filter. 

2.2.1 Characteristics of FIR Filter 

a. FIR Filter requires no feedback. 

b. FIR filters are extensively used for tapping of higher order filters. 

c. FIR filters are inherently stable.  

d. FIR Filters delay characteristic is much better but more memory is required. 

 

e. Pass band Edge Frequency- It defines the starting of the pass band i.e. the 

region where the signal is completely passed without any attenuation. 

f. Stop band Edge Frequency- It defines the starting of the stop band region i.e. 

the region where the signal is completely attenuated or blocked, not allowed 

passing. The stop band frequency (FS) is the frequency at which the minimum 

attenuation in the stop band is reached. 
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g. Ripple-Ripple is usually specified as a peak -to-peak level in decibels. It 

describes how little or how much the filter‟s amplitude varies within a band. 

Smaller amount of ripple represent more compatible response. Ripple in pass 

band should be as low as possible. 

h. Bandwidth – Bandwidth is defined as the frequency width of the pass band of 

a filter. For a low pass filter, the bandwidth is equal to the cut-off frequency. 

For a band pass filter, the bandwidth is typically defined as the frequency 

comparisons between the upper band and lower band at -3 dB points. 

i. Frequency Magnitude Response - A frequency domain description of how a 

filter interacts with input signals. The frequency magnitude response is a curve 

of filter attenuation (in dB) vs. frequency. 

j. Transition Region - The frequency range between the pass band and the stop 

band of a digital filter. Transition region is sometimes called the transition 

band. 

2.3 Problem Formulation for FIR Filter 

The system function of FIR filter is represented by [40]: 

n
M

n

znhzH 





1

0

)()( 1,...,1,0  Mn                                                                    (2.4) 

which consists of )1( M  poles at origin and )1( M  zeroes. Based on the 

coefficients of )(nh a filter can exhibit different type of magnitude responses.  

2.3.1 Error Function Representation 

In reality, by changing degrees of favourable outcomes and minimizing the deviation 

of the designed magnitude response from the ideal, the desired filter is achieved. The 

weighted difference in stop-band and pass-band primarily defines the error function 

as given in [40]: 

      j
a

j
d eHeHWE  )()(                                                             (2.5) 

 The error function )(E , given by Parks-McClellan (PM) is represented in Eq. 

(2.5), where  W ,  j
d eH ,  j

a eH  are the weight vector, desired, and 

approximated frequency response respectively. Weight function  W modulates the 

minimization of error. 
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 In error function )(E , the ratio between peak ripple at pass-band  p and 

stop-band (
s ) cannot take different values. Thus, in order to overcome the flaws in 

this function, a modified error function is used in [40]: 

     
sp

sp EEU







 maxmax
                                                           (2.6) 

where p , s , p and s are the desired filter specifications. Now, the band-pass 

filter‟s ideal response can be denoted by [40]: 

 

2

21

1

0

1

00

s

pp

s
j

d eH













                                                            (2.7)  

where 1s , 2s represent the first and the second stop-band frequencies of band-pass 

FIR filter. Similarly 1p  and 2p  are the first and the second pass-band frequency. 

2.3.2 Type 1 Linear Phase FIR Filter 

The frequency response function of FIR filter is represented by [40]: 

nj
M

n

j enheH  





)1(

0

)()( ,                                                                          (2.8) 

Now linear phase constraint is described by [40]: 


  )( jeH ,                                                               (2.9) 

Here  is a constant phase delay. Now for Type 1 filter, )(nh has to be symmetrical, 

i.e. [40]:  

)1()( nMhnh  , )1(0  Mn with
2

1


M


                                                 
(2.10) 

where )(nh shows symmetry about   and   is the index of symmetry [40]. The 

value of M , in Eq. (2.5), can take even or odd integer valuesin case of Type 1 and 

Type 2 filters respectively. The frequency response of Type 1 filter is:  

2/)1(
2/)1(

0

cos)()( 











  Mj

M

n

j ennaeH                                                            (2.11) 
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2.3.3 Objective Function Formulation for Band-Pass FIR Filter 

The objective function for band-pass filter is considered as: 

)()1( 21 SSp EEE   , 10                                                            (2.12) 

where
PE , 

1SE , and 
2SE are calculated following Eqs. (2.13)- (2.15). 

11111

122

2

1

2))(1(
1

bQbPbdHE
TTpP

p

p

P 






 
  










                                                        

(2.13) 

111
2

0

1 ))((
1 1

bCbdHE
T

S

s

  




                                                                      

(2.14) 

111
2

2 ))((
1

2

bCbdHE
T

S

s

  






                                              (2.15) 

where pE represents pass-band error, 1SE  and 2SE are the first and the second stop-

band error respectively for band-pass filter. 

Here )()(  CbH T ,
T

Nbbbb ],...,,[
221  

P andQ  can be defined as : 


p

dAP






0

)cos(
1

                                                            (2.16) 


p

dBAQ






0

)cos()cos(
1

                                                           (2.17) 

In case of pass-band error, the value of C can be measured from the formula as 

following: 

  







s

dBAnmC )cos()cos(
1

,                                                          (2.18) 

where m
N

A 



2

1 , )1,...(1,0  Mm  
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and n
N

B 



2

1
, )1,...(1,0  Mn , and  H is the magnitude response of FIR 

filter. Thus thegoal of our design is to minimize the objective function for band-pass 

filter as given in Eq. (2.12). 

2.4 Design Methodologies of Salp Swarm Algorithm 

2.4.1 Overview of Salp swarm algorithm  

SSA is a new meta-heuristic algorithm introduced by Mirjalili. It mimics the 

navigating and foraging in deep oceans. The transition from real inspiration is 

discussed in following sections. SSA is a branch of meta-heuristic proposed by 

Mirjalili et al. for optimization problems over continuous domains. To 

mathematically model the salp chains, the population is first divided to two groups: 

pioneer and supporters. The pioneer is the salp at the front of the chain, whereas the 

rest of salps are contemplated as supporters which are shown in Fig. 2.2.  

As the name „Salp‟suggests, the leader guides swarm and the followers goes 

along with each other (and pioneer directly or indirectly). Likewise to different 

swarm-based methods, the position of salps is determined in an n-dimensional 

foraging space where n is the number of variables of a particular problem. Thus, the 

position of all salps isgathered in a two dimensional matrix called X. It is also 

interpreted that there is a food origin called F in the searchregion as the swarm‟s 

object. The details of SSA can be found in Subsection [30].  

 

Fig. 2.2 Swarm of salps (salps chain) 

2.4.2 Proposed mathematical model for moving Salp chains 

According to the mathematical model of Salp chains we can compared to other 

swarm-based strategies, the position of Salps is distinguish in an n-dimensional 



 CHAPTER 2 
 

 12 

tracking space where n is the accent of factors of a given matter. In this way, the 

orientations of all Salps are put away in a two-dimensional framework called X. It is 

correspondingly anticipated that there is a food source called F in the hunt space as 

the swarm's objective. To refresh the position of the pioneer the accompanying 

equation is proposed: 

))(( 21
1

jjjjj lbclbubcFX  if 03 c
                                                            

(2.19) 

))(( 21
1

jjjjj lbclbubcFX  if 03 c
                                                           

(2.20) 

where 
1
jX  shows the position of the first salp (pioneer) in the thj  dimension, jF  is 

the position of the food source in the thj  dimension denotes the upper bound thj  

dimension jlb denotes the lower bound of thj  dimension, 1c  , 2c and 3c  are random 

numbers. The coefficient 1c  is an important parameter in SSA because it balances 

exploration and exploitation and it is expressed as: 

)(

1

4

2 L

l

ec


                                                                                               (2.21)                                                                                                

where l is the current iteration and L is the maximum number of iterations. The 

parameter 2c and 3c are random numbers uniformly generated in the interval of [0, 

1]. Also, their commandment on the upcoming position in jth dimension should be 

towards of forward infinity or backward infinity and also for the step size.  

Because the time in optimization in iteration and also the variance between iterations 

is equal to 1when considering by 0v that equation can be expressed as follows: 

)(
2

1 1 i
j

i
j

i
j XXX                                                                        (2.22) 

where 2i  and i
jX  shows the position of  thi  supporters salp in jth dimension. 

With Eqs. (2.19) and (2.22), the salp chains can be simulated. 
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Fig. 2.3 Flowchart of SSA Algorithm 

2.4.3 Pseudo Code of Salp Swarm Algorithm 

Initialize the salp population ),...,2,1( nixi 
 
considering ub and lb  

while (end condition is not satisfied) 

Calculate the fitness of each exploring agent (salp) 

 F =the leading search agent 

  Amend
1C by Eq. (18) 

   For each salp 
ix  

    If 1i  

     Amendthe position of the pioneer salp by Eq. (2.19) 

    Else 

     Amend the position of the supporter’s salp by Eq. (2.22) 

    End 

   End 

  Amend the salps based on the upper and lower bounds of variables 

 End 

return F  

 

YES 

If Fj<F 

Update the follower position with equation Eq. 
(2.20) 

 

 
Identify new food source Fj for each S alp  

Update the leader position with Eq. (2.19-
2.20) 

The condition is satisfied? 

 NO NO 

Update new food source as Fj as F Keep the old food source as F 

YES NO 

Initialize parameters  

Identify the position of food source Fj 

Output the food source position 
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2.5 Design Methodologies of Quantum Inspired Salp Swarm 

Algorithm 

Although the SSA can provide good accuracy in comparison with some other 

existing algorithms, it still has some limitations like getting trapped in some locally 

optimal solutions or less adequate convergence speed and accuracy. Moreover, it is 

not suitable for highly complex applications. This provides with sufficient scope for 

developing newer techniques that improves upon the performance of SSA. To 

sufficiently overcome these limitations, a new variant of SSA inspired by the laws of 

quantum mechanics has been proposed here. 

2.5.1 Design Modification of BPF FIR Filter Using QSSA 

Here, the Quantum Inspired SSA (QSSA) based algorithm is applied for the design 

of Type 1 BPF to achieve satisfactory performance with less computational effort. 

QSSA also exhibits better convergence as compared to SSA. Here the suggested 

QSSA method introduces such modifications in the standard algorithm: 

The Eqs (2.20) and (2.21) are quantized and hybridized by the original 

position update equations which have been given in sub section (2.4.2) with respect 

to Eqs (2.16) and (2.19). 

So, the new position update equations for the improved algorithm are: 

)
1

ln()())(( ,21,
u

XmbestabslbclbubcFX k
ji

j
kjjjj

k
jnewi   If 03 c (2.23) 

)
1

ln()())(( ,21,
u

XmbestabslbclbubcFX k
ji

j
kjjjj

k
jnewi   If 03 c

 
(2.24) 

where =  any numerical constant,  

djX
N

mbest
N

i

k
ji

j
k ,...,2,1;

1

1
,  

                                                                                          

(2.25) 

d-dimensional vector describing the average position of all the particles at iteration 

“t” 

N= Total number of objects 

),( yxrandu  where x, y are a natural numbers.  

(The other variables of these position update equations have already been described 

in sub section 2.4.2)Hence, this time in optimization is iteration, the variance 

between iterations is also equal to 1, and considering by 0v . 
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Therefore and the equation can be expressed as follows: 

)(
2

1 1 i
jnew

i
jnew

i
j XXX                                                            (2.26) 

where 2i  and i
jY  shows the position of  thi  supporters salp in j

th
 dimension. 

2.5.2Pseudo Code of Quantum Inspired Salp Swarm Algorithm 

Initialize the salp population ),...,2,1( nixi  considering ub and lb with C1 

Do 

 Evaluate the cost function for each agent with absolute value 

While (t < maximum iterations) 

 Evaluate the mbest of all the particles through Eq. (2.25) 

 Update the positions of the followers through Eq. (2.26) 

Return the optimum (best) solution obtained 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2.4Flowchart of QSSA Algorithm 

 

Yes 

No 

Record the best solution obtained as the global optimum 

End 

Start 

 
Randomly initialize the locations of search agents 

Evaluate the search agents by using the objective function 

Update the positions of the salps using Eq. (2.26) 

Is the maximum iteration 

reached? 

Update the mbest of all the solutions obtained through Eq. (2.25) 
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2.6 Summary 

Digital filters are extremely stable due to their inherent mathematical construction. 

On the other hand, due to the finite tolerances, the frequency responses of similar 

analoguefilters are never exactly same. This chapter starts with brief descriptions of 

FIR and BP filters. Then the chapter proceeds with a sufficiently detailed 

presentation of the design methodologies of FIR filters in the form of evolutionary 

optimization algorithms such as Salp Swarm Algorithm (SSA). After that, in the 

following section a newerversion of the conventional SSA is proposed named as 

QSSA.Also, there are some major reasons behind its superiority over SSA that has 

been discussed in this section. 
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RESULTS ANALYSIS AND DISCUSSION 

3.1Introduction 

This chapter presents the problem formulation of Type-1 band-pass FIR filter. 

Simulation results and analysis of designing FIR filter QSSA are provided in the later 

part of the chapter. QSSA is a better and faster version of Salp Swarm Algorithm 

(SCA). SSA is a simple, population based robust evolutionary algorithm but has the 

problem of sub-optimality. QSSA has overcome the above disadvantage faced by 

SSA. The simulation results show that QSSA outperforms SSA not only in terms of 

magnitude response but also in terms of convergence speed and thus proves itself to 

be a promising candidate for FIR filter design. 

In this Chapter named Result analysis and discussion is organized as follows: 

Section 3.2 describes the comparison of Convergence Profiles between SSA and 

QSSA using some benchmark functions; Section 3.3 presents Design specifications of 

FIR filter and gives comparison of filter responses between SSA and QSSA. Finally 

in Section 3.4 summarization of results and discussions of this chapter. 

3.2 Comparison of Convergence Profiles between SSA and QSSA 

There are few benchmark functions are tested using proposed QSSA which exhibits 

better performance than SSA. There are two types of benchmark functions: Unimodal 

and Multimodal. 

In Table 3.1 and Table 3.2 the details of unimodal and multimodal functions are given 

respectively. 

Table 3.1Unimodal benchmark functions 

Function Dim Range 
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
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Table 3.2 Multimodal benchmark functions. 

 

Now these benchmark functions are tested using proposed QSSA which 

exhibits better performance than SSA as illustrated in Fig. 3.1-3.11. 

 
 

Fig. 3.1 Convergence curves (semi log) of SSA and QSSA for function g1(x) 

The dimension, upper bound and lower bound for this above function are 30, 100, and 

-100 respectively. 
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Fig. 3.2 Convergence curves (semi log) of SSA and QSSA for function g2(x) 

The dimension, upper bound and lower bound for this above function are 10, 10, and -

10 respectively. 

 

Fig. 3.3 Convergence curves (semi log) of SSA and QSSA for function g3(x) 

The dimension, upper bound and lower bound for this function are 10, 100, and -100 

respectively. 
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Fig. 3.4 Convergence curves (semi log) of SSA and QSSA for function g4(x) 

The dimension, upper bound and lower bound for this function are 10, 100, and -100 

respectively. 

 

Fig. 3.5 Convergence curves (semi log) of SSA and QSSA for function g5(x) 

The dimension, upper bound and lower bound for this function are 10, 30, and -30 

respectively. 
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Fig. 3.6 Convergence curves (semi log) of SSA and QSSA for function g7(x) 

The dimension, upper bound and lower bound for this function are 10, 1.28, and -1.28 

respectively. 

 

Fig. 3.7 Convergence curves (semi log) of SSA and QSSA for function g9(x) 

The dimension, upper bound and lower bound for this function are 10, 5.12, and -5.12 

respectively. 
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Fig. 3.8 Convergence curves (semi log) of SSA and QSSA for function g10(x) 

The dimension, upper bound and lower bound for this function are 10, 32, and -32 

respectively. 

 

Fig. 3.9 Convergence curves (semi log) of SSA and QSSA for function g11(x) 

The dimension, upper bound and lower bound for this function are 10, 600, and -600 

respectively. 
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Fig. 3.10 Convergence curves (semi log) of SSA and QSSA for function g12(x) 

The dimension, upper bound and lower bound for this function are 10, 50, and -50 

respectively. 

 

Fig. 3.11 Convergence curves (semi log) of SSA and QSSA for function g13(x) 

The dimension, upper bound and lower bound for this function are 10, 50, and -50 

respectively. 
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3.3 Design Specifications of FIR Filter 

This section discusses the implementation of band-pass filter with the following 

parameter settings:  2.01 s ,  3.01 p ,  7.02 p , and  8.02 s .The complete 

design work is performed using MATLAB 2018B.The type-I band pass filter has been 

designed as a minimization problem following Eqs. 3.21-3.27. The proposed 

algorithm is used here to minimize the objective function mentioned in Eq. 3.21. 

3.3.1Comparison of Filter Responses between SSA and QSSA 

This section shows the magnitude response curve of Type-1 Band-pass FIR filter of 

order 18 for SSA and QSSA in Fig. 3.12 and also Fig. 3.13 does the same for order 

28. Both of the figures show that QSSA improves the response over SSA. The same 

can also be inferred from the values of attenuation at stop-band  sA  and pass-band 

ripple  pR  as provided in Table 3.3 and Table 3.4. For order (N) is 18, the population 

size (NP) is taken 20 and the No. of functional evaluations (NOFE) is 50000 and for 

order 38, NP is taken 20 and the No. of functional evaluations (NOFE) is 150000. 

Therefore in case of order 18, the population size (NP) is taken 20 and the No. 

of functional evaluations (NOFE) is 50000 of Type 1 BPF, QSSA provides 31.0178 

dB, 1.2474 dB  sA  and pR respectively. But SSA provides 30.8916 dB, 1.2633 dB sA

and pR respectively. Hence the ripple obtained in QSSA is less than that conventional 

SSA method. Thus for design of Type-1 band-pass FIR Filter proves the effectiveness 

of QSSA. 

Table 3.3 Simulation results for Type 1 BPF with order (N) = 18 

 

N Np NOFE Method 
As 

(in dB) 

Rp 

(in dB) 

18 20 50000 
SSA 30.8916 1.2633 

QSSA 31.0178 1.2474 
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Fig. 3.12 Response of BPF with order (N) =18 

It is very much evident from figure 3.12 that QSSA provides better transition than 

conventional SSA method. 

Now, in case of order 38, the population size (NP) is taken 20 and the No. of 

functional evaluations (NOFE) is 150000 of Type 1 BPF, QSSA provides 40.2284 

dB, 0.1437 dB  sA  and pR
 
respectively. But SSA provides 38.6269 dB, 0.3538 dB 

sA and pR
 

respectively. Hence the ripple obtained in QSSA is less than that 

conventional SSA method. Thus for design of Type-1 band-pass FIR Filter proves the 

effectiveness of QSSA. 

Table 3.4 Simulation results for Type 1 BPF with order (N) = 38 

 

 

N Np NOFE Method 
As 

(in dB) 

Rp 

(in dB) 

38 20 150000 
QSSA 40.2284 0.1437 

SSA 38.6269 0.3538 
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Fig. 3.13 Response of BPF with order (N) =38 

It is very much evident from figure 3.13 that QSSA provides better transition than 

conventional SSA method. 

3.4 Summary 

In this paper, Quantum InspiredParticle Swarm Optimization withSalp Swarm 

Algorithm known as Quantum Behaved Salp Swarm Algorithm (QSSA) is used for 

the design of 18th and 38th order FIR filters. It is revealed that QSSA has the ability 

to converge to the best quality near optimal solution and possesses the best 

convergence characteristics among the algorithms. It is observed from the above 

given tables and figures that QSSA is more efficient in successfully optimizing the 

filter coefficients. QSSA gives better magnitude response as well as the lowest error 

value as compared to other algorithms. Thus QSSA proves itself to be a viable 

candidate for the optimal design of Type-1 BP FIR filters. 
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                CONCLUSION  & FUTURE ASPECTS 

In this project work a novel optimization algorithm named as Quantum Inspired Salp 

Swarm Algorithm (QSSA) is proposed and it is used for the design of digital FIR 

filters. From the simulation results, discussed in Chapter 3, it can be easily verified 

that the proposed algorithm is more efficient than the conventional Salp Swarm 

Algorithm. The proposed QSSA method offers the higher stop-band attenuation and 

lower pass-band ripple as compared to the existing SSA. Apart from this we have also 

tested some benchmark functions to exhibit better convergence property of QSSA as 

compared with SSA. Hence, the proposed work can be considered an efficient 

technique for the design of Type-1 band-pass FIR filters.  

Although, two optimization methods have been discussed in this thesis for 

designing of digital FIR filters but there are still opportunities to improve the design 

performance of the digital filters. Few recently developed optimization algorithms can 

also be used for the further reduction in design error of FIR filters and enhance the 

convergence speed. Moreover, the proposed algorithm can be implemented on FPGA 

(Field Programmable Gate Array) platform with reduced area, less power 

consumption, and less time delay.  
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