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ABSTRACT 

 

 

 

The Finite Impulse Response (FIR) filter is a digital filter widely used in Digital 

Signal Processing applications in various fields like imaging, instrumentation, 

communications, etc. Programmable Digital Signal Processors (PDSPs) can be used 

in implementing the FIR filter. However for realizing a large-order filter, many 

complex computations are needed which affects the performance of the common 

digital signal processors in terms of speed, cost, flexibility, etc. Field Programmable 

Gate Array (FPGA) has become an extremely cost effective means of implementing 

computationally intensive digital signal processing algorithms to improve overall 

system performance. The FPGA implementation of FIR filter, utilizing the dedicated 

hardware resources can effectively achieve Application Specific Integrated Circuit - 

(ASIC) like performance while reducing development time cost. In this Thesis, FIR 

filter is implemented on FPGA focusing less area, power consumption. We have 

considered a Canonical Signed Digit - CSD technique for the multiplierless filter 

design. This approach gives a better performance than the common filter structures in 

terms of speed of operation, cost, and power consumption in real-time. The FIR filter 

is designed using MATLAB FDA tool and then simulated with the help of Quartus II 

synthesis environment and implemented on Altera Cyclone IV FPGA board. 

Simulation  result  shows that  the proposed  method  provide  more optimized design 

in terms of area and power in comparison to the  conventional  multiplier based 

tapped delay FIR filter.  
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Chapter 1 
______________________________________________________ 

Introduction 

1.1 Preamble 

Filter is an important topic in the field of signal processing. Filtering is done basically to 

block unwanted part of a signal while allowing the required portion to pass through. In 

the field of signal processing applications there is a tremendous importance of electrical 

filters, there are basically two kinds of filter- (a) analog, and (b) digital filter. Both the 

filters are used to pass the input signal samples within a certain frequency range and 

block rest of the frequency samples [1-3]. Analog filters are made of electrical 

components (resistor, capacitor, inductor, op-amps etc.) on the other side the digital 

filters consists of delay, adder/subtractor and multipliers [1-3]. depending upon the 

application they are used. Few of the applications of these electronic filters are like audio 

signal processing, image processing, video processing, noise elimination etc. 

Digital filter further classified into two types- (a) Finite Impulse Response (FIR) 

(b) Infinite Impulse Response (IIR) filter [4-5]. An FIR filter have finite impulse response 

with no feedback path on the other side an IIR filter have infinite number impulse 

response consists of feedback path in each stage. FIR filters are very popular in the field 

of Digital Signal Processing (DSP) not only for its simplicity, but also less hardware 

requirement, less power consumption, linear phase characteristics [6]. 

Field Programmable Gate Array (FPGA) is a based digital filter design [7] is a 

very popular research topic now-a-days for its high throughput and flexibility compare to 

any high end DSP chip [8]. It does not have any fixed hardware structure and not 

constraint by any fixed instruction set. It can be program according to the application, 

supports parallel processing and have ability to process large data in a few clock cycle 

[9].  
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1.2 Literature Survey 

 A large number of electronic gadgets come into market every year. Digital filter is the 

most common component for all of them. These filters are used to process several signals 

like audio, video, image etc.. Today’s competitive market demands the products to be 

reliable as well as compact and cost efficient. To meet these goals, production cost 

(hardware cost) needs to be reduced. Many design approaches and platforms are 

introduced to implement digital filters keeping these factors in mind. One of the most 

popular platforms to implement a digital filter is FPGA. In [10], [11] the FIR filter 

implementation method on a XILINX Spartan FPGA board has been discussed. In [12] 

an ALU based universal FIR filter has been proposed and demonstrated. This filter can be 

implemented just by programming the instructions in the ROM with identical hardware 

architecture. MATLAB FDA tool based 16 order constant coefficients FIR filter design is 

shown in [13] which can be implemented to Quartus II FPGA hardware. XILINX Spartan 

2 FPGA board based implementation process with detail steps are shown in [14]. In [15] 

a distributed algorithm based higher order FIR filter design method and FPGA 

implementation process discussed and it is also shown that the design the filter speed is 

higher and the resource occupation is fewer. In [16] an asynchronous FIR Filter 

architecture was presented, along with an asynchronous analog to digital converter. They 

designed FIR Filter architecture using the micro-pipeline asynchronous style. They 

successfully implemented for the first time on a commercial FPGA board. A specific 

library has also been designed for this purpose. It allows the synthesis of asynchronous 

primitive blocks (the control path in this case) on the synchronous FPGA. Simulation 

results of the FIR Filter after the place and route validate the implementation. This work 

is still going on, in order to optimize the implementation. Basic structure and hardware 

characteristics of the FIR digital filter and design method of the FIR filter are discussed 

in [17] on the basis of the FIR filter structure. They proposed a structure which is based 

on FPGA, draws the coefficient by MATLAB and adopts the pipeline to implement the 

FIR digital filter. They also presented the introduction of the overall framework of the 

FIR digital filter adopting the finite state machine as well as the principle of each module 

of the design. The design is implemented by use of the verilog hardware description 
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language and each module is verified and simulated by Quartus 8.0 and Modelsim-Altera. 

An FPGA based filter for multipurpose application has been designed [18]. In [19], 

principle of distributed algorithms  is presented and  applied  to  the  ECG  signal  FIR  

filter  design  methods,  combined  with  Altera's  Cyclone  series chip made to achieve 

FIR digital filter design Distributed algorithms can greatly reduce the size of the 

hardware circuitry to  improve  the circuit speed of execution also useful for FPGA 

implementation. A very simple method to design and implement an FIR filter using 

MATLAB FDA tool is shown in [20]. This technique is used in this project also, where 

the VHDL code for a specific design generated automatically using MATLAB. The 

‘power of two’ conversion of a floating point number is demonstrated in [21] which are 

used to reduce the hardware cost. In [23] multiplier representation using Canonical 

Signed Digit (CSD) is presented, which reduces the number of non-zero bits in the fixed 

point coefficients and helps to reduce the numbers of utilized hardware [24-29]. 

Application of CSD technique for digital filter design is demonstrated in [30]. FIR filter 

design related more many work has been done to trade off the design utilization[31], 

partial self-reconfigurable adaptive design method [32], develop some new computer 

program for designing optimum linear phase filter[33], high speed [34], and higher order 

[35] design approach are demonstrated by the authors on their respective work.  

1.3 Thesis Motivation 

The package density of electronic devices is increasing day by day and hence the circuit 

complexity of gadgets like smartphones are also increasing rapidly. The motivation 

behind the present research work is to fulfill the optimized design criteria of digital filter 

design. The target of this research work is to implement the FIR filter design on FPGA 

hardware with the following criteria: 

(a) Less hardware utilization 

(b) Less power consumption 

(c) Less cell delay 
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In order to achieve those goals a CSD based filter design approach is proposed in this 

work over the conversion multiplier based method. In this thesis the proposed design 

method has been discussed. Moreover, the proposed design method is utilizing minimum 

resources of an FPGA chip compare to conventional design without hampering the filter 

performance. 

1.4 Organization of the Thesis  

The thesis is divided into 4 chapters and its outline is described as given below: 

CHAPTER 1: It is an introductory chapter. In this chapter it is investigated that how the 

present work is relevant to other modern contemporary research works all around the 

globe. A brief literature review is also presented in this chapter. Finally, the motivation 

and objective of the present work is discussed in this chapter 

CHAPTER 2: This chapter consists of a detail description about different structures and 

properties of FIR filters, CSD computation method and its application for FIR filter 

design. MATLAB Filter Design and Analysis (FDA) tool FIR design and Hardware 

Description Language (HDL) code generation process in details also covered in this 

chapter. 

CHAPTER 3: The details about FPGA technology and step by step design implementation 

process of a MATLAB generated filter code covered in this chapter. Here all the 

simulation and synthesis results are shown; analysis and comparison of the experimental 

results have been discussed also shown to prove that the proposed design method is 

justified.      

CHAPTER 4: It is the concluding chapter. Here the findings of complete work are 

summarized. Conclusion of this work is discussed in this chapter. The relevance of the 

thesis work is once again analyzed. 
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Chapter 2 
___________________________________________________ 

DESIGN OF FIR FILTER USING CSD 

              

2.1 Introduction 

FIR filter is a very popular name in the field of DSP [5]. This filter has a finite 

number of impulse responses with no feedback. The present output value of this filter 

depends on the present and the past input only, that‟s why these filters are also called 

non-recursive filter [6]. FIR filters are used for applications like linear phase 

responses like high-quality audio systems, biomedical signal processing, spectrum 

analysis, digital image processing, and pattern recognition. The basic components of 

an FIR filter are delay block (basically D-FF), multiplier block, and adder block. If 

the order of the filter increases, the utilization of the number of components also 

increases proportionally. Canonical Signed Digit (CSD) [23] method is a unique 

computation method which is basically used to reduce the number of non-zero bits. 

That means less calculation is required without affecting the final output in case of 

multiplication. This technique has been applied in this thesis to design and implement 

an optimized FIR filter. The basic properties and structure of an FIR filter along with 

the details of the CSD computation method with respect to the filter design has been 

discussed in the following sections. 

2.2 FIR Filter Properties 

Finite Impulse Response (FIR) filter is a common kind of digital filter. A digital filter 

generally uses a digital processor to execute numerical calculations of a digital signal. 

That processor may be a general purpose computer such as a PC, or a dedicated 

Digital Signal Processor (DSP) chip. There are several advantages of  

The following list gives some of the main advantages of digital over analog filters [1-

5].    

a) A digital filter is programmable, i.e. its task is determined by a program stored 

in the processor's memory. This means without affecting the circuitry a digital 

filter can be reconfiguring, unlike an analog filter.  

b) Digital filters are easily designable, testable and implementable on a general 
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purpose computer or workstation. 

c) Properties of an analog filter are subjected to drift and are dependent on 

temperature, (particularly for those circuits composed of active components). 

Digital filters do not suffer from these difficulties, and so these are very stable 

with respect to time and temperature.  

d) Unlike their analog equivalents, digital filters can handle low-frequency signals 

perfectly.  As the speed of digital signal processing technology continues to 

increase, those digital filters are being applied for high-frequency signals also 

in the field of RF (radio frequency) domain, in the past which was the 

exclusively reserve for analog technology. 

e) Digital filters can be multipurpose because of their ability to process signals in 

a variety of ways, which includes its capability to adapt to changes in the 

features of the signal. 

The output response of any digital filter is basically convolution of input sequences 

and filter coefficients in the frequency domain. This output equation of a filter is 

expressed as [1-2] 

)(*)()( zHzXzY                                (2.1) 

where H(z), X(z), Y(z) are the z-transforms of time domain impulse response, input 

samples, and output samples respectively. H(z) is basically the transfer function of the 

filter and h(n) is the n
th

 filter coefficient approximated according to the desired 

response.  





N

n

nznhzH
0

)()(

                  (2.2) 

Eq. (2.2) represents the expression for H(z) which is the summation of the z- 

transform of individual impulse responses in time domain "h(n)" for an „N' order 

filter. A digital filter usually implemented by delays, multipliers, and adders. Those 

are the basic building blocks of an FIR filter [6]. All these above mentioned 

blocks/modules and signal flow diagram are shown in Figure 2.1. 

Finite impulse response filters are a kind of digital filters that have a finite impulse 

response. FIR filters operate only on present and past input values.  

,0

,0{)( nh      1

2

nn

nn



     Where n1 and n2 lies between -∞ to +∞             (2.3)                                                
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where h(n) denotes the impulse response of the digital filter, „n’ is the discrete time 

index and n1, n2 are constants. A difference equation is the discrete time equivalent of 

a continuous time differential equation. 

 

Figure 2.1 Block representation & Signal flow of basic filter elements 

 

The general difference equation for an FIR digital filter [1-6] is, 







1

0

)()(
n

k

k knxhny                           (2.4) 

where y(n) is the filter output at discrete time instance n, hk is the kth feed-forward tap 

or filter coefficient, and x(n-k) is the input of the filter is delayed by k samples. The Σ 

denotes summation from 𝑘 = 0 to k = n-1 where „n‟ is the order of the filter. In a FIR 

filter, if there is a single impulse response is present at the input and all succeeding 

inputs are zero, then after a finite time the output of that filter becomes zero.  That‟s 

why FIR filters are finite. Eq. (2.4) describes the nature of an FIR filter only works 

with present and past inputs. So the FIR filter is also known as non-recursive filters. 

The FIR digital filter is always stable, because it has no feedback and linear phase 

response, because of its good features such as only zeros, linear phase, stability and 

design flexibility, the FIR filter is widely employed in Digital Signal Processing 

(DSP). 
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2.3 FIR Filter Structure 

The computational algorithm implementing the equation of an FIR filter can be 

represented using a block diagram and it is done using the basic building blocks 

shown in Figure 2.1. The way of presenting the difference equations in the form of a 

block diagram and signal flow diagram is the simple way to write an algorithm, which 

can be implemented in the digital computer. In the below sections individually 

discussed the direct form structure, transpose form structure, cascade structure and 

then lattice structure. If a digital filter has the number of delays equal to the order of 

the transfer function said to be canonic. Otherwise, it is called non-canonic structure. 

2.3.1 Direct-Form Structure 

In direct-form structures [6] for the digital filter, the real filter coefficients appear as 

multipliers in the block diagram representation. Considering X(z) is the filter input 

and Y(z) is the filter  output, then the transfer function H(z) is given as, 





N

i

i

i za
zX

zY
zH

0)(

)(
)(                                                                                             (2.4) 

There are four Direct-form structures, which are different realizations of Eq. (2.3). 

The first direct structure only is presented here and is as shown in Figure 2.1. This 

structure is also called Tapped Delay Line (TDL) structure because each multiplier 

blocks are tapped by a delay line 
 

 

Figure 2.2 Direct-Form of FIR Filter 

The signal flow diagram of Figure 2.2 is as shown below in Figure 2.3 
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Figure 2.3 Direct-Form signal flow diagram  

 

The 1-D structure is also called canonical because it possesses n-time delay elements. 

As seen from the signal flow diagram the above representation requires „n‟ delay 

elements, „n + 1‟ multipliers, and „n‟ adders to implement in the digital computer. The 

above structure suffers extreme coefficient sensitivity as the value of grows large.  

That is a small change in a coefficient for a large value of n causes large changes in 

the zeros of H(z). 

2.3.2 Transpose-Form Structure 

In transpose form structure [6] basically flow-graph-reversal theorem. In this case, the 

position of the input and output changes and the direction of signal flow also become 

in reverse direction, the comparison of direct form and transpose form are shown in 

Figure 2.4 and 2.5. 

 

Figure 2.4 Signal flow diagram of direct-form 

 

Figure 2.5 Signal flow diagram of Transpose-form 

The direction of signal flows is shown using arrows. Comparing Figure 2.4 and 2.5 it 

can be easily observed that all the direction of the signal flow changes including the 
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I/O position. 

2.3.3 Cascade Structure 

This structure generally used to define a short length FIR filter [6]or to connect two or 

more individual short length filters. The z-transform of a long FIR filter can be 

factored into a cascade of short-length filters.  

)1)....(1)(1(...... 2

2

1

10

2

2

1

10

m

m

m

m zzzzzzbzbzbzbb                       (2.5) 

where the zi are the zeroes of the polynomial. 

The overall filter implementation can be done using a cascade structure as shown in 

Figure 2.6. 

 

Figure 2.6 Cascaded Structures 

 

This is occasionally done in FIR filter implementation when one or more of the short 

length filters can be implemented efficiently. 

2.3.4 Lattice Structure 

FIR filters sometimes designed using lattice structure [6] in case of adaptive filtering, 

digital speech processing, etc. In case of finite word length filter, lattice structure 

gives good robustness. FIR filter design using a lattice structure is shown in Figure 

2.7. 

 

Figure 2.7 Lattice Structure 

2.4 Comparison of Various Structures 

There are several design processes and structures of FIR filter are shown in the above 
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sections, among those structures the direct-form realizations or tapped-delay structure 

is the simplest model. However, the other models offer some distinct advantages. For 

this work, the tapped delay structure is used for simplicity. 

2.5 Canonical Signed Digit 

The idea of invention Canonical Signed Digit (CSD) [23] is mainly focusing to 

minimize the non-zero terms from a binary representation without changing its 

decimal value. It is first invented by Kung and Leiserson in the year of 1978. It is a 

technique to encoding a signed-digit representation, not only 0 and 1, but also -1. In 

signed digit format each digit of the number has a sign associated with it. 

As an example 30 can be represented in binary 00011110, this number can be 

expressed in another way like (32-2) or in binary (001000-10), which has a reduced 

non zero terms. In the case of CSD, the signed digit (-1) term is replaced by 


1 so in 

CSD it will be represented as 001000


1 0. The number of non-zero terms reduced by 2 

units. Using CSD maximum 50% reduction of non-zero bits are possible that means if 

a 2‟s complement number having „n‟ bits then in CSD it mostly maximum up to n/2. 

2.5.1 Computation Method in CSD 

The conversion of a signed binary into a CSD is explained below in details [23], it 

consists of some easy steps.
 

1) 1
st
 need to check the number is in (+) or (-) if it contains a (-) sign then it 

needs to convert 2‟s complement first, for (+) value there is no such 

conversion needed only weighted binary representation is enough 

2) After completion of the 1
st
 stage then next it needs to check from LSB to MSB 

of the signed binary number there must not be any consecutive any non-zero 

terms. i.e. ci*ci-l = 0 

3) If there are more than one non-zero elements in a row then both 1 will be 

converted to zeros and a binary 1 will add to the next bit, if there is already a 1 

then need to follow the same method, the 1 will add with the preceding bit. 

4) At the end forcefully a -1 need to add at the rightmost digit. 

Example: 

Considering a random decimal number 287, which is 1 0001 1111 in binary 

representation (256 + 16 + 8 + 4 + 2 + 1) =1 0001 1111. 
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Step1: In this step starting from LSB If there are any consecutive two non-zero bits 

then will be converted to zeros and a binary 1 will add to the next bit. That means the 

number will be 100100000. 

Step2: At the next step a -1 value will be added forcefully at the LSB from where the 

consecutive 1 bits counting starts. So, the final representation will be 10010000


1 , 

which is 256 + 32 – 1= 287. 

 

 

Figure 2.8 Flowchart for conversion of 2‟s complement into CSD 
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From the above example, it is clearly visible that the non-zero bits are decreases 6 to 

3, which is ½ of the original binary expression and without any hampering the 

decimal value. This technique is very much useful to reduce the complexity of 

calculation. In Table 2.1 some basic comparison of 2‟s complement number with CSD 

is given to show the reduction of non-zero bits. 

In the preceding section, this above method is used to design an FIR filter. The main 

application is done for the quantized coefficients of the FIR filter. The MATLAB 

generated coefficients are generally has a huge fraction length, that values are 

truncated up to 16 digit fraction length for converting the value in fixed point. The 

detail process is mentioned in below section.  

Table 2.1: 2‟s complement vs CSD comparison 

Decimal Number 2’Complement CSD Representation 

4 100 100 

3 011 10


1  

2 010 010 

1 001 001 

0 000 000 

-1 111 00


1  

-2 110 0


1 0 

-3 101 


1 01 

-4 100 


1 00 

 

2.6 Filter Design Using MATLAB FDA Tool 

MATLAB is a well-known tool in all engineering domain and a MathWorks product. 

The Filter Design and Analysis Tool (FDA Tool) provides a very good user interface 

to the designer for designing and analyzing filters easily [20]. FDA tool enables a 

designer to design any kind of digital filters by just providing the desired filter 
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specifications. FDA tool also offers tools for investigating filter properties, such as 

magnitude and phase response and pole-zero values.  

The following GUI is the user interface of the FDA tool. The upper half in the GUI 

displays the information of the provided filter specifications and responses of the 

designed filter. In the left side of that region, displays filter properties, such as filter 

order, structure, number of sections are used, stability of the filter, etc. It also provides 

access to the filter manager for working with multiple filters. In the upper right, the 

filter display region shows various filter responses, such as magnitude response, 

group delay and filter coefficients. 

The lower part of the GUI is the user interactive portion for filter designer. The 

Design Panel is in the lower where need to provide the desired filter specifications. A 

view of FDA tool user interface is shown in Figure 2.8. 

 

Figure 2.9 MATLAB FDA tool user interface 

2.7 Realization of an FIR Filter 

The realization of an FIR filter can be achieved by [20] following design procedure: 

a) Choosing a filter structure 

b) Quantize using fixed-point and floating-point arithmetic. 

c) Choosing number representation format, e.g. signed magnitude, two‟s 
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complement  

d) Choosing between serial and parallel processing 

e) Generate the software code to design a hardware circuit, which one performs 

the actual filtering. 

f) Verifying the simulation that the resulting design meets given performance 

specifications. 

2.8 Design Steps 

The detailed step by step [20] design procedures of the desired FIR filter are as 

follows: 

a) “Lowpass” is chosen from the dropdown menu under “Response Type” and 

“Equiripple” under FIR Design Method. In general, when anyone wants to 

change the design method or response type, the filter parameters and filter 

display region update automatically. 

b) Then the filer order has been specified by entering 5, 10, 20, and 30 (4 

different times significantly). 

c) There is a density factor option in the FIR equiripple filter which used control 

the density of the frequency grid. Increasing this value design a filter which 

more closely approximates of an ideal equiripple filter, but in that case more 

time is required as the number of computation increases. This value can be 

kept at 20 by default. 

d) Normalized (0 to 1) has been selected in the drop down menu of frequency 

specifications area. 

e) Wpass and Wstop values are given 0.4 and 0.6 in the frequency specifications 

area has been chosen. 

f) In the magnitude specifications area the Wpass and Wstop having positive 

weights, one per band, those values are used during optimization of the FIR 

equiripple filter these values are kept 1 in this design. 

g) After setting the design specifications, the Design Filter button has been 

clicked at the bottom of the GUI to design the filter. The magnitude response 

of the filter is displayed in the Filter Analysis area as shown in Figure 2.9.  

h) After getting the magnitude response the filter is quantized to get the nearest 

rounding off value (truncated value) of the magnitude responses as shown in 
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Figure 2.10. The filter coefficients are in floating point format (real value), 

those real values are not synthesizable into FPGA. It needs to convert 

corresponding fixed point format, this tool has this opportunity to this by 

quantizing the filter using the fixed-point algorithm and generate truncated 

coefficients, as shown in Figure 2.10. 

i) After generating all the required coefficients, using the target button the 

respective VHDL code is generated using fixed point value as shown in Figure 

2.11. First time using multiplier  then second time using CSD. This two 

VHDL code simulated and synthesized result compared in the next chapter. 

 

 

Figure 2.10 MATLAB design of low pass FIR filter using FDAtool box window 
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Figure 2.11 Quantized and normally obtained filter coefficients 

 

Figure 2.12 MATLAB FDA tool HDL code generation window 

2.9 Restriction and Assumption 

There are certain assumptions and restrictions in this implementation which are as 

follows: 

a) The input and output are in the digital (signed binary) form. 

b) Input considered 16 bit signed binary and output considered 32 bit signed 

binary 

MATLAB generated coefficients quantized for best precision 16 digit fraction length 



Page | 18  

 

has been taken, that means after point (.) there are 16 digits which are truncated value 

of a big fraction length. This floating point value is converted into 16 bit signed 

binary using the following process,
 

a) At first, this floating point value multiplied with 2
16

 to convert it an equivalent 

fixed point number (rounding off value considered). 

b) If the value is positive then it normally converted to binary, but if it is negative 

then 2‟s complement value is considered at the time of conversion in CSD. 

For a 5
th

 order low pass FIR filter are designed using MATLAB FDA tool and the 

respective fixed point, binary (2's complement) and CSD converted bits are also 

shown in Table 2.2. 

Table 2.2: Coefficients representation in different formats for a 5
th

 order low pass FIR filter 

Quantized  Filter 

Coefficients
 

Fixed Point 

Representation 

(Using 16-bit 

fraction length) 

Corresponding 16 

bit signed 

binary(2’s 

complement) digit 

Corresponding 17-bit 

CSD digit 

-0.080566406 -5280 1110101101100000 0000


1 0


1 00


1 0


1 00000 

0.196640014648438 12887 0011001001010111 0010


1 001010


1 0


1 00


1  

0.477676391601563 31305 0111101001001001 01000


1 01001001001 

0.477676391601563 31305 0111101001001001 01000


1 01001001001 

0.196640014648438 12887 0011001001010111 0010


1 001010


1 0


1 00


1  

-0.080566406 -5280 1110101101100000 0000


1 0


1 00


1 0


1 00000 

 

2.10 Summary 

The detail method of MATLAB FDA tool based FIR filter design using CSD is 

discussed elaborately in this chapter. The detail features, structures of an FIR filter 

and design methods are discussed in the subsections. The CSD technique in detail 

with its advantages and how this computation method is used to design an optimized 

FIR filter is also shown above, which justifies the objective of this thesis. 
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Chapter 3 
______________________________________________________ 

FPGA Implementation of FIR Filter 

                                         

3.1 Introduction 

Over the past few decades Field Programmable Gate Array (FPGA) based FIR filter 

design become very popular in the field of digital signal processing because of design 

process simplicity, flexibility, and a huge choice of hardware options. The main 

advantage of using FPGA over DSP is an FPGA does not have a fixed hardware 

structure; it can be programed according to the choice of the designer. Although the 

number of logic cells are fixed but the interconnections among them are defined by user 

[11]. 

In this chapter the FPGA implementation process of the designed low pass FIR 

filter is described and the simulation and synthesis report is compared for different order 

filter in details for both multiplier and CSD based design. In this thesis work Quartus II 

synthesis tool from Altera is used and the design implementation done choosing the 

Cyclone IV (EP4CE15F17C8) FPGA IC. The detail steps of implementation and result 

comparison is done in the subsequent chapters. 

3.2 FPGA HDL Based Design Process 

To design the multiplierless FIR filter on FPGA, Very High-Speed Integrated Circuit 

Hardware Description Language (VHDL) is used as the designing language. The 

Hardware Description Languages (HDL) is used to define the behavior and structure of 

system (digital and mixed signal system) [8]. 

Advantages of using HDL to design FPGAs: 

a) Top-down approach: HDLs are used to make complex designs. The top-down 

approach to system policy supported by HDLs is advantageous for large projects 

for which it requires many engineers working together. 



Page | 20  

 

b) Functional simulation in the design flow: One can verify the behavior or 

functionality of the design early in the design flow at the time of HDL simulation. 

c) Synthesis of HDL code to gates: One can synthesize the hardware description 

language to a design implemented with logic gates, it works automatically after 

synthesis. This step decreases project time by excluding the need to define each 

gate manually. 

d) Early testing of different design implementations: HDLs allows one to check 

different implementations of the design early in the design flow. Then the 

synthesis tool can be used to perform the logic synthesis and optimization into 

gates. 

3.2.1 Basics of VHDL 

VHDL stands for Very High Speed Integrated Circuits (VHSIC) Hardware Description 

Language (HDL) [8]. This coding language is used to describe digital electronic systems. 

It was first invented at United States Government’s VHSIC program in 1980 and was 

accepted as a standard for describing the function and structure of Integrated Circuits 

(ICs). Soon after, it was advanced and adopted as a standard by the Institute of Electrical 

and Electronic Engineers (IEEE) in the US (IEEE-1076-1987) and in other countries. The 

VHDL continues to evolve, although new standards have been developed (VHDL-93, 

2008) most commercial VHDL tool use 1076-1987 version of VHDL. VHDL enables the 

designer to: 

a) Define the design structure and the behavior of the circuit and systems, and to 

specify how the sub-systems are interconnected. 

b) Define the function of the design similar to the C language. 

c) Simulate and verify the design before fabrication, so that the designer get a 

chance to quickly compare the substitute approach and test for exactness without 

the delay and extra expense of multiple prototyping. 

VHDL is a general purpose, C-like programming language with additions to model 

concurrent and sequential both execution flows. VHDL allows four styles of 

programming- (a) structural, (b) data flow, (c) behavioral, and (d) mixed programming. 

The first one, structural, is the most commonly used structure of the integrated circuit and 
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its interconnections. The data flow model allows the designer to define the total system 

using logical computation. The behavioral model permits the designer to test concepts 

quickly, where the designer can state the high-level function of the design without taking 

much care of how it will be done structurally. This can be applicable for quick design and 

very attractive for medium speed and low-volume applications, where the designer needs 

not to be an expert. Finally the mixed is a combination of the any before mentioned 

design process in a single design. 

3.3 Simulation and Synthesis Tools 

To simulate and implementation of the the multiplier less FIR filter on FPGA, the 

following tools are used 

a) Altera-Modelsim for simulation and Altera Quartus II (for HDL synthesis). 

b) The hardware implementation is done using Altera Cyclone IV 

 

Figure 3.1 Altera Quartus tool design flow 

3.3.1 Altera Quartus II 

The Altera Quartus II front end design environment available for any digital or System on 
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Chip (SoC) design. This tool offers all the features to assist in FPGA and CPLD based 

system design. Quartus II automatically identify certain types of HDL (VHDL/Verilog) 

code for analysis & synthesis.  

The Quartus II tool uses inference because Altera megafunctions are optimized for Altera 

FPGA/CPLD devices. For some architecture-specific features, such as RAM and DSP 

blocks, the designer must use Altera megafunctions. The Quartus II tool maps the 

following logic to megafunctions during HDL synthesis: 

Counters, adders/ subtractors, multipliers, multiply-accumulators and multiply-adders, 

RAM and shift resistors. 

3.4 FPGA: An Overview 

An FPGA is a fully reconfigurable logic chip[10]. The hardware chip consists of a series 

of logic gates, unlike the traditional gate arrays. In the traditional array, all those gates are 

specified and already connected internally at the manufacturing stage. The FPGA is 

programmable as the choice of the designer anytime which is an advantage of to develop 

or change the prototype model to be implemented physically. 

3.4.1 Programmable Logic 

Programmable logic can be well-defined as a device with configurable logic gates and 

flip-flops are linked together by programmable interconnects. The memory cells are used 

control and define the logic functions and how the different logic functions are 

interconnected.  

There are some major programmable logic architectures available in the market. Each 

architecture typically has different vendor-specific sub-variants. The major categories are 

[10]: 

a) Simple Programmable Logic Devices (SPLD)  

b) Complex Programmable Logic Devices (CPLD)  

c) Field Programmable Gate Arrays (FPGA) 

3.4.2 FPGA - Field Programmable Gate Array 

The FPGA is advancing rapidly and very popular hardware of the future of computing.  
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Already development has shown that it can massively reduce the price of specialized 

system development and it can compete on a variety of attributes with the top range 

commercially available microprocessors. Its initial role in rapid system prototyping is still 

important but in recent times it has grown in importance as a platform for implementing 

complete solutions. There are four main kinds of FPGAs commercially available in the 

market like hierarchical PLD, symmetrical array, row-based, and sea-of-gates (Figure 

3.9). In all of these FPGAs, the interconnections and way of programming varies.   

The basic architecture of FPGA consists of a 2D array of logic blocks and flip- flops 

which gives the opportunity to the developer to configure each of the logic blocks, the 

inputs/outputs, and the interconnection between blocks. FPGA families differ from each 

other by the physical means for implementing user programmability, the arrangement of 

interconnection, and basic functionality of logic blocks [10]. 

At present, there are mainly four technologies are available in FPGA: static RAM cells, 

anti-fuse, EEPROM, and EEPROM. As per the application the features are chosen. 

a) Static RAM technology: The static RAM FPGA is constructed by pass transistors, 

transmission gates (TG), and multiplexers that are organized by SRAM cells. The 

main advantage of this technology is that it allows fast in-circuit reconfiguration. 

The size of the chip is a biggest disadvantage of RAM technology. 

 

Figure 3.2 Classes of FPGAs 

b) Anti-Fuse Technology: It is cheaper than the RAM technology; this device is one 

time programmable device, which is the main disadvantage of this technology. 
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The term anti-fuse means it works only when the fuse connection breaks, it 

normally retains high-impedance state and it can be programmed into low 

impedance state or "fused" state.   

c) EPROM / EEPROM Technology: Both the technologies are reprogrammable 

(Electrically programmable). In case of EPROM, UV light is required to erase any 

program but is case of EEPROM it is electrically erasable. 

In Table 3.1 some of the commercially available FPGAs are listed from different 

vendors. 

Table 3.1: Commercial FPGA Technology 

Company 

name 
Architecture Logic block type 

Programming  

technology 

Actel Row-based Multiplexer-based Anti-fuse 

Altera Hierarchical-PLD PLD block EPROM 

Atmel Symmetrical array Multiplexer-based Anti-fuse 

Quick Logic Symmetrical array Look-up Table Static RAM 

 

FPGA is an integrated circuit that can be programmed after manufacturing to use as any 

digital circuit determined by the designer. The key difference between FPGA and 

Application Specific Integrated Circuit (ASIC) is that the ASIC can only be used for a 

certain application. The major building blocks in modern FPGAs are made by 

Configurable Logic Blocks (CLBs), Interconnections, Input / Output Blocks (IOBs) and 

embedded blocks such as DSP blocks [9]. An overview of the architecture of modern 

FPGAs is shown in Figure 3.1. 
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Figure 3.3 An overview of a typical FPGA architecture 

 

The red boxes I the above figure indicate a number of CLB blocks distributed over an 

FPGA. The green boxes indicate input/output blocks of an FPGA. The blue boxes 

indicate DSP blocks. Vertically and horizontally distributed lines indicate 

interconnections between the blocks. 

3.4.3 Configurable Logic Block  

The Configurable Logic Block (CLB) [9] is used to implement any kind of digital logic 

functions and mathematical operations of any complex digital operations. Inside each 

CLB, there are so-called Configurable Logic Elements (CLEs) which in turn consists of 

Look-Up Table (LUT), D-flip flops and 2-to-1 multiplexers as illustrated in Figure 3.13 

[5]. The purpose of a LUT is to implement mathematical operations such as addition. The 

LUT box and its three-inputs are shown in Figure 3.3. 
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Figure 3.4 Basic internal structure of a typical CLB 

 

Figure 3.5 Basic internal structure of a LUT 

The core of the FPGA consists of thousands of CLB copies connected with each other’s. 

The LUT is made of a series of cascaded multiplexers where the LUT inputs are used as 

the select lines and the inputs to multiplexers is a 1-bit SRAM memory that is set to 

either 0 or 1. The internal structure of a LUT is shown in Figure 3.5. The three-inputs of a 

LUT control the selection of the 1/0 input bit of the multiplexers. 

3.4.4 Interconnections 

As shown in Figure 3.6, a big part of the FPGA’s architecture is utilized by vertically and 

horizontally distributed interconnections [9]. These interconnections consist of switch 

boxes and connection boxes in order to get the desired connection. Each CLB is 
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surrounded by a group of connection boxes that in turn are connected to each other via a 

group of switch boxes, as shown in Figure 3.6. These connection boxes are used to 

connect different CLBs to each other and furthermore provide a connection to both I/O 

blocks and embedded blocks [9]. In Figure 3.6 SB refers to Switch Boxes and CB refers 

to Connection Boxes. 

 The placement of interconnections shows an important role to determine the 

flexibility and efficiency of the FPGA. Therefore, manufacturers nowadays offer flexible 

construction of interconnections including sets of both short and long wires in order to 

efficiently perform any digital circuit. 

 

Figure 3.6 Simplified networks of interconnections 

3.4.5 Input Output Block (IOB) 

Input / Output blocks are placed all around FPGA’s edges [9, 10], as shown in Figure 3.3 

where the IOBs function as a communication interface between the internal signals and 

the external pins. 

3.4.6 DSP Block 

Although a Configurable Logic Block is capable of performing arithmetic operations and 

storing data, it would be too slow and utilizes a huge amount of resources because a CLB 

is designed to be relatively general in order to perform different types of functions. As the 

demand for the FPGA is increasing, modern FPGAs offer embedded blocks to perform 
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specific functions, some of which are memory blocks and DSP blocks. The introduction 

of these embedded blocks clearly reduces area utilization, power consumption and as a 

consequence results in better performance. Although the internal structure of DSP blocks 

and its related details are different depending upon manufacturer and device version, the 

overall architectures of most DSP blocks look alike. A DSP block consists of an adder 

and multiplier followed by an accumulator. The aim of introducing DSP blocks is to 

enhance the performance of these arithmetic operations. Also, there are specific 

connections in each DSP block that are used to connect multiple DSP blocks to each 

other which is used to implement an efficient FIR filter [10]. 

 In Figure 3.7, the total FPGA design flow is shown from the design entry to 

hardware programming file generation. 

3.5 Altera Cyclone IV FPGA Kit 

The Altera Cyclone IV Trainer Kit (VPTB– 23), made by VI Microsystems uses an 

EP4CE15F17C8 FPGA. It has the following feature, such as- 

a) EP4CE15F17C8 Altera Cyclone IV FPGA features: 

          15408 Logic elements, 504Kbs of Embedded Memory, 56 Embedded Multipliers, 

4Nos of     PLL. 

b) 16 Nos of digital slide switches for input. 

c) 16 Nos of discrete LEDs for digital output. 

d) 16× 2 LCD display. 

e) One Limit Switch for giving manual clock. 

f) FPGA configuration through. 

On-board USB blaster to configure FPGA/On board Flash Prom EP4CS 

(programmable through USB Blaster) 

g) 2Nos of 20pin header with 30 IO lines 

h) On board programmable traffic light controller, PLL oscillator (1MHz - 100MHz) 

using jumpers. 

i) 4 Nos of 7 segments LED display 

j) One relay and Buzzer provided. 

k) Stepper & DC motor driver provided on board (Motor Optional) 
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l) 4x4 matrix key provided 

m) SPI Based Analog to Digital Converter 

Resolution: 12 bits; Number of Channel: 2 Channels; Input Range: 0 to 

5V; Speed: 1 Msps 

n) SPI Based Digital to Analog converter 

Resolution: 12 bits; Number of Channel: 2 Channels; Output Range: 0 to 

5V;            Speed: 8.5 μS settling time 

 

Figure 3.7 A typical FPGA design flow 

 

Figure 3.8 VPTB – 23, Altera Cyclone IV Trainer Kit 
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Figure 3.9 Cyclone IV IC Block Diagram 

3.6 FPGA Implementation of Designed Methodologies 

In the previous chapter for different order low pass FIR filter designed using the settings 

mentioned on the section 2.7 by using MATLAB FDA tool and the VHDL code has been 

generated for both multiplier and CSD based design.  

Step 1: The MATLAB generated VHDL codes first compiled and simulated using 

Quartus II inbuilt Altera-Modelsim tool to verify the functionality matching for both the 

design (Multiplier and CDS) for same order. 

Step 2: After verification the synthesis process has been done of those codes using Altera 

Quartus II by selecting the particular FPGA board (i.e. Altera Cyclone IV 

EP4CE15F17C8) and all the synthesis reports are observed for each of the design. 

 Then a comparison for the same design, order with different computation 

methodology (multiplier and CSD) has been compared to check the effects of those 

different computation strategies to fulfill the target of this thesis.  

3.7 Simulation Results 

In this section, the VHDL codes generated via MATLAB are simulated using Altera-
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Modelsim to check whether the codes are working properly and yielding the desired 

result for both multiplier and CSD based designs. Here same input is used in both the 

cases and all the other parameters like clock frequency, simulation time, duty cycle have 

been kept as same. 

 

Figure 3.10 Simulation diagram of 5
th

 order low pass FIR filter using (a) multiplier, (b) CSD 

A small decimal number “16” is taken as input; the 16 bit signed binary representation of 

this number is “0000000000010000”. Clock frequency taken 10ns, the duty cycle has 

been kept 50% (standard) and the simulation done for 100ns as shown in Figure 3.10. 

The output of that 5
th

 order low pass filter is “1245184” in binary 

“00000000000010110000000000000000” (the output is taken as signed 32-bit binary 

format). The output value is the same for both the design cases (multiplier and CSD). So, 

it is clear that there is no violation of the desired outcome between those two different 

computation methods. 

In Table 3.2 the quantized (truncated values, for best precision 16 bit fraction length has 

been taken) filter coefficients of a 5
th

 order low pass FIR filter generated on MATLAB, 

are noted and the respective fixed point, binary and CSD converted bits are also shown 

on that table.  
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3.8 Synthesis Report Using Multiplier Method 

After simulation and verification check then codes are synthesized using Quartus II for 

the Altera Cyclone IV hardware (IC no. EP4CE15F17C8). The detailed synthesis report 

for MATLAB generated VHDL code for 5
th

 order low pass FIR filter multiplier based 

design is given below. 

 

Figure 3.11 RTL schematic of 5
th

 order low pass FIR filter using multiplier based design 

 

Figure 3.12 Technology schematic of 5
th

 order low pass FIR filter using multiplier based design 
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In Figure 3.11 the RTL view of multiplier based 5
th

 order low pass filter is shown. The 

register-transfer level (RTL) view is a design abstraction in a digital circuit design, which 

basically shows the logical construction view and their interconnections as per the 

theoretical description. Here all the blocks are clearly visible which commonly use to 

draw a filter structure. 

In Figure 3.12 the technology map viewer of the FPGA design is shown. The technology 

map viewer shows the practical internal connection inside an FPGA (such as device logic 

cells and I/O ports) of the design. The structure is basically constructed using LUT, 

accumulator, IO blocks and other registers. In Table 3.3 the hardware utilization of the 

selected FPGA board is shown. 

 

Table 3.2: Device Utilization for Altera Cyclone IV EP4CE15F17C8 (Using multiplier) 

Resource Used Available Utilization(%) 

IOs 52 166 31.33 

LUTs 152 15408 0.99 

Registers 64 15408 0.42 

Memory Bits 0 516096 0.00 

DSP block 9-bit elements 12 112 0.00 

Total logic elements 808 15408 5 

Total combinational functions 797 15408 5 

Dedicated logic registers 80 15408 <1 
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3.9 Synthesis Report Using CSD Method 

 

Figure 3.13 RTL schematic of 5
th

 order low pass FIR filter using CSD based design 

 

 

Figure 3.14 Technology schematic of 5
th

 order low pass FIR filter using CSD based design 

For 5
th

 order FIR filter CSD based design, the design reports are shown in Figures 3.13-

3.14 and Table 3.4.  

 From the RTL view and technology map view of CSD it can observe that the 

hardware structure is complex comparing to multip0lier based design. But, in the actual 

report the hardware consumption reported is lesser than the multiplier as shown in Table 
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3.6. The power consumption and cell delay also lesser than the multiplier based design 

which is shown on Table 3.5 and discussed in the below section 

Table 3.3: Device Utilization for Altera Cyclone IV EP4CE15F17C8 (Using CSD) 

Resource Used Available Utilization (%) 

IOs 52 166 31.33 

LUTs 636 15408 4.13 

Registers 80 15408 0.52 

Memory Bits 0 516096 0.00 

DSP block 9-bit elements 0 112 0.00 

Total logic elements 866 15408 6 

Total combinational functions 831 15408 5 

Dedicated logic registers 80 15408 <1 

3.10 Synthesis Report Comparison and Discussion 

The comparison of the detail synthesis report of multiplier and CSD based filter design 

has been presented in Table 3.5 and Table 3.6. As evidenced by the values in the Table 

3.5, it can be inferred that power consumption in most of the cases of CSD is low as 

compared to the case of multiplier. On the other side, in case of timing report the cell 

delay also decreases in case of CSD, which fulfills the thesis objective. 

 Table 3.4: Comparison of power, time Utilization between multiplier and CSD based filer 

 

In case of time delay, there are two terms in the result in the synthesis report those terms 

are  

 

Filter 

Order 

Power Utilization (mW) Time Delay (%) 

Multiplier CSD Multiplier CSD 

5 88.09 86.48 76.65(cell),24.35(net) 33.5(cell),66.5(net) 

10 87.61 85.56 65.58(cell),34.42(net) 41.23(cell),58.77(net) 

20 76.99 79.01 65.58(cell),34.42(net) 41.23(cell),58.77(net) 

30 85.57 84.81 65.58(cell),34.42(net) 49.15(cell),50.85(net) 
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Table 3.5: Comparison of area utilization for different order FIR filter 

Device Used Filter order 

Percentage Utilization 

for multiplier based 

design (%) 

Percentage Utilization 

for CSD based design 

(%) 

 

IOs 

5 31.33 31.33 

10 30.72 30.72 

20 30.72 30.72 

30 30.72 30.72 

 

LUTs 

5 0.99 4.13 

10 1.13 4.11 

20 1.84 5.82 

30 2.84 8.96 

 

Registers 

5 0.42 0.52 

10 0.93 1.04 

20 1.87 1.97 

30 3.01 3.12 

 

DSP block 9-bit 

elements 

5 10.71 0 

10 10.71 0 

20 17.86 0 

30 28.57 0 

 

Total logic elements 

5 5 6 

10 5 6 

20 9 8 

30 13 13 

 

Total combinational 

functions 

5 5 5 

10 5 5 

20 8 7 

30 12 11 

Dedicated logic 

registers 

5 <1 <1 

10 1 1 

20 2 2 

30 3 3 
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a) Cell Delay- It is basically the quantity of time delay from input to its output of a 

logic gate in a path. In broad way total time to get the final value from a logic 

circuit. 

b) Net Delay- It is the amount of propagation time delay from the output of a cell to 

the input of the next cell. Parasitic capacitance of the circuit individual circuits 

itself and the interconnection path between the two cells is mostly responsible for 

this delay. 

In Table 3.6, the area utilization report for different order (5, 10, 20, and 30) filter with 

same design parameters are shown for both the multiplier and CSD based design. The 

corresponding magnitude responses are shown in Figure 3.15. It can be easily justified 

from the below table that no DSP blocks are used in case of CSD based design so, the 

total percentage of area utilization decreases as compared to multiplier based design. 

If the fraction length is taken lesser than the current experimental fraction length than the 

area utilization also reduces further but it can affect the perfection of operation.  

 

Figure 3.15 Normalized magnitude responses for different order low pass FIR filters (a) 5, (b) 10, (c) 20, 

(d) 30.Stop band 0.4π and pass band 0.6π 

This table made for very small order filter for a large design more significant changes can 
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be noticed and from the Figure 3.15, it can easily be noticed that if the filter order 

increases then the responses will improve much better. In practical design, very higher 

order filters are used for signal processing purpose which gives better accuracy and 

perfection but it takes a large area, consumes much power and delay time also increases 

as shown in Table 3.5 and 3.6. More hardware means more making cost. According to 

the “No Free Lunch” theorem [37], there is no single option to optimize all things using 

any single algorithm, every strategy has some pros and cons. The CSD based design is to 

meet some of the design goals but not fulfill all the desired goals. This algorithm is 

basically focused on reducing non-zero terms in filter coefficients which mean less 

computation, less computation time, less dynamic power dissipation, less hardware 

requirement etc. There can be further many theorems can be applied to fulfill the further 

goals discussed in the future work section. 

3.10 Summary 

In this chapter detail about VHDL design flow, FPGA technology and the step by step 

implementation process of MATLAB designed low pass FIR filter is shown in this 

chapter. The simulation result of a 5
th

 order low pass FIR filter discussed in details. The 

synthesis results for a 5
th

 order low pass FIR filter is shown and the report comparison 

between CSD and multiplier based design of different order low pass filters have been 

elaborately discussed in this chapter.  
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Chapter 4 
______________________________________________________ 

Conclusion and Future Scope of Work 

 

4.1 Conclusion 

FIR filters are widely used in various signal processing applications and it can be 

implemented using programmable digital processors [3]. In case of realization of large 

order FIR filters the speed, cost, and flexibility are affected because of complex 

computations. Due to these issues FPGA is a good choice for the programmer over DSP 

hardware for digital filter design. The major drawbacks of conventional multiplier based 

FIR filter design methodology is to implement an FIR filter that takes large area, power 

consumption and time delay are also an issue [19]. In this work CSD based bit reduction 

technique has been introduced which used to design an optimized FIR filter. It helps to 

overcome those difficulties of conventional multiplier based method. 

 In this thesis, low-pass FIR filters of different orders are implemented on 

EP4CE15F17C8 Altera Cyclone IV FPGA using conventional multiplier and proposed 

CSD based technique. The experimental results for both the cases have been compared 

and the final outcome meets our expectations. 

4.2 Future Scope of Work 

The primary objective of this work is to optimize the filter design such that it can be 

implemented by utilizing less area, power and delay time without hampering the quality 

of the original response.  

In this project work only FIR filter implementation is presented. The same idea can be 

applied to design an IIR filter also. To reduce the numbers of structural adder and 

multiplier block adders further, few well known techniques can be applied over CSD like, 

Horizontal Common Sub-expression Elimination, Vertical Common Sub-expression 

Elimination are some of the techniques which minimize the non–zero bits further [39-40]. 

Any nature-inspired optimization algorithm can be used to design a filter with 
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comparatively better response as well as reduce the non-zero coefficient bits. Some of 

those popular optimization algorithms such as flower pollination [41], cuckoo search 

[42], artificial bee colony [44], cosine modulated [43], swarm [45] optimization 

algorithms can be used for the application of filter design. 
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