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Executive Summary 
 
Optical Character Recognition (OCR) systems depend on quality of their Region of Interest (ROI) for 

detection of characters from the image. Detection of texts from an image such as license plate image 
or house number images largely depends on the resolution and noise present in the RIO of the image.  

Very Low-Resolution Recognition (VLRR) problem occurs when the ROI of the image is smaller 

than 16x16, and it becomes difficult to recognize even by human experts. Most of the efficient 

algorithms require minimum 16x16 resolution of ROI of a single character in the image. Images 
containing lower dimension of ROI gets very hard to be detected by any system trained on normal 

images. Slightest of noise present in natural images degrades the performance of OCR engines. But 

both of them are inevitable cases in natural images. Super-Resolution (SR) of images is the process of 
increasing the resolution of an image for better understanding. For a single character image a deep 

neural network based model is for upscaling and detection of textual images that show a significant 

increase in performance on standard datasets. The proposed model consists of a customized 

autoencoder network for 4x upscaling of an image so that an automated system like the convolutional 
neural network can detect the upscaled images accurately. Results show a significant increase in the 

Structural Similarity Index (SSIM) and the Peak Signal to Noise Ratio (PSNR) measures for using the 

proposed model. Most importantly, the proposed approach achieves 96.44% identification accuracy 
for the Super-Resolution (SR) images. Fpr multiple character image set we extended this worked and 

proposed a model for bot super-resolution and denoising.  This work focuses on increasing the 

resolution of the image by four times, and removal of noise from the image. The autoencoder learns 
the representation of the pixels in lower dimension and noisy images, and gives out clear 4x higher 

dimensional image. Two different networks are present in the model, responsible for super-resolution 

and denoising respectively. Quality of the result is measured with Peak Signal to Noise Ratio (PSNR) 

and Structural Similarity Measure Index (SSIM) values compared with the ground truth (GT). SSIM 
for super resolution is set to 0.81 and PSNR 14.74. For denoising the values for SSIM and PSNR is 

0.85 and 17.77 respectively. These results clearly suggest that the quality of the images have been 

firmly increased with the proposed model. 
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1. Introduction 
 

1.1. Overview  

 
Identification of texts from the images depends largely on the size and quality of the Region 

of Interest (ROI) of the text in the image. Optical Character Recognition (OCR) systems 

assume a minimum particular resolution for detection of texts from the image. Both single 

digit and multi-digit identification systems are bound to these criteria. Most of the textual 

identification systems require a minimum of 16x16 of single character size for proper 

identification of that character in the image. Very Low Resolution Recognition (VLRR) [1] 

problem is a matter of serious concern for text identification systems. High amount of noise 

present in the image also disrupts the performance of the system. These kinds of problems 

mainly arise due to lack of efficient systems used during the image capture. Image from old 

sources are also susceptible to these issues. Closed-Circuit television (CCTV) cameras used 

for surveillance also face this problem a lot. Super-Resolution (SR) is the process of 

increasing the size of the image for better understanding of the image. Noise removal from 

noise is also a crucial part of the process because images taken from natural environments are 

very much likely to be present with noise. Thus quality enhancement of the textual images 

consists of mainly two parts image super-resolution and noise removal. 
 

 

1.2. Applications 
 

Quality enhancement of textual images is mainly done for the purpose of retrieval of 

degraded quality textual image in natural environment. Some of the main areas this system 

can be installed are: 

 License plate images: License plate images of motor vehicles obtained from CCTV 

footage are often very small in dimensions and dusty. Super-Resolution and noise 

removal are applied for proper identification of the characters and hence recognition 

of the license plate. 

 Hand writing images recognition: Old scripts scanned copies are mostly of very 

small size, the characters present in the images gets hazy and unclear. This system 

applied on handwritten textual images can enhance the quality the texts in the image. 

 House number recognition: Autonomous vehicles and drones use cameras for 

detection of house numbers. SR systems applied in those cameras helps to identify 

texts very easily. 

 Natural environment OCR: Different natural environment OCRs are now widely used 

in practice, their performance can be increased by using this SR and denoising 

systems. 

The proposed model can be used in any type textual images irrespective of language, font or 

color. Hence, it’s not restricted to only certain domains that are discussed above.  
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1.3. Challenges 
 

The main challenge of Super-Resolution is to maintain the structural integrity of the image. 

The image produced by the system has to be sharp and prominent for the OCR systems to 

identify. Denoising systems are more concerned with removing the noise from the image but 

also maintaining the structural integrity. Challenges in general can be summed up as: 

 Structural integrity: The image before and after processing should have the same 

structural integrity. If structure gets disrupted then the OCR would confuse the 

character with any other character. Hence keeping the structural integrity is one of the 

key factors of the process. 

 Signal to noise ratio: Natural environment noises are most unpredictable. Reduction 

of noise from the images is a key challenge to quality enhancement. 

 Shape: The shape of texts in the images varies randomly and can’t be assured. The 

height width aspect ratio also changes accordingly. 

 Style: Text fonts vary in style. So, the upscaling method that is proposed has to be 

independent of the style of font. 

 Color: The main challenge with colored images is the contrast of the text with its 

background. In some of the cases the background is darker and in other it’s vice versa.  

By studying the existing techniques in this field some of the challenges we would like to 

address are as follows: 

 Interpolation techniques used are very fast and context independent still the quality of 

the image produced by them is blurry. The structural integrity is hard to find in these 

cases for more than 2x upscaling cases. 

 Deep adversarial networks are hard to train, resource and time consuming techniques. 

Training these networks frequently on a small dataset is also impossible. 

 Noise removal techniques vary with context of different noise present and amount of 

noise in the image. We tried to propose a unique method for noise removal that can 

remove a noise occurring to any particular type of image. 
 

1.4. Problem Statement 
 

Quality enhancement of textual images by super-resolution and denoising for proper 

character recognition purpose. 
 

1.5. Objectives 
 

The objectives of the thesis can be summarized as follows: 

 To study the existing methods for super-resolution. 

 To study different filter based methods for denoising an image. 

 Propose a model for 4x super-resolution for single character input image. 

 Propose a combined model for 4x super-resolution for multiple character input image 

and denoising of it. 
 

 

1.6. Organization of the Thesis 

 
Section 2 includes a study of existing approaches, section 3 outlines the proposed approach, 

section 4 tabulates experimental results, section 5 consists of an analysis of the current work 

side by side other works, and section 6 brings up the conclusion and future scopes. 
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2. Literature Survey 
 

Single image Super-Resolution is a very highly studied field in computer vision for quite some times. 
From context independent interpolation methods to highly trained deep learning models, SR has been 

widely studied through various aspects. Noise removal from images is also a widely studied field. 

Different filter based methods has been studied here which are applicable to this context.  In this 

segment some notable works relating to our study has been discussed. 
 

A very convenient and context independent approach used in SR is cubic interpolations. Hou et al. [2] 

in a very remarkable work proposed the use of cubic spilnes for signal upscaling. Their idea was not 
restricted to image data only but was one of the breakthrough works in the field of super-resolution. 

The cubic 8-spline being piecewise analytic and spanning five knots is very flexible. Furthermore, it 

has the advantage of offering good approximation of the function values and its first and second 
derivatives at the knots. For most engineering interpolation problems, this is a good approximation. 

Thus they proposed a cubic spilne system. Their experimentation on images was mainly based on 

binary images. They calculated every column of data using B-splines formula and got the resultant 

image. Bicubic images showed a great improvement over replication images and bilinear images. The 
resultant images on zooming showed logical increase in pixels colors. This work was used as a base 

paper by numerous researchers in later years. 

 
Ruangsang et al. [3] proposed a method for smooth Bicubic Interpolation super-resolution of CCTV 

images. This work is on efficient SR algorithm using overlapping bicubic interpolation is presented. 

This scheme is suitable for real-time implementation on many small camera systems with limited 
processing capability which makes it attractive in the applications of real scenes and Internet of 

Things.Their idea of super-resolution was to mainly reduce the processing time of the image with 

minimum hardware used. Bicubic resolution is about considering a cubic spilnes over neighboring 

pixel. Their method was based on overlapping of previous consecutive frames in the video. A low 
resolution frame was upscaled and matched with previous high resolution frame to obtain a decent 

result. They upscaled the low resolution (LR) image by two times. The experimentation and results 

show improvement than normal Bicubic upscaled image but near to sparse representation results. 
Their main achievement was they received a high SSIM result with very low computation time and 

resource. 

 

Zhou et al. [4] proposed a two dimensional wavelet method for single frame super-resolution. They 
showed that the Bicubic interpolation of high frequency components decomposed by wavelet 

introduces noise, it will affect reconstruction effect. An improved algorithm using Fourier transform 

and zero-padding re-sampling instead of bicubic interpolation is proposed by them. The advantage of 
frequency domain interpolation is obtained by using Fourier transform and zero-padding re-sampling. 

And high frequency components obtained by wavelet decomposition of the original image can be 

interpolated optimally without introducing noise, which makes the high frequency details more 
precise in the reconstruction process. Their experimental results show that the improved algorithm is 

superior to the traditional two dimensional wavelet reconstruction algorithms, which can be applied to 

the single-frame remote sensing image super-resolution reconstruction. 

 
Wu et al. [5] proposed an advancement of super-resolution over nearest neighbor embedding. They 

used a weighted average over the main process to improve their resultant output. Their work was 

mostly focused to retain back the texture and color of the image. The importance levels of the 
characteristics are different; they calculated the importance weight value and then embed the value 

into the SRNE. Each feature of all image patches is represented with a feature vector. Through 

selecting the feature vector, they restored the information from the high and low frequencies 
information of the image as much as possible. In this algorithm they choose the Gaussian intensity 

vector and first-order gradient vector. The experiment results show that the improved algorithm has a 

good effect in raising the image resolution and eliminating noise. Results clearly show improvement 

in texture restoration and color. 
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Elad et al. [6] proposed two iterative algorithms, the R-SD and the R-LMS, to generate the desired 
image sequence. These algorithms assume the knowledge of the blur, the down-sampling, the 

sequences motion, and the measurements noise characteristics, and apply a sequential reconstruction 

process. It has been shown that the computational complexity of these two algorithms makes both of 

them practically applicable. In this paper, they rederive these algorithms as approximations of the 
Kalman filter and then carry out a thorough analysis of their performance. For each algorithm, we 

calculate a bound on its deviation from the Kalman filter performance. We also show that the 

propagated information matrix within the R-SD algorithm remains sparse in time, thus ensuring the 
applicability of this algorithm. To support these analytical results some computer simulations on 

synthetic sequences is shown, which also show the computational feasibility of these algorithms. 

 
Duchon et al. [7] worked on another ground breaking work of super-resolution using Lanczos 

filtering. This work described enhancement of both one and two dimensional data. Its principle is 

about using “sigma factors” that significantly reduce Gibbs oscillation in single dimension. A pair of 

graph was designed to show the magnitude of Gibbs oscillation and the width of the pass band after 
Lanczos filtering. The weight function is easily modified to get high pass and low pass filtering. 

Extension of this method to two dimension is used to increases the size of the image. 

 
SRGAN proposed by Ledig et al. [8] introduced adversarial training into this field. A generative 

network was constructed with Residual network by them. They proposed a perceptual loss function 

which consists of an adversarial loss and a content loss. The adversarial loss pushes our solution to the 
natural image manifold using a discriminator network that is trained to differentiate between the 

super-resolved images and original photo-realistic images. In addition, we use a content loss 

motivated by perceptual similarity instead of similarity in pixel space. The deep residual network is 

able to recover photo-realistic textures from heavily down-sampled images on public benchmarks. An 
extensive mean-opinion-score (MOS) test shows hugely significant gains in perceptual quality using 

SRGAN. The MOS scores obtained with SRGAN are closer to those of the original high-resolution 

images than to those obtained with any state-of-the-art method. This work is notable for texture 
synthesis of 4x upscaled images. The photo-realistic effect of their resultant images was class apart. 

 

To improve the visual quality of the low-resolution license plate image in the video surveillance 

system, Yang et al. [9] proposed a new method of super-resolution, namely multi-scale super-
resolution convolutional neural network (MSRCNN), it was inspired by Inception architecture of 

GoogLeNet. The proposed method uses different sizes of filters for parallel convolution to obtain 

different features of the low-resolution license plate image, and then the features can be used by the 
layer of concatenation. Finally, the high-resolution images can be reconstructed through non-linear 

mapping. Experimental results prove that the proposed method can improve the quality of low-

resolution license plate image obviously. 
 

Ghosh et al. [10] proposed a method for to construct higher order Gaussian Derivatives as a linear 

combination of lower order derivatives at different scales for image noise reduction. Based on this, a 

new kernel which simulates non-classical receptive fields with extended inhibitory surrounds had 
been proposed. It is easy to implement and finds justification from an old psychophysical angle too. 

The proposed kernel has been shown to perform better than the well-known Laplacian kernel, which 

models the classical excitatory-inhibitory receptive fields. 
 

George et al. [11] showed a comparative study on different types of median filters for noise reduction. 

The methods they suggested first detected the noise and then applied proper median filter for that type 
of noise. They compared between various types of median filters such as recursive median filter, 

iterative median filter, directional median filter, weighted median filter, adaptive median filter 

progressive switching median filter and threshold median filter. From the results, they concluded that 

threshold median filters are better method for removal of noise from images, because it’s the only 
process the noisy pixel and thus helps to retain the features and edges of an image. Most of the median 

filters discussed above either couldn’t remove the noise and PSNT didn’t decrease or couldn’t restore 
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the features in image. It was clear from their work threshold median filter met the two criteria better 

than the rest. 
 

To overcome these problems discussed in various techniques auto-encoder model is proposed that is 

responsible for SR and noise reduction from the images. 
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3. Proposed Methodology 

 
3.1. Overview 
 

Optical Character Recognition (OCR) systems highly depend on the quality of the Region of Interest 
of the image. The main challenge that any OCR system faces is the size of the image. Different types 

of filtering techniques are present that removes the noise at a certain extent but size of the image is a 

major concern. The proposed methodology mainly consists of two parts, one for the single character 

and other for the multi-character system. We proposed an autoencoder in both the cases for super-
resolution and denoising of the image. The details of the proposed model and the training procedure 

are described in the following sections. 

 

3.2. Motivation 
 

Autoencoders are an unsupervised learning technique in which neural are leveraged into networks for 

the task of representation learning. Specifically, neural network is a designed architecture such that a 

bottleneck is imposed in the network which forces a compressed knowledge representation of the 
original input. If the input features were each independent of one another, this compression and 

subsequent reconstruction would be a very difficult task. However, if some sort of structure exists in 

the data, i.e. correlations between input features, this structure can be learned and consequently 
leveraged when forcing the input through the network's bottleneck. 

 

 

 
 

 

 
 

 

 
 

 

 

 
 

 

 
 

 

 
 

 

 

 
 

 

Fig. 1. Autoencoder Network 
 

In general an autoencoder consists of mainly two parts an encoder and a decoder network. Encoder 

networks encodes the data to a compressed format, decoder network decodes the data to its original 

form ideally. In fig. 1 we show a very basic form of autoencoder formed by dense nodes. This 
network forms a bottleneck in the middle hence exact reconstruction of data is not possible. 
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A convolutional autoencoder is an autoencoder formed by mainly convolutional hidden layers. The 

three layered RGB image is compressed into latent space representation by the convolution and 
maxpooling layers. The latent space representation is then converted back into RGB image with 

convolution and upsampling. 

 The Convolution layer's parameters consist of a set of learnable filters (or kernels), which have a 

small receptive field, but extend through the full depth of the input volume. During the forward pass, 

each filter is convolved across the width and height of the input volume, computing the dot 
product between the entries of the filter and the input and producing a 2-dimensional activation 

map of that filter. As a result, the network learns filters that activate when it detects some specific type 

of feature at some spatial position in the input.  

Another important concept of CNNs is pooling, which is a form of non-linear down-sampling. There 
are several non-linear functions to implement pooling among which max pooling is the most common. 

It partitions the input image into a set of non-overlapping rectangles and, for each such sub-region, 

outputs the maximum. Intuitively, the exact location of a feature is less important than its rough 

location relative to other features. This is the idea behind the use of pooling in convolutional neural 
networks. The pooling layer serves to progressively reduce the spatial size of the representation, to 

reduce the number of parameters, memory footprint and amount of computation in the network, and 

hence control overfitting. It is common to periodically insert a pooling layer between successive 
convolutional layers in CNN architecture. The pooling operation provides another form of translation 

invariance. 

Upsampling layers or decovolution layers are mainly used to increase the size of the layer in the 
network. Learnable deconvolution layer is also referred to as transpose convolution. Upsampling 

layers helps to increase the size of the latent vector in two dimensional space. 

 

 

 
 

 

 
 

 

 

 
 

 

Fig. 2. Basic Convolutional Autoencoder 
 

In fig. 2 we show a very basic convolutional autoencoder where the input image is transferred into 

latent space and brought back to reconstructed image. The RGB sequence of the output image is same 
as that of input image.  

Our idea of super-resolution and denoising is mainly based on this convolution autoencoder network. 

In standard models input and output for training are exactly same where as the in our case it’s varied. 

In case of SR model we used low resolution images as input and original high resolution images as 
output. In case of denoising systems the noisy images are input and clean images are output. The 

details of the networks designed are described in the following upcoming sections. 
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3.2. Autoencoder in the light of Representation Learning 
 

The performance of machine learning methods is heavily dependent on the choice of data 
representation (or features) on which they are applied. For that reason, much of the actual effort in 

deploying machine learning algorithms goes into the design of preprocessing pipelines and data 

transformations that result in a representation of the data that can support effective machine learning. 

Such feature engineering is important but labor-intensive and highlights the weakness of current 
learning algorithms: their inability to extract and organize the discriminative information from the 

data. For cases like super-resolution and noise removal such feature engineering processes are not 

feasible or are less generalized. 
In order to expand the scope and ease of applicability of machine learning, it would be highly 

desirable to make learning algorithms less dependent on feature engineering, so that novel 

applications could be constructed faster, and more importantly, to make progress towards Artificial 

Intelligence (AI). Learning representations of the data makes it easier to extract useful information 
when building classifiers or other predictors. In the case of probabilistic models, a good representation 

is often one that captures the posterior distribution of the underlying explanatory factors for the 

observed input. A good representation is also one that is useful as input to a supervised predictor. 
Hence super-resolution and denoising models are extremely important for prediction of text form 

textual image inputs. The model proposed for Super-Resolution learns the representation of data from 

the low resolution images and constructs the high resolution images. The encoder network in the 
autoencoder is mainly responsible for this learning procedure. The latent space representation is 

formed based on this representation learning algorithm. 

The denoising autoencoder is an improved version of Principle Component Analysis (PCA) that 

learns the representation of the pixels from the image. The noisy pixels in the images are eliminated 
by this PCA technique which is just another form of representation learning. 

Representation learning is a form of unsupervised learning. There is no labeled data for training and 

testing. Downscaled and noisy images are set as input to the autoencoders. The autoencoder tries to 
learn the useful data representation in the data and reconstruct the actual data in upscaled size. 

 

 
 

 

 

 
 

 

 
 

 

 

 
 

 

 
 

 

 
 

 

 

 
 

 

 



Super-resolution and Noise Removal of Textual Images for Quality Enhancement: A Representation Learning Based Approach 

School of Education Technology, Jadavpur University  18 
 

3.3. Single Character Super-Resolution System 
 

Single character Super-Resolution system consists of a single image as input which contains a single 
character. Low resolution image enters the autoencoder and four times (4x) SR image comes out from 

the output end. The SR image is thus passed into a normal OCR system such a convolutional network 

and the prediction class is obtained. The SR autoencoder enhances the input of the convolution neural 

network hence helping it to increase the accuracy of the system as a whole. 
 

 

 
 

 

 

 
 

 

 
 

 

 
 

Fig. 3. Flowchart of SR and Identification of single character image. 

 

A modified convolutional autoencoder model is proposed for image super-resolution favorable for 
text detection. The autoencoder network consists of mainly convolution blocks, which were fitted one 

after another. It takes input a low-resolution image and gives a higher resolution version of it as 

output. A low-resolution image is taken and converted into grayscale. This single-channel grayscale 
image is the input to the system. 

Formally, given a set of  nyyyY ...,, ,21 , where
d

i Ry 
, autoencoder is trained to minimize the 

reconstruction error to properly modeled data. The loss function ‘l’ is defined in eqn. (1). 
 

 
i

ii yyl
2

ˆ           (1) 

iy  is the actual HR image and iŷ
 is the reconstructed SR form of the LR image. The hidden layers of 

the network are mainly involved in encoding and decoding of the data.  
 

)( bWyfh ii                                (2) 

 

)(ˆ bhWfy ii
                      (3) 

 

ih denotes the encoded compact representation of data in the network. Refer to eqn. (2). iŷ  is the 

reconstructed representation of the image. Refer to eqn. (3). Activation functions are at the core of the 

network in every layer and it is denoted by f(z).  

Different activation functions are used at different stages of the network viz. ‘sigmoid’ and ‘ReLU’ 
mentioned in eqn. (4) and eqn. (5) respectively. 
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Single layer encoder decoder is not very efficient in learning complex varied datasets representations. 
To address this problem, a deep layered architecture is constructed for increasing the nonlinearity of 

the system. 

 

A greyscale version of the image is sent into the input layer of the network. The single channeled 
image forms the input to the network. Followed by the input layer the autoencoder consist of two 

more layers for encoding followed by four decoding layers. The encoder part of the network encodes 

the input to low dimensions. The encoder network consists of two convolution blocks 3x3 kernel size 
which results to two encoded layers. The convolution layers are followed by an upsampling layer 

which forms the compressed data or latent representation vector of the distribution. The encoded data 

is now decoded using a combination of 3x3 kernel size convolution layer followed by an upsampling 
layer with the 2x2 upsampling factor. This combination is used thrice in the network which is finally 

followed by a 3x3 convolution layer. The activation function of all the inner layers is 'ReLU', only the 

final layer has ‘sigmoid’. Fig. 4 visualizes the structure of the autoencoder network. The output of the 

network is a single channel higher resolution version of the input image which is used for text 
detection in the next subsection. 

 

 

 

 

 

 

 

 

 

 

 
 

 
 

 

Fig. 4. Detailed Architecture of single image SR autoencoder network. 

 
The text detection from the image is done using a simple convolutional neural network. The detection 

convolutional network consists of two convolution layers followed by a max-pooling layer. The max-

pooling layer is connected to two successive dense layers for classification. ‘ReLu’ activation function 
described is used in the layers to add nonlinearity in the inner layers. Only the outer layer has a 

softmax function. Refer to eqn. (6). Here, z is a vector of the inputs to the output layer (if you have 10 

output units, then there are 10 elements in z) and again, j indexes the output units as j = 1, 2, ..., K. 

 





K

k

z

z

j

k

j

e

e
z

1

)(                                         (6) 

 

Any type of convolution network can be used for identification purpose. Here, this configuration of 

the convolution neural network is used to validate the results of the autoencoder. 
The detailed architecture shows how the SR model is constructed. We take this network as the basis of 

constructing the next SR network for multiple characters set. 
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3.4. Multiple Character Super-Resolution and Denoising System 
 

We propose a convolutional autoencoder network for super-resolution and denoising of the image 
through subsequent phases. Our proposed model of autoencoder has two distinctive parts one for 

upsampling and another for denoising trained separately. The combined network can be used together 

and distinctively according to the user’s wish. 

 
Autoencoders are a type of neural network that are known for reproducing its input, i.e. the target 

output is the input. The eqn. 7 depicts the mapping of a classical autoencoder, where   and   depicts 

the transition of encoder and decoder respectively. 
 

      
 

      
 

                            (7) 

 
Convolution autoencoders are convolutional and maxpooling layers forming the layers of the network. 

The convolutional model learns the optimal filters that reduce the reconstruction error. These type of 

autoencoders are known for copying the input to output, but in our case we modify this autoencoder in 

some relatable ways. The smaller dimension image xˈ of x is passed into encoder function of h = f(xˈ) 
and decoder produces a reconstruction of r = g(h)=g(f((xˈ)). In simple words the lose function can be 

defined as L(x,  g(f((xˈ))). 

 
 

 

 

 
 

 

 
 

 

 
 

 

 

Fig. 5. Quality Enhancement Autoencoder Network for multiple character images. 
 

The autoencoder we use in this case is convolutional autoencoder mainly consisting of the 

convolutional layers. Normal autoencoders can learn any distribution function whereas convolutional 

autoencoders are specialized for image data. The input to the network is grayscale image of shape (9, 
37, 1). We upscale this image in our model by four times to (36, 148, 1). The input layer is followed 

by a convolution layer of stride (1, 1) with activation function ReLU defined in eqn. 8. The 

convolution layer is followed by max pooling layer of stride (1, 1). This combination of convolution 
and max pooling is again used but with strides (3, 3) and (2, 2) which completes the encoder. The 

encoder encodes the lower dimensional data to be passed into the decoder. The decoder network 

consists of three combinations of convolution layer and upsampling layer. The convolution layers has 

stride (3, 3) with ReLU activation discussed in eqn 2. The stride value for upsampling layers is (2, 2). 
The final layer of the decoder consists of a convolution layer of stride (3, 3) and sigmoid activation 

function eqn. 9. Adadelta optimizer is used to train this autoencoder network that updates the learning 

rates according to moving window of gradient updates. The loss function used is binary cross-entropy 
described in eqn. 10. 
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The denoising network described in the model consists of an encoder and decoder part. The input to 

this network is noisy image and output from the network is cleaned up image. The network takes the 
necessary pixels that are not responsible for noise and presents a clean version of the image. The 

encoder network consists of three pairs of combination of convolution and maxpooling layers of 

strides (3, 3) and (2, 2) respectively. The ReLU activation function is used in the convolution layers. 

The decoder network used in the network consists of combinations of convolution network and 
upsampling network of stride (3, 3) and (2, 2) respectively. The final layer of the decoder network is 

again a convolution layer of stride (3, 3) and sigmoid activation function. This model is trained with 

adadelta optimizer and loss function is set to binary cross-entropy.   
Eqn. 3 describes the ReLU activation function g(x). 

 

                      (8) 
 

 

 

 
 

 

 
 

 

 

 
 

 

 
 

Fig. 6. ReLU Activation function 

 
Eqn. 8 describes the sigmoid activation function g(x). 
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Fig. 7. Sigmoid Activation function 

 
The binary cross entropy loss is defined as 

 

                     
 
          (10) 

 

Where c is the number of classes, y is binary indicator (1 if correct, 0 if incorrect) and p is predicted 
probability observation o of class c. 

Fig. 5 demonstrates the structure of the model in detail, where the blocks depict the input and output 
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of the convolution operations. The low-scale input image is passed from the left of the network as 

shown which reaches its 4x resolutions by output1. The second network cleans the image from noise 
present after super-resolution. Hence the Output Layer2 is the final output of the model. 
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4. Experimentation 
 
4.1. Overview 
 

The experimental process in a nutshell can be described as taking a dataset, decreasing the quality of 

the image with different techniques, enhancing the quality of those images with the proposed model 
and finally comparing the enhanced image with original high resolution (HR) image. In fig. 8 the 

detailed data flow diagram of the experimental procedure is shown. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 8. Dataflow diagram of Experimentation procedure 

 
 
4.1. Single Character Image Super-Resolution Autoencoder 
Network 
 

The single image SR autoencoder was trained and tested on two different datasets. In this phase, the 
main focus is given on textual image super-resolution for proper text identification. The 

experimentation was done on two datasets, which were widely used for text recognition purpose (a) 

MNIST - consisting of handwritten images and (b) SVHN - street view house number dataset. The 
MNIST database of handwritten digits, available from this page, has a training set of 60,000 

examples, and a test set of 10,000 examples. The digits have been size-normalized and centered in a 

fixed-size image. SVHN is a real-world image dataset for developing machine learning and object 

recognition algorithms with minimal requirement on data preprocessing and formatting. It 
incorporates an order of magnitude more labeled data (over 600,000 digit images) and comes from a 

significantly hard, unsolved, real world problem (recognizing digits and numbers in natural scene 

images). SVHN is obtained from house numbers in Google Street View images. The cropped digit 
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format of the image set is used for experimentation. 

 

4.1. 1. Preprocessing 
 

The images in MNIST dataset contains uniform background and hence doesn’t require any pre-
processing. The SVHN dataset contains RGB images of highly varied texture and color. So the dataset 

was preprocessed to bring uniformity in the distribution. Firstly, the RGB images were converted to 

grayscale images. Next, the dataset consisted of two main types of images, i.e. one with ‘lighter 
background’ and other with ‘darker background’. Otsu's binarization was applied to the grayscale 

image. Left corner of the binary image was analyzed to find which of them has a lighter background.  

The images with lighter backgrounds were inverted and further converted into images with ‘darker 

background’.  
 

 

 
 

 

 
 

 

 

 

 

 

 

Fig. 9. Preprocessing of image data in SVHN dataset                                                                                    
Right-most column showing final output, i.e. all images with darker background. 

 
Fig. 9 shows how the preprocessing is done on the images. The preprocessing shows that the images 

with lighter backgrounds are identified and inverted. Inversion of those images transforms them into 

images with darker background as shown in the 3
rd

 column. 

 

4.1.2. Training 
At first, the images are converted into a low-resolution image by 4x by the pyramid-down algorithm. 

Then, the lower resolution image is reconstructed into 4x higher resolution by our model. The content 

loss (l) of the image is calculated by measuring the reconstruction activation loss.  The network is 

trained with back-propagation throughout the system. The network is trained approximately 100 
epochs on the training set to obtain the output. 

 

4.2. Multiple Character Image Super-Resolution Autoencoder 
Network 
 
The single image SR autoencoder was trained and tested on two different datasets. The model is 

trained with a set of 10,821. The training set is divided into training and test set in 3:1 cross fold ratio 

to be fed into the network.  
 
We train the super-resolution network with a set of license plate image along with their low resolution 

version. We took a dataset consisting of normal license plate image of dimensions (36, 148, 1) 

downscaled those images 4x to (9, 37, 1). The downscaled images are obtained by Gaussian pyramid 
down algorithm that removes one of consecutive rows and columns to obtain an image half the size of 
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the original image. The formula is shown in eqn. 6.        is the weighting function which is used 

to generate the pyramid at each level. For simplicity the weighted function is taken to        
         . Two successive iterations of this operation leave us with 4x downscaled images. This 

is basically a semi-supervised learning algorithm where the network learns from low resolution image 

to form the high resolution image. 

 

                                
    

 
      (11) 

 

 

 
 

 

 
 

 

 

 
 

 

 
 

 

 
 

 

Fig. 10.Gaussian Pyramid Algorithm  

 
 

 

 
 

 

 
 

 

 

 
 

 

 
 

 

 

 
 

 

 
 

 

 
 

 

 

 
Fig. 11. Downscaled samples (i) Original HR image (ii) downscaled version of them 
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Fig. 10 shows the Gaussian pyramid algorithm in structural view. L0 is the primary level representing 

the original HR image. L1 is the 2x downscaled version of the image and L2 is the 4x downscaled 
version. Our task is to deal with the L2 version of the image and bring it back to L0 by upscaling. 

In fig. 11 we show some examples of license plate image from the dataset and their 4x downscaled 

version. 

For the donising part we add random noise to the existing fresh dataset elements. Random noise looks 
very familiar to Gaussian noise or normal noise but does not follow any particular pattern. Hence 

random noise becomes much more difficult to be removed. In eqn. 12            generates an image 

of size (x, y) containing random grayscale values. So, the eqn. describes the formation of noisy image 
from the original set of images for training and testing the network. 
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Fig. 12. Sample of Noisy Image with their original HR 

 

Fig. 12 represents some examples of images from the dataset and their noise added versions. 
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4.2.1. Training 
 

The denoisisng network is trained with noisy images and there corresponding clean ones. Clean set of 
noisy images are taken and random noise is added to it on a scale of 0.3. On an experience basis it has 

been seen the noise present in license plate images are much alike to Gaussian noise or normal noise. 

The noisy images are taken as input to the denoising network and cleaner ones are expected as output.  

Our dataset consists of 10,821 training images and 561for validation. The training data is split in 3:1 
ratio for training and testing the network. The validation data is kept separated while training the 

network.  

 
 
 
 

 
 

 

 
 

 

 
 

 

 

 
 

 

 
 

 

 
 

 

 

 
 

 

Fig. 13. . Training loss of SR Autoencoder. 
 

 

 

 
The super-resolution network and denoisisng network is trained separately. The super-resolution 

network is trained separately for 200 epochs where the loss converges to minimum. The denoising 

network trains for 300 epochs. The batch size is set to 128 for both the case and data is shuffled 
during the training session. In fig 5 and 6 we plot the training loss of both the networks. The plot 

suggests a stable reduced loss is achieved in both the case with successive epochs of training. 
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Fig. 14. Training loss of Denoising Network.  

 
Fig 13 and 14 shows stable training loss and test loss. Thus we can confirm that the model is trained 

properly and there is no chance of overfitting or underfitting. This confirms the selection of proper 

hyper-parameters for training the model.  
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5. Result and Analysis 
 

5.1. Analysis Measures 
The quantitative analysis presents the metrical overview of our work based on PSNR and SSIM 

metrics. The qualitative analysis shows how the resultant image has been visually improved. And 

finally we discuss the efficiency of the model, in context of its training time, test time and hardware 

requirements. 
 

Peak Signal to Noise Ratio (PSNR) and Structural Similarity Index Measure (SSIM) are the main two 

metrics for analyzing the model.  
PSNR [12] is the ratio of maximum possible power of a signal to the power of the corrupting noise. 

The signal in this case is the original data and the noise is the error due to reconstruction. 

 

              
      

            
  (13) 

 

In the eqn. 13 N is the total number of pixel in the image,    is the reconstructed image and      is the 

referential image. Higher the PSNR better the reconstructed image. 

 

SSIM [13] is the measure of similarity between two images. SSIM is calculated for two similar 
window x and y of size NxN. 

 

          
                   

   
    

        
    

     
  (14) 

 

In the above eqn. 14    is the average of x,    is the average of y,  
  ,  

 is variance of x and y 

respectively,   and    two variables to stabilize the division with weak denominator. 

 

5.2. Comparative Analysis Study 
 
In this part of the thesis we compare our model with the existing models that were used previously. 

PSNR and SSIM are the two main criteria for the comparative study. 

 

5.2.1. Single Character Image Super-Resolution Autoencoder Network 
 
The test data was down-sampled by 4x using pyramid down algorithm and it was used as test set of 
our model. The SR image obtained from our network was compared using PSNR and SSIM values 

with the original High Resolution of the image. 

We evaluate the accuracy of the system by PSNR and SSIM methods. Finally these images are used 
for identification and we show a high increase in accuracy of the system for our model. The PSNR 

and SSIM measures are computed using SciPy [19] package for authentic verification. The PSNR and 

SSIM values are detailed in the following table: 

TABLE I.  MNIST SR COMPARISON WITH VARIOUS METHODS 

SR Method PSNR SSIM 

Nearest Neighbor Interpolation 12.15 0.18 

Lanczos Interpolation 12.42 0.21 

Bicubic Interpolation 12.40 0.21 

Autoencoder (Proposed model) 19.79 0.85 
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TABLE II.  SVHN SR COMPARISON WITH VARIOUS METHODS 

SR Method  PSNR SSIM 

Nearest Neighbor Interpolation 21.63 0.46 

Lanczos Interpolation 22.08 0.52 

Bicubic Interpolation 22.02 0.51 

Autoencoder (Proposed model) 25.85 0.73 

 

Thus we can see clearly from table I and II that the PSNR and SSIM value remarkably increase for 

using our Autoencoder network in both the datasets. The test results obtained are calculated after 
training the autoencoder for 100 epochs. Increase in training time might increase the accuracy of the 

system even further. 

 
 

 
 

 
 
 
 
 
 

 

 

 

 
 

Fig. 15. Comparison on MNIST data of Bicubic (MIDDLE) and  

Autoencoder Model (Bottom) with Original Image (TOP). 
Thus we can clearly see in fig. 15 the reconstructed images from SR Autoencoder are more prominent 

and distinct, hence can be easily distinguished by automatic systems. 

 
 
 
 
 
 
 
 
 
 
 
 

 

 

 
 

 

Fig. 16. Comparison on SVHN data of Bicubic (MIDDLE) and 
 Autoencoder Model (Bottom) with Original Image (TOP). 
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From Fig. 16 it can be clearly seen that the Autoencoder results are clearer and distinguishable 
compared to Bicubic reconstructions. 

 

 

 
 

 

 
 

 

 
 

 

 

 
 

 

Fig. 17. PSNR and SSIM comparison of different approaches in different datasets 
 

Fig. 17 compares the PSNR and the SSIM values obtained from the other interpolation methods and 

proposed autoencoder model for both the dataset. The graphical plot clearly shows improvement on 
image quality for using the deep neural network. 

To further verify the efficiency of the system we used the test SR image for identification purpose in a 

convolutional neural network. The network has of 99% test accuracy on MNIST dataset. The 

automated system on MNIST data showed a huge lack of performance for Interpolation processes, 
whereas the Autoencoder SR images showed decent performance.  MNIST has 10 classes of 

handwritten digits 0-9, accuracy measured in terms of correctly identification of the digits by the 

automated system. 
 

%100
Total

Correct

N

N
Acc

                                    (10) 

 

Formula 6 depicts the calculation of accuracy of the system. Acc is the measured value of accuracy 

which is calculated using CorrectN
 = Total number of correctly predicted digit images, TotalN

 = Total 

number of test digit images. 

TABLE III.  IDENTIFICATION ACCURACY OF MNIST IN CONVOLUTION NETWORK 

SR Method Accuracy (%) 

Nearest Neighbor Interpolation 52.67 

Lanczos Interpolation 38.64 

Bicubic Interpolation 36.30 

Autoencoder 96.44 

 

Thus it is clearly seen from Table III, the autoencoder output is visually more attractive and 

prominent. So, the detection becomes more easy and accurate for the convolutional neural network or 
any other automatic systems. 
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Fig. 18. PCA Analysis of SR Autoencoder output. 
 

This section of the thesis analyzes the output of this proposed system in details. The MNIST dataset 

consisted of 10 classes of digits from 0-9. For proper identification of these classes the SR data must 

be separable from one another, i.e. they form separable clusters in the data-space. To show our SR 
images are clustered into different data spaces we perform a Principal Component Analysis (PCA) 

over the 256 (28x28) pixel values of the image with two main components. Refer to Fig. 18. The SR 

images that proposed model has produced can be clearly clustered into different spaces by the PCA. 
Fig. 6 is showing that the images can be clearly identified by the automated systems. The 

reconstructed images are sharper and clearer for increasing the confidence of identification.  

 

5.2.2. Multi Character Image Super-Resolution Autoencoder Network 
 

Results shown in Table IV and V are on a validation set of 561 images which were not previously 
used. The model is compared with interpolation results on because the present SR techniques can only 

provide a upscaling of 1.75-2x but our main objective was to scale the image by 4x. Denoising results 

are compared with Gaussian filter and median filters two most generalized filters used for noise 
removal. 

TABLE IV.  SUPER-RESOLUTION QUANTITATIVE ANALYSIS 

METHODOLOGY PSNR SSIM 

Bicubic Interpolation 7.4178 0.1094 

Bilinear Interpolation 7.4353 0.0964 

Lanczos Interpolation 7.4111 0.1096 

SR Autoencoder  (proposed model) 14.7846 0.8139 
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TABLE V.  DENOISING AUTOENCODER QUANTITATIVE ANALYSIS 

METHODOLOGY PSNR SSIM 

Gaussian Filter 14.9113 0.3659 

Median Filter 11.6815 0.7310 

Denoising Autoencoder (proposed model) 17.7756 0.8568 

 

The results present here clearly show here that restoration of by super-resolution is quite firmly done. 

For SR autoencoder PSNR increases by almost double amount from interpolation techniques and 
SSIM has been restored up to 81%. The denoising autoencoder performs far better than the filters 

compared with as measured by PSNR. The SSIM of the denoising autoencoder is also not hampered 

in the process of noise removal. 

 
 
 

 

 
 

 

 

 
 

 

 
 

 

 

 
 

 

 
 

 

 
 

 

 

 
 

 

 
 

 

Fig. 19. Super-resolution outputs study I (i) Ground Truth (GT) (ii) 4x lowered dimension image  
(iii) Bicubic interpolation of lowered dimension (iv)Autoencoder result (proposed model) (by column) 

 

 

 
 

 

 
 

 

 

 



Super-resolution and Noise Removal of Textual Images for Quality Enhancement: A Representation Learning Based Approach 

School of Education Technology, Jadavpur University  34 
 

 

 
 

 

 

 
 

 

 
 

 

 
 

 

 

 
 

 

 
 

 

 
 

 

 

 
 

 

 
 

 

 

 
Fig. 20. Super-resolution outputs study II (i) Ground Truth (GT) (ii) 4x lowered dimension image  

(iii) Bicubic interpolation of lowered dimension (iv)Autoencoder result (proposed model) (by column 
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Fig. 21. Denoising output of Autoencoder study I (i) Ground Truth (GT)  

(ii) noise added to GT (iii) Autoencoder result (proposed model) (by column) 

 
Fig. 19 and 20 demonstrates some example results of our super-resolution auto encoder. Fig. 21, 22 

and 23 shows results of our denoising autoencoder. 

 

 
 

 

 
 

 

 
 

 

 

Fig. 22. Comparative study between Gaussian blur, Median blur and  
Autoencoder Network (proposed model) 
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Fig. 23. Denoising output of Autoencoder study II (i) Ground Truth (GT)  

(ii) noise added to GT (iii) Autoencoder result (proposed model) (by column) 

 
 

Fig. 13 shows comparative study of our model with commonly used filter of noise removal. From 

visual context we can clearly come to a conclusion that restoration of the license plate images from 

small dimensions and noisy images is done successfully for better understanding of the image content. 
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Fig. 24. Denoising Comparison I (i) original image (ii) noisy image (iii) Gaussian blur (iv) median 

blur (V) autoencoder network (proposed model)   
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Fig. 25. Denoising Autoencoder comparison II (i) original image (ii) noisy image (iii) Gaussian blur 
(iv) median blur (V) autoencoder network (proposed model) 
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6. Conclusion 
 
Quality enhancement of textual image is a very essential part for character recognition from natural 
environments. Lower dimension and noisy images are not easy to identify both from out naked eye 

perspective and OCR engines. A super-resolution denoising network is here by proposed that can 

increase the size of the region of interest by four times and clear the noise at the same time. The SSIM 

and PSNR results clearly suggest that the restoration of the images is done quite successfully. The 
structural similarity is maintained in both the networks. The model uses autoencoders which are very 

easy to train on any given dataset. Hence the training time for any particular dataset is also very small 

and hence can be transferred to different language and fronts very easily. The process is independent 
of any style front or language and hence it can be used over any texts. Generative adversarial training 

networks are not preferred due to their high training time. Hence this model proposes a language 

independent quality enhancement technique for textual images with a very low computational time. 
 

Future scope of this work can be extended to motion blurs. Motion blur is very regular case 

surveillance footages; hence extension of this work towards motion blur would be of a great 

achievement. The textual image super-resolution can be also extended towards facial image super-
resolution for person identification. As to conclude super-resolution would still be a challenging 

research domain in the upcoming years.  
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