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Preface 

This dissertation is presented for the partial fulfillment of the degree of Master of Pharmacy in 

Pharmaceutical Technology. The work presented in this dissertation is spread over a span of two 

years. The present work has been investigated through the development of predictive in silico 

models on toxicity and property on nanomaterials. Now-a-days, different in silico techniques are 

being routinely applied for predicting toxicity and property of different nanomaterials as a 

rational alternative technique to animal testing. The use of statistical models to predict biological 

and physicochemical properties started with linear regression models developed by Hansch in the 

1960s. Since then the appearance of computer-aided drug design studies, the term “Quantitative 

Structure-Activity Relationships (QSARs)” has become one of the most popular terms in 

medicinal, environmental and synthetic chemistry. Development of predictive quantitative 

structure-property relationship (QSPR) models allows assessment of toxicological hazard and 

property of nanomaterials from the chemical information derived using descriptors. Here, we 

have especially considered some property and toxicity endpoints of the nanomaterials. 

Nanotechnology holds incredible promise benefits in a wide range of industrial applications, 

cosmetics, food safety, environmental science to material science, information and 

communication technology, transportation, and many others. The rapid increase in engineered 

nanomaterials in recent years is because of its unique Magnetic, electronic and optical properties. 

The potential benefits to society include stronger, lighter, more durable materials, remote sensing 

and tracking devices related to food quality and spoilage, improved systems to control, prevent, 

and remediate pollution problems or cost effective development and use of renewable energy 

sources. Along with the advantages of nanotechnology there is some problem or risk related to it. 

According to recent studies, nanomaterials may endanger human health through the potential 

induction of cytogenetic, genotoxic, mutagenic and ecotoxic effects. It is obvious that animal 

testing cannot alone suffice the need for the entire assessment of those nanomaterials. So, 

alternative method should come in. Hence, assessment of properties of the existing as well as 

new nanomaterial is necessary.  

The QSPR analysis has got its important application in the field of drug discovery and virtual 

screening for designing of more potent nanoparticle with specific activity and reduced toxic 

adverse effects. Different regulatory agencies support the use of QSPRs method. The concept of 

correlation of chemical structure and the property (including activity, toxicity, and 

physicochemical property) gave rise to the development of QSPR analysis for addressing a wide 

number of endpoints. Such studies complement the 3Rs (replacement, refinement and reduction 

of animals in research) minimizing animal testing. The present dissertation attempts to explore 

the QSPR approach by using only 2D descriptors and periodic table descriptors towards various 

endpoints of nanomaterials. It has been found that 2D descriptors have been very interestingly 

successful in modeling property of chemical compounds towards CNTs (carbon nanotubes). 

Application two-dimensional representation of the molecules in the model requires relatively 
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lesser computational time than the other ones. Similarly, periodic table descriptors are simple 

and uses less computational experiences, they could be taken easily from the periodic tables 

without vigorous calculation. The QSPR models reported in this dissertation have been judged in 

the light of the five point seminal guidelines proposed by the Organization for Economic Co-

operation and Development (OECD) involving data uniformity, methodological explicitness, and 

domain of applicability, statistical reliability, and mechanistic interpretability. The models 

developed have showed acceptable statistical significance. We have developed predictive QSPR 

models on different endpoint towards nanoparticles. The models developed were validated 

rigorously based on internal and external validation strategies. The following analyses have been 

performed in this dissertation. 

Study 1: Predictive Quantitative Structure-Property Relationship (QSPR) Modeling for 

Adsorption of Organic Pollutants by Carbon Nanotubes (CNTs) 

Study 2: Risk assessment of heterogeneous TiO2-based engineered nanoparticles (NPs): A 

QSTR approach using simple periodic table based descriptors  

The accomplished work has been presented in this dissertation under the following sections: 

 

 Chapter 1: Introduction 

   Chapter 2: Present Work 

               Chapter 3: Materials and Methods 

                Chapter 4: Results and Discussion 

Chapter 5: Conclusion                                                                                                               

Chapter 6: References 

                                                             Appendix: Reprints 
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and Restriction of Chemicals 
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LR Linear Regression SAR Structure Activity Relationship 



 

v 
 

LV Latent variable SD Standard deviation 
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MWNTs multi walled nanotubes Tc Thermal conductivity 
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 1. INTRODUCTION 

One of the greatest scientific and technical achievements at the end of the 20th century is the 

creation of nanomaterials and nanotechnology. As per many experts, scientific and 

technological advance in the present century is determined by the achievements associated 

with nanomaterials, nanotechnology, and their application in various fields of natural science 

and technology and in other fields of human activity. A diverse array of consumer goods are 

produced at the nanoscale, which  is  usually  defined  by  at  least  one  diameter  of  the 

considered species to be of 100 nm or less. Nanomaterials due to their unique magnetic, 

electrical, optical, thermal, and chemical properties are applied in huge spectrum and their 

applications are increasing day by day [1], this „„nano enthusiasm‟‟ in present century 

however, should go hand in hand with care and precaution. Some recent publications reported 

evident toxicity of selected nanoparticles and highlighted their potential risk connected with 

the development of nano engineering. So, a thorough understanding and knowledge of the 

relationship between the physicochemical properties and the behavior of nanomaterials in 

biological systems is mandatory for designing safe and efficacious products. Since, 

experimental evaluation of the safety of nanomaterials is expensive and time-consuming, 

computational methods have been found to be efficient alternatives for predicting the potential 

toxicity and environmental impact of new nanomaterials before mass production. 

Quantitative structure-activity relationship (QSAR) methods provide one option for 

establishing such relationships. A QSAR is a statistical model that relates a set of structural or 

property descriptors of a chemical compound to its biological activity. The QSAR 

methodology is well known and extensively applied in the areas of drug discovery and 

chemical toxicity modeling for guiding the experimental design of chemical compounds, and 

its growing importance for providing key information is reflected in a number of regulatory 

frameworks (e.g., Registration Evaluation Authorization and Restriction of Chemical 

Substances (REACH)) where QSAR approaches are considered acceptable methods under 

certain conditions for filling in knowledge gaps for untested chemicals. 
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1.1. What are QSAR /QSPR Modeling? 

QSAR modeling on a set of structurally related chemicals refers to the development of a 

mathematical correlation between a chemical response and quantitative chemical attributes 

defining the features of the analyzed molecules. Such study attempts to establish a 

mathematical formalism between the behavior of a chemical, i.e., chemical response and a set 

of quantitative chemical attributes which may be extracted from the chemical structures using 

suitable experimental or theoretical means. The naming of the study depends on the end points 

(i.e nature of response) which can be classified into three class namely quantitative structure-

property/activity/toxicity/ relationship (QSPR/QSAR/QSTR) studies taking into consideration 

the biological activity and toxicological data respectively [2]. On the other hand, QSPR, i.e., 

quantitative structure–property relationship modeling, can be employed to designate all such 

related techniques as any type of biological and toxicological as well as physicochemical 

behavior may be considered as the „property‟ of a given chemical. Therefore, a basic 

mathematical formalism can be develop and represented as follows in Eq.1.1.    

Biological activity =f (Chemical attributes) = f (Structure, Property)       (1.1) 

The phrase “Chemical attributes” denotes the features that define the behavior manifestation or in 

other words they are the fundamental knowledge of the chemicals which control the behavioral 

response under investigation. The behavioral manifestation can be well explained by its physiological 

properties which represent the intrinsic molecular nature. The QSPR [3] study deals with the molecular 

features governing their physicochemical properties. The descriptors measure properties of the 

molecules which include their hydrophobic, steric and electronic features in addition to the various 

structural patterns while the QSTR [4] technique determines the structural attributes of the molecules 

responsible for their toxicity profile. The chemical attributes usually describe the informations 

obtained directly from the structure and their physiological information is obtained from experimental 

techniques leading to the respective expression as represented in Eq. 1.2. 

Response =f (Chemical attributes) = f (Structure, physiological Property)   (1.2) 

Considering the employment of a series of chemical information in presence and absence of 

physicochemical features, the QSAR equation for a specific response can be mathematically 

stated as follows in Eq.1.3. 
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𝑦 = 𝑎0 + 𝑎1𝑥1 + 𝑎2𝑥2 + 𝑎3𝑥3 + ⋯+ 𝑎𝑛𝑥𝑛                          (1.3) 

Since we are talking in terms of a mathematical correlation, such equations are better 

explained in terms of variables. Here, „y‟ represents respond being modeled i.e. activity, 

toxicity, property while X1, X2, X3….Xn represent the independent variables denoting the 

physiological properties in terms of numerical quantities and a0, a1, a2, a3…..an stand for the 

contribution of individual descriptors with a0 as constant term. The physiological property not 

only can be used as response or dependent variable giving a QSPR (Quantitative structure-

property relationship) but also as independent variable or predicted variables. Such studies are 

termed as quantitative activity–activity relationship (QAAR) or quantitative toxicity–toxicity 

relationship (QTTR) or quantitative property–property relationship (QPPR) modeling, as 

appropriate. The QSAR analysis is principally aimed at quantification of chemical information 

followed by developing a suitable interpretative relationship addressing a given response. 

Thus, mathematics here serves as a tool for deriving a suitable relationship which is then 

exploited as per the requirement of the designer [5]. A QSAR study encompasses avenue of 

chemistry and physics accounting for intrinsic molecular nature, mathematics and statistics for 

modeling and calculation, and biology to encompass the involved biochemical interaction.  

The QSAR study can be visualized to comprise three simple steps, namely (a) data 

preparation, (b) data processing, and (c) data interpretation for a set of chemicals. The 

quantitative data are obtained from two major components, namely the response or endpoint 

to be addressed and the predictor or independent variables (i.e., X variables) defining the 

chemical attributes. The first step, i.e., the preparation of data involves arrangement and 

conversion of the data in a suitable form. The response data for various biological and 

toxicological endpoints are usually obtained in two forms, namely „dose-fixed response‟ 

pattern where the dose or concentration of a chemical required to produce a desired fixed 

response is measured and „response-fixed dose‟ pattern in which the response elicited by a 

chemical at a fixed dose (concentration) is opted for. The quantitative data for the predictor 

variables are obtained from experimental observations usually comprising different 

physicochemical measures as well as theoretical calculations. Since response values for these 

analyses being obtained from multiple assays at different dose or concentration levels of 

chemicals, these (i.e., doses required to elicit a fixed response) are preferably used as the 

independent variable (Y) in QSAR studies. Hence, a model can be developed from the 
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information of varying concentrations of chemicals required to exhibit a fixed biological (or 

toxicological) response. The quantitative data for the predictor variables are obtained from 

experimental observations that comprise of different physicochemical measures as well as 

theoretical calculations. Finally, a data matrix is prepared in which rows present different 

chemicals in the data set while the response variable and several independent predictor 

variables are presented in columns. QSAR studies employ computation of several statistical 

measures and metrics to characterize the quality, stability, and validation of the models. The 

final operation, i.e., the interpretation of the developed model, is very crucial and it requires a 

thorough knowledge on the biochemical aspects of the molecules toward the response being 

modeled. It might be noted that QSAR modeling eventually attempts to establish a chemical 

basis for specific phenomena such as activity, property, or toxicity by the development of a 

suitable correlation equation or model. 

1.1.1. Objectives of QSAR/QSPR 

The principle objectives of QSAR analysis are: 

1. Prediction of new analogs of compounds with better property 

2. Better understanding and exploration of the modes of actions 

3. Optimization of the lead compound with decreased toxicity [6]. 

4. Reduction of the cost, time and manpower requirement by developing of more effective 

compounds using a scientifically less exhaustive approach. 

To achieve the aforementioned objectives, it is necessary to have a detailed knowledge on the 

following aspects: 

(i) Detailed knowledge of the mode of action of the molecules. 

(ii) Various factors controlling the experimental condition of the molecules. 

(iii) A thorough examination of molecular structures and their properties. Quantitative 

structure-activity relationship is an interdisciplinary study of chemistry, biology, and statistics. 

By the prediction of the essential structural requirements needed for obtaining a molecule with 

optimized activity/toxicity/property, QSAR analysis provides a good platform for the 
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synthesis of relatively lesser number of chemicals with improved activity toxicity/property of 

interest. 

1.1.2. Importance of QSAR/QSPR 

Although the development of predictive QSAR/QSPR/QSTR models appears to be a simple 

task, it has got enormous applications in serving the need of scientific fraternity. Sometimes 

different chemical compounds elicit different response profile but it is rather astonishing that 

even the same chemical can elicit different biological actions. Hence, it become crucial for 

determining the chemical features responsible for the behavioral changes. QSAR techniques 

provide several advantages in terms of model predictivity and utilization of limited 

experimental resources, employing less computational time. QSAR can be applied in costly 

areas like drug discovery and development where valuable rational designing would be 

provided with minimal cost involvement. It may be noted that QSAR helps in achieving 

efficient, effective, safe, and environmentally benign chemicals and processes thereof and 

thereby facilitates a „sustainable chemical‟ process [5]. 

1.1.3. Descriptors 

Molecular descriptors are terms that characterize specific information about a studied 

molecule. They are the “numerical values associated with the chemical constitution for 

correlation of chemical structure with various physical properties, chemical reactivity, or 

biological activity” [7-8]. In other words, the modeled response (activity/property/toxicity) is 

represented as a function of quantitative values of structural features or properties that are 

termed as descriptors for a QSAR model as shown in Eq. 1.4. Chemo informatics methods 

depend on the generation of chemical reference spaces into which new chemical entities are 

predictable by the developed QSAR model. The definition of chemical spaces significantly 

depends on the use of computational descriptors of studied molecular structure, physical or 

chemical properties, or specific features. 

Response (activity/property/toxicity) = f (information in the form of chemical structure or   

                               property) =  f (descriptors)                                    (1.4) 
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The type of descriptors used and the extent to which they can encode the structural features of 

the molecules that are correlated to the response are critical determinants of the quality of any 

QSAR model. The descriptors may be physicochemical (hydrophobic, steric, or electronic), 

structural (based on frequency of occurrence of a substructure), topological, electronic (based 

on molecular orbital calculations), geometric (based on a molecular surface area calculation), 

or simple indicator parameters (dummy variables). 

It is interesting to point out that the efficacy of a descriptor can rely heavily on the problem 

being considered. More precisely, certain end points may need to take into account exact 

molecular features. The best possible features that make a descriptor ideal for the construction 

of a QSAR model are summarized here: 

1. A descriptor must be correlated with the structural features for a specific end point and 

show negligible correlation with other descriptors. 

2. A descriptor should be applicable to a broad class of compounds. 

3. A descriptor that can be calculated rapidly and does not depend on experimental properties 

can be considered more suitable than one that is computationally exhaustive and relies heavily 

on experimental results. 

4. A descriptor should generate dissimilar values for structurally different molecules, even if 

the structural differences are small. This means that the descriptor should show minimal 

degeneracy. In addition to degeneracy, a descriptor should be continuous. It signifies that 

small structural changes should lead to small changes in the value of the descriptor. 

5. It is always important that the descriptor has some form of physical interpretability to 

encode the query features of the studied molecules. 

6. Another significant aspect is the ability to map descriptor values back to the structure for 

visualization purposes [9]. These visualizations are sensible only when descriptor values can 

be associated to structural features. 

1.1.3.1. Types of Descriptors 

Descriptors can be of different types depending on the method of their computation or 

determination: physicochemical (hydrophobic, steric, or electronic), structural (frequency of 
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occurrence of a substructure), topological, electronic (molecular orbital calculations), 

geometric (molecular surface area calculation), or simple indicator parameters (dummy 

variables). 

In a broader perspective, descriptors (specifically, physicochemical descriptors) can be 

classified into two major groups: (1) substituent constants and (2) whole molecular descriptors 

[10-11]. 

1) Substituent constants: physicochemical descriptors which are designed on the basis of 

factors, which govern the physicochemical properties of chemical entities. 

2) Whole molecular descriptors: expansion of substituent constants approach. 

Descriptors can be also classified based on the dimension as 

Sl. 

No. 

Dimension of 

descriptors 

Parameters 

1 0D-descriptors Constitutional indices, molecular property, atom and bond 

count 

2 1D-descriptors Fragment counts, fingerprints 

3 2D-descriptors Topological parameters, structural parameters, 

physicochemical parameters including thermodynamic 

descriptors 

4 3D-descriptors Electronic parameters, spatial parameters, molecular shape 

analysis parameters, molecular field analysis parameters and 

receptor surface analysis parameters 
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1.1.3.1.1. 2D-Descriptor 

I) Physiological descriptors 

 These descriptors are derived from some physiological experimentation findings and have a 

connection with physiological properties. Due to change of the physiological property the 

adsorption, distribution and excretion will also change. The important physicochemical 

factors affecting bioactivity of drugs and chemical include hydrophobicity, electronic, and 

steric character of the whole molecules and also the substituent present in the molecules [12]. 

II) Indicator variables 

They are used in QSAR due to their simplicity, they are substructure based descriptors. They 

differ to each other by substructure existing in one set but not the other can be studied entirely 

by using only indicator variables. This could be used when the two sets are identical to each 

other in all respect (limitation) expect the substructure being coded with the indicator 

variables.   

III) Topological descriptors  

Topological descriptors are calculated based on the graphical representation of molecules and 

so they neither require estimation of any physicochemical properties nor need the rigorous 

calculations that are involved in the derivation of the quantum chemical descriptors. The 

structural representation depends on the 2D- graphical topology which indicates the position 

of the atoms and the connected bonds. It is formed on the graph theory where the molecule 

structure vertices represents the atoms and edges as the covalent bonds [13]. 

1.1.3.1.2. 3D-Descriptors  

I) Electronic Parameters 

Electronic descriptors are defined in terms of atomic charges and are used to describe 

electronic aspects both of the whole molecule and of particular regions, such as atoms, bonds, 

and molecular fragments. Electrical charges in the molecule are the driving force of 

electrostatic interactions, and it is well known that local electron densities or charges play a 

fundamental role in many chemical reactions and physicochemical properties [10]. 
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II) Spatial Parameters 

Spatial parameters comprise a series of descriptors calculated based on the spatial 

arrangement of the molecules and the surface occupied by them [10]. 

1.1.4. Classification of QSAR methodologies 

1.1.4.1.Based on dimensionality 

Dimension Method Reference 

0D-QSAR 
Models are based on descriptors involving molecular 

formula like molecular weight etc 
[14] 

1D-QSAR 
Models are based on the simplex representation of 

molecular structure (SiRMS) approach. 
[15] 

2D-QSAR 

Activity is correlated with physicochemical and 

structural patterns (connectivity, topology etc.) of the 

molecules without consideration of an explicit 3D 

representation of these properties. 

[10] 

3D-QSAR 
Activity is correlated with three-dimensional structure 

of the ligands. 
[16] 

4D-QSAR 
Ligands are represented as an ensemble of 

configurations 
[17] 

5D-QSAR 
As 4D-QSAR + explicit representation of different 

induced-fit models 
[18] 

6D-QSAR 
As 5D-QSAR + simultaneous consideration of different 

solvation models 
[19] 
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1.1.4.2. Based on the type of chemometric methods used 

Sometimes QSAR methods are also classified into following two categories, such as  

 Linear methods Linear regression (LR), multiple linear regression (MLR), partial least 

squares (PLS), and principal component analysis/regression (PCA/ PCR) and 

  Nonlinear methods Artificial neural networks (ANN), k-nearest neighbors (kNN), and 

Bayesian neural nets. 

 

1.1.5. Development of quantitative models over the past century  

QSAR methods originated way back in the nineteenth century. The order of evolution of 

different methodologies focusing more precisely on the essential molecular structural 

attributes over the decades. 

 

1.1.5.1 De Novo Models 

De novo QSAR models are the mathematical models which do not require computation of 

any descriptors encoding chemical information on molecular structure. Indicator parameters 

(having a binary value 0 or 1) representing presence or absence of a group at a particular 

position are used for development of the models. 

i) Hansch’s Method 

In 1962 Hansch et.al correlated the plant growth regulatory activity of phenoxyacetic acids to 

Hammett constants and partition coefficients [20]. Two years later they showed that the 

biological activity could be correlated linearly with free-energy related terms [21]. This 

model was known as Linear Free Energy Relationship (LFER) and later changed to extra 

thermodynamic approach and expressed by (Eq.1. 5). 

                                     log 1/𝐶 = 𝑎𝜋 + 𝑏𝜍 + 𝑐𝐸𝑠 …… . +𝑐𝑜𝑛𝑠tan𝑡                    (1. 5) 

Where, C = molar concentration of compound to produce defined biological response. 

            π = the hydrophobic contribution of the substituent and represented by log PX/PH. 

            σ = Hammett electronic descriptor of the substituent [22]. 
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            ES = Taft‟s steric parameter [23]. 

a, b, c = appropriate constants. 

Later Hansch and co-workers realized that the activity of the hydrophobic drugs decreased 

after reaching optimum concentration. This was due to entrapment of drugs in the lipid phase 

of the transport process [21]. Due this reason they introduced a new model (parabolic model) 

for this type of molecules (Eq.1. 6). 

                              𝑙𝑜𝑔
1

𝐶
= −𝑘(log𝑃)2 + 𝐾 ′ 𝑙𝑜𝑔𝑃 + 𝐾"                     (1. 6) 

In the above equation the meaning of C is same as previous equation and k, k‟, k‟‟ are 

constants which are obtained via the method of least squares. 

ii) Free-Wilson model 

The Free-Wilson approach is truly a structure activity-based methodology because it includes 

the contributions made by various structural fragments to the overall biological activity [24-

25]. It is represented by the (Eq.1. 7). 

                                             𝐵𝐴𝑖 = 𝛴𝑎𝑗  𝑋𝑖𝑗 + 𝜇                                     (1. 7) 

Here, BA = biological activity, 

             Xj = j th substituent, which carries a value 1 if present, 0 if absent, 

              aj = contribution of the j th substituent to biological, 

              μ = overall average biological activity. 

This de novo approach assumes that effects of substituents are additive and constant [26]. 

This approach does not need of physicochemical constant. However, there are certain 

limitations. Large number of variables is required to describe a smaller number of 

compounds together with a large number of molecules with varying substituents. Besides, 

these intra-molecular interactions are not handled well. The constant term (μ) is an overall 

average of the biological activity of all the compounds used to develop the model. 
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iii)  Fujita-Ban Model 

Fujita and Ban [27] modified the approaches of Free-Wilson model. In this model the 

biological activity is expressed in logarithmic scale. It is a free energy-related term and 

additive in nature, represented by Eq.1.8. 

                                                 log  
𝐴

𝐴0
 = 𝛴𝐺𝑖𝑋𝑖                                                (1. 8) 

„A‟ and „A0‟ are the magnitude of the activity of substituted and unsubstituted compounds 

respectively. Gi is the log activity contribution or the log activity enhancement factor of the 

i
th

 substituent relative to that of H and Xi is the parameter which takes a value 1 or 0 

according to the presence or absence of the i 
th

 substituent. 

Advantages of this model are: 

i. The structural matrix does not need to be transformed, 

ii. No restriction equation is necessary, 

iii. The group contribution at each position is based on the parent compound (i.e., H), 

iv. The constant term (m) is calculated by the least square method and is the theoretically 

predicted value for the unsubstituted compound. 

The addition or omission of a compound does not affect markedly the value of group 

contributions. 

1.1.5.2. Property-based QSAR 

 

i) LFER Approach of Hansch 

 

Physiological properties as descriptors have being widely used in the QSAR/QSPR modeling 

studies. Hydrophobic, electronic, and steric are the three main physiological properties used 

for modeling (either whole molecule or substituents). It was originally promoted through 

linear free energy–related (LFER) approach. The LFER approach of Hansch using 

physicochemical descriptors and substituent constants has its origin in the work of Hammett 
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[28] in physical organic chemistry. Hammett defined an electronic substituent constant σ for 

the hydrolysis rates of benzoic acid derivatives in the following expression (Eq.1.9).  

 

 log(
𝐾𝑥

𝐾𝐻
) = 𝜌𝜍                                  (1.9) 

 

Here, Kx and KH stands for the equilibrium constants for the reaction of the substituted and 

unsubstituted benzoic acid , ρ is a constant dependent on type and conditions of the reaction 

as well as the nature of compounds, σ is an electronic substituent constant depending on its 

nature and position of the substituent. The equation can also be written as Eq.1.10. 

 

 log𝐾𝑥 = 𝜌𝜍 + log𝐾𝐻                                           (1.10) 

 

Note that Hammett σ is applicable for Meta- and para-aromatic substituents. In analogy to the 

Hammett σ equation, Hansch and Fujita [29] introduced another substituent constant π in the 

following manner (Eq.1.11) 

 𝜋𝑋 = log⁡(
𝑃𝑋

𝑃𝐻
 )                                           (1.11) 

 

In the above equation, πX is the hydrophobic substituent constant of substituent X, while PX 

and PH are (n-octanol–water) partition coefficients of substituted and unsubstituted 

compounds. 

Hansch observed a parabolic dependence of the biological activity on the hydrophobicity or 

hydrophobicity constant (Eq.1.12 and Eq.1.13). 

  

                                                     log
1

𝐶
= 𝑎𝜋 − 𝑏𝜋2 + 𝐶                                            (1.12) 

 

 log
1

𝐶
= 𝑎𝑙𝑜𝑔𝑃 − 𝑏𝑙𝑜𝑔𝑃2 + 𝐶                                 (1.13) 

Here, it uses the hydrophobicity term log P for the whole molecules. 

On using both electronic and hydrophobic substituent constant terms, a generalized 

expression of Hansch equation can be shown as follows in Eq. 1.14. 
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 log
1

𝐶
= 𝐾1𝜋 − 𝐾1𝜋

2 + 𝐾1𝜍 + 𝐾4                             (1.14) 

 

Additionally, when Es (steric) is needed it may be added as following as represented in 1.15. 

 log
1

𝐶
= 𝐾1𝜋 − 𝐾1𝜋

2 + 𝐾1𝜍 + 𝐾4𝐸𝑠 + 𝐾5                  (1.15) 

 

All descriptors appearing in the final model should have statistically significant regression 

coefficients; otherwise, such terms should be omitted. In selecting the physicochemical 

parameters to be used in the QSAR models, one should check the possibility of 

intercorrelation among various pairs of substituent constants. 

 

ii) Mixed approach 

The Hansch approach and the Fujita–Ban model can be combined to a mixed approach. If for 

one definite region of the molecule, a Hansch correlation can be obtained for the substituents, 

while substituents in another position of the molecule must be treated by Free–Wilson 

analysis (using indicator variables for the presence or absence of substituents at particular 

positions), the Fujita Ban model and the Hansch approach (Eq.1.16) can be combined to a 

mixed approach as given in the following expression [30]. 

 

 log
1

𝐶
= 𝐾1𝜋 + 𝐾1𝜍 + 𝛴𝐺𝑖𝑋𝑖 + 𝐶                                 (1.16) 

 

Here, 𝐾1𝜋 + 𝐾1𝜍 is the Hansch part for the substituents Yj and 𝛴𝐺𝑖𝑋𝑖  is the (modified) Free–

Wilson part for the substituents Xi while c is the theoretically predicted activity value of the 

unsubstituted parent compound (X = Y = H) or of an arbitrarily chosen reference compound. 

 

1.1.6. The methodology of QSAR 

Development of predictive QSAR models comprises several steps namely i) data preparation 

ii) data analysis iii) data validation and iv) data interpretation where the “data” refers to the 

response and predictor variables. The steps are briefly discussed below.  
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i) Data preparation: 

 

 First the biological/toxicological/physiological response is converted to the required 

unit and maintaining data uniformity. 

 Second, drawing of the chemical structures using suitable drawing software like 

ChemDraw, MarvinSketch, ChemSketch etc. The chemical structures can also be 

collected from public databases such as PubChem 

(https://pubchem.ncbi.nlm.nih.gov/search/index.html), NIST Chemistry. The 

configuration should be checked before using the structures. 

 Depending on the purpose of modeling they should be perform energy minimization 

operation and conformational analysis. 

 The file containing the structure is subjected to software for descriptor (theoretical 

predictor variables) calculation. Initially the descriptors are subjected to data 

pretreatment to remove the constants. Different application can be used for the 

descriptor calculation i.e different class of descriptors. 

  The descriptors containing different variables and single column of response 

(activity/ property/ toxicity) are compiled in a single worksheet which is the QSAR 

data matrix. An additional column denoting the name of the chemicals can be added 

for quick identification of any compound. 

ii) The data analysis: 

 This component consists of feature selection, dataset division and model development. 

 Selection of features refers to the identification of the important predictor variables 

suitable for developing correlation with the response variable. Usually various feature 

selection tools are coupled with one or more model development techniques under the 

same interface so that the user can select the best possible predictor variables and 

develop models using them at the same time. Many applications are capable of 

generating hundreds or thousands of different molecular descriptors. Some of the feature 

selection tools employed in chemometric modeling studies includes stepwise variable 

selection, genetic algorithm, best subset selection, variable subset selection, and factor 

analysis. Typically, only some of them are significantly correlated with the activity. 

Furthermore, many of the descriptors are intercorrelated. This has negative effects on 
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several aspects of QSAR analysis. Some statistical methods require that the number of 

compounds is significantly greater than the number of descriptors. Using large 

descriptor sets would require large datasets. 

 Selection of the training set compounds is significantly important in QSAR analysis [31-

32]. In order to ascertain the performance of a predictive model the whole dataset is 

divided into a training set and a test set based on chemical similarity. The training set 

(i.e., the equation), while the test set (not used during model development) is used to 

judge the external predictivity of the model. However, the most rational approach of 

selection of training set is based on relevant physicochemical descriptors and chemical 

similarity principle. Higher number of compounds is allotted in the training set as it is 

used in the development of the model. The process is based on the assumption that a 

molecule structurally very similar to the training set molecules will be predicted well 

because the model has captured features that are common to the training set molecules 

and is able to find them in the new molecule. Care should be taken during selection of the 

training and test sets such that the test set compounds lie within the structural domain of 

the training set compounds. Otherwise complete changes in structural similarity of the 

test set chemicals from those in the training set will result in a poor prediction by the 

model developed using the training set. The methods for the selection of training and test 

set are: 

 

(i)  k-means clustering and Kennard-Stone selection 

(ii)  Principal component analysis (PCA) 

(iii) Kohonen‟s Self-Organizing Map (SOM) 

(iv)  D-optimal design 

(v)  Sphere exclusion 

(vi)  Sorted response 

 

Here, the whole data matrix is first sorted using the response column followed by selection of 

a predefined fraction of compounds into training/ test set from different zones maintaining a 

pattern e.g., every fourth compound, etc. In the random division approach, compounds are 

randomly classified into training and test sets following a user defined fraction. Sometimes 
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combination of response variable based and predictor variable based approach may also be 

employed e.g., compounds may be assigned into different structurally similar groups using 

any of the above mentioned techniques followed by selection of compounds into training/ 

test set using the sorted response formalism separately from each group. 

 

 The model development step dictates that the selected best features are to be combined in a 

single equation employing an explicit formalism. After the calculation of different 

features, i.e. descriptors, construction of QSAR model is done by using feature mapping 

procedure also referred to as the parameter estimation problem. The aim is to construct a 

pure mathematical relationship between the descriptors and the response under 

investigation. Multiple linear regression (MLR), partial least squares (PLS) etc. are the 

algorithm employed for the development of quantitative regression based equations while 

linear discriminant analysis (LDA) yields classification model. The variable selection 

tools are accompanied by statistical evaluation of the corresponding model developed 

from the selected variables as stepwise-MLR, GFA-MLR, G/PLS (genetic PLS), PLS-DA 

(PLS followed by discriminant analysis) etc. finally based on model validation criteria, the 

best model is chosen for further analysis [32]. 

iii) Model validation:  

Following the development of predictive models, next essential task becomes the 

determination of its statistical reliability. Since the objective of QSAR analysis is not only to 

develop a model but also to apply it for the prediction of response of untested/ new 

chemicals, it is necessary to ascertain its stability as well as predictivity. Various statistical 

metrics are computed to judge the model fitness (R
2
, Ra

2
 etc.), internal stability (Q

2
LOO, 

rm
2

(LOO)) as well as external predictivity (R
2

pred, rm
2

(test)) and values above the threshold limits 

identify model acceptability. It may be noted that by “internal stability” we aim to portray the 

stability of prediction determined using the training set compounds only, i.e., compounds 

used for developing the model, while external predictivity refers to the judgment on test set 

prediction. Some additional metrics can also be employed to judge the overall predictivity 

e.g., rm
2

(overall). For the validation of discriminant model parameters such as sensitivity, 

specificity, accuracy, precision, F-value, receiver operating characteristic (ROC) analysis etc. 

can be employed. 
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iv) Model interpretation: 

Once a QSAR model has been developed and has been considered acceptable from the values 

of the metrics, the final important part remains with the mechanistic interpretability of the 

modeled features. Establishing a suitable basis between the chemistry of the compounds and 

biological/ toxicological action or physicochemical property helps in understanding the 

mechanism of action involved. Accordingly, by combining the experimental results and 

observation from the model, one can explicitly explain each step of the process of behavioral 

manifestation of chemicals. Such knowledge is useful in designing and developing potent 

analogues. 

1.1.7. Application of QSAR/QSPR  

QSAR presents a suitable option in the rational monitoring of activity/ property/toxicity of 

chemicals and hence is useful in a wide variety of applications (Figure 1) namely biological 

activity, predictive toxicity and physicochemical property. Since fine-tuning of the 

behavioral nature of chemicals gives fruitful results for a significantly large class of 

chemicals such as 

 Pharmaceuticals 

 Agrochemicals 

 Perfumeries  

 Analytical reagents 

  Solvents  

 Surface modifying agents etc 

The chemicals modeled using the QSAR method can be overviewed in three major types, 

namely 

 

1. Chemicals of health benefits (drugs, pharmaceuticals, food ingredients, etc.), 

2.  Chemicals involved in industrial/laboratory processes (solvents, reagents, etc.), and  

3. The chemicals posing hazardous outcome persistent organic pollutants (POPs), toxins, 

xenobiotics, volatile organic compounds (VOCs). 
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Besides modeling biological activity and toxicity endpoints, it may also involve in modeling 

of ADME which involve in pharmacokinetics profile of drug candidates prior to its synthesis 

and hence enhancing the efficacy of the designed drug in biological system. 

 

 

 

 

Figure 1: Different application of QSAR/QSPR in various fields 

QSPR modeling can be a very good option to predict chemical response using limited 

resources in any prospective discipline. Hence, we can see that the simple ideology of QSPR, 

i.e., development of a suitable mathematical correlation between the chemical attributes and 

a response of interest, can be of significant application to serve the human community. 

QSAR/QSPR plays an encouraging role in achieving this environmental greenness through 

the design and development of process-specific chemicals with reduced (or no) hazardous 

outcomes.  

1.2. Nanomaterials 

Nanotechnology has achieved tremendous progress in the past several decades. Recently, 

nanomaterials, which are materials with basic structural units, grains, particles, fibers or other 

constituent components smaller than 100 nm in at least one dimension [33], have evoked a 

great amount of attention for improving disease prevention, diagnosis, and treatment.  Many 

authors believe that nanomaterials as materials whose internal structure has nanoscale 
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dimensions are hardly something new to science. However, it was relatively recently realized 

that some formations of oxides, metals, ceramics, and other substances are nanomaterials. 

Nanomaterial is defined as a "material with any external dimension in the nanoscale or 

having internal structure or surface structure in the nanoscale", with nanoscale defined as 

the "length range approximately from 1 nm to 100 nm". 

1.2.1 Types of nanomaterials 

1.2.1 .1 Nanoparticles 

a) Fullerenes 

 The fullerenes are a class of allotropes of carbon which conceptually are graphene 

sheets rolled into tubes or spheres. These include the carbon nanotubes (or silicon 

nanotubes) which are of interest both because of their mechanical strength and also 

because of their electrical properties.  

 For the past decade, the chemical and physical properties of fullerenes have been a hot 

topic in the field of research and development, and are likely to continue to be for a 

long time. In April 2003, fullerenes were under study for potential medicinal use: 

binding specific antibiotics to the structure of resistant bacteria and even target certain 

types of cancer cells such as melanoma. The October 2005 issue of Chemistry and 

Biology contains an article describing the use of fullerenes as light-activated 

antimicrobial agents. In the field of nanotechnology, heat resistance and 

superconductivity are among the properties attracting intense research. 

b) Metal-based nanoparticles 

 Inorganic nanomaterials, (e.g. quantum dots, nanowires and nanorods) because of 

their interesting optical and electrical properties, could be used in optoelectronics 

[34]. Furthermore, the optical and electronic properties of nanomaterials which 

depend on their size and shape can be tuned via synthetic techniques. There are the 

possibilities to use those materials in organic material based optoelectronic devices 

such as Organic solar cells, OLEDs etc. The operating principles of such devices are 

governed by photoinduced processes like electron transfer and energy transfer. The 
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performance of the devices depends on the efficiency of the photoinduced process 

responsible for their functioning. Therefore, better understanding of those 

photoinduced processes in organic/inorganic nanomaterial composite systems is 

necessary in order to use them in optoelectronic devices. 

 Nanoparticles or nanocrystals made of metals, semiconductors, or oxides are of 

particular interest for their mechanical, electrical, magnetic, optical, chemical and 

other properties [35-36] Nanoparticles have been used as quantum dots and as 

chemical catalysts such as nanomaterial-based catalysts. Recently, a range of 

nanoparticles are extensively investigated for biomedical applications including tissue 

engineering, drug delivery, and biosensor [37-38]. 

1.2.1.2. One-dimensional nanostructures 

The smallest possible crystalline wires with cross-section as small as a single atom can be 

engineered in cylindrical confinement [39-41]. Carbon nanotubes, a natural semi-1D 

nanostructure, can be used as a template for synthesis. Confinement provides mechanical 

stabilization and prevents linear atomic chains from disintegration; other structures of 1D 

nanowires are predicted to be mechanically stable even upon isolation from the templates 

[42- 43]. 

1.2.1.3. Two-dimensional nanostructures 

2D materials are crystalline materials consisting of a two-dimensional single layer of atoms. 

The most important representative graphene was discovered in 2004. Thin films with 

nanoscale thicknesses are considered nanostructures, but are sometimes not considered 

nanomaterials because they do not exist separately from the substrate. 

1.2.1.4. Bulk nanostructured materials 

Some bulk materials contain features on the nanoscale, including nanocomposites, 

nanocrystalline materials, nanostructured films, and nanotextured surfaces [44]. 

 Box-shaped graphene (BSG) nanostructure is an example of 3D nonmaterial [45]. BSG 

nanostructure has appeared after mechanical cleavage of pyrolytic graphite. This 

nanostructure is a multilayer system of parallel hollow nanochannels located along the 
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surface and having quadrangular cross-section. The thickness of the channel walls is 

approximately equal to 1 nm. The typical width of channel facets makes about 25 nm. 

1.2.2. Applications of nanomaterials 

 Nano materials are used in a variety of manufacturing processes, products and healthcare 

including paints, filters, lubricant additives and insulation.  

 In healthcare Nanozymes are nanomaterials with enzyme-like characteristics [46]. They 

are an emerging type of artificial enzyme, which have been used for wide applications in 

such as biosensing, bioimaging, tumor diagnosis [47], antibiofouling and more.  

 In paints nanomaterials are used to improve UV protection and improve ease of cleaning 

[48]. 

 High quality filters may be produced using nanostructures, these filters are capable of 

removing particulate as small as a virus as seen in a water filter created by Seldon 

Technologies. In the air purification field, nano technology was used to combat the 

spread of MERS in Saudi Arabian hospitals in 2012 [49]. 

  Nanomaterials are being used in modern and human-safe insulation technologies, in the 

past they were found in Asbestos-based insulation [50].  

 As a lubricant additive, nano materials have the ability to reduce friction in moving parts. 

Worn and corroded parts can also be repaired with self-assembling anisotropic 

nanoparticles called TriboTEX [51]. 

 Nanomaterials can also be used in three-way-catalyst (TWC) applications. TWC 

converters have the advantage of controlling the emission of nitrogen oxides (NOx), 

which are precursors to acid rain and smog [52].  

 In core-shell structure, nanomaterials form shell as the catalyst support to protect the 

noble metals such as palladium and rhodium [52]. The primary function is that the 

supports can be used for carrying catalysts active components, making them highly 

dispersed, reducing the use of noble metals, enhancing catalysts activity, and improving 

the mechanical strength. 
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1.2.3. Health and safety of nanomaterials 

The World Health Organization (WHO) published a guideline on protecting workers from 

potential risk of manufactured nanomaterials at the end of 2017 [53]. WHO used a 

precautionary approach as one of its guiding principles, this means that exposure has to be 

reduced, despite uncertainty about the adverse health effects, when there are reasonable 

indications to do so. This is highlighted by recent scientific studies that demonstrate a 

capability of nanoparticles to cross cell barriers and interact with cellular structures [54-55]. 

In addition, the hierarchy of controls was an important guiding principle. This means that 

when there is a choice between control measures, those measures that are closer to the root of 

the problem should always be preferred over measures that put a greater burden on workers, 

such as the use of personal protective equipment (PPE). WHO commissioned systematic 

reviews for all important issues to assess the current state of the science and to inform the 

recommendations according to the process set out in the WHO Handbook for guideline 

development and the recommendations were rated as "strong" or "conditional" depending on 

the quality of the scientific evidence, values and preferences, and costs related to the 

recommendation 

In the recent years, QSAR/QSPR modeling have been observed to be useful for modeling 

response of novel chemicals like ionic liquids, nanoparticles, CNTs etc. thus increasing the 

area of applications manifold. QSPR modeling has also been found to be beneficial in 

agricultural sciences, nanotoxicology and in treating environmental pollution. The pollutants 

discharged into the water bodies from the industries could be modeled against the CNTs 

(carbon nanotubes) to determine the features which could be essential for uptake by the 

CNTs. QSPR, modeling of organic pollutants/solvents using adsorption 

properties/dispersibility index by CNTs can be of great importance for researchers and 

practitioners. Modeling of property of chemicals encompasses a wide field spanning 

properties of industrial process chemicals to CNTs. On the other hand, the toxicological 

modeling is useful for the assessment of all types of chemical toxicity, including that for 

drugs, pharmaceuticals and nanoparticles. Hence, QSPR modeling has potential contribution 

to monitor the toxicity of industrial chemicals that are intended to serve various disciplines of 

biological and material science.  
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1.3. Role of predictive QSPR models on nanomaterial/nanoparticles.  

Performing various experimental procedures using nanoparticles is not only time consuming 

but also toxic to different organisms. The European Commission (EC) proposed the REACH 

(Registration, Evaluation and Authorization of Chemicals) system to deal with both existing 

and new chemical substances. According to it, if testing is to be based on traditional methods, 

very large numbers of laboratory animals could be needed in response to the REACH system, 

causing ethical, scientific and logistical problems that would be incompatible with the time-

schedule envisaged for testing. EC tried to minimize testing on animals but failed. The non-

animal methods i.e., QSARs could be used in a tiered approach to provide a rapid and 

scientifically justified basis for the risk assessment of chemicals for their toxic effects in 

humans and identification of various properties of nanoparticles. The information obtained 

from Quantitative structure-activity relationships (QSARs) can be applied in substance-

tailored testing schemes which can evaluate the reproductive toxicity of chemicals that can 

have a stronger impact on the total number of animals bred for testing under REACH. 

Recent studies have reported predictive QSPR models on various properties and biological/ 

toxicological responses of nanoparticles. Modeling based on properties enables the design 

and development of purpose specific efficient analogues, while models on toxicity response 

allow the user to capture specific information on the hazardous attribute. However, 

considering the scope of this dissertation, we would like to present an account on some of the 

representative published QSPR models on toxicity and property of nanoparticles. 

Apul et al [56] performed Quantitative Structure−Activity Relationship (QSAR) and Linear 

Solvation Energy Relationship (LSER) techniques to develop predictive models for 

adsorption of organic contaminants by multi-walled carbon nanotubes (MWCNTs).They 

worked with 46 aromatic compounds and the generated QSAR (r
2
 = 0.88), and LSER (r

2
 = 

0.83) equations were validated externally using an independent validation data set of 30 

aromatic compounds. External validation accuracies indicated the success of parameter 

selection, data fitting ability, and the prediction strength of the developed models. Finally, 

the combination of training and validation data were used to obtain a combined LSER 

equation (r
2
 = 0.83) that would be used for predicting adsorption of a wide range of low 

molecular weight aromatics by MWCNTs. 
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Wang et al. [57] developed a 3D-QSAR model for the adsorption coefficient of 39 aromatic 

compounds on multi-walled carbon nanotubes to have an understanding of the relationship 

between adsorption coefficients and physicochemical properties of aromatic compounds. So, 

a 3D QSAR (quantitative structure–property relationship) model was developed by the 

utilization of 3D molecular structures of 39 aromatic compounds. In the model development 

process, three different learning approaches, multiple linear regression (MLR), artificial 

neural network (ANN) and support vector machine (SVM), were used. The validation results 

showed that SVM- and ANN-based models resulted in a better agreement between predicted 

and measured values, with the coefficient of determination (R
2
) of 0.8317 and 0.7829, than 

the MLR-based model with R
2
 of 0.5093. 

Nano–QTTR model with metal oxide nanoparticles was developed by Kar et al. [58] for 

determining the toxicity of nanoparticles towards Escherichia coli and human keratinocyte 

cell line. The developed model proved that nano-QTTR/QSPR can be employed to assess the 

discriminatory features for cytotoxicity of metal oxide nano- particles. Informative 

illustrations of the contributing mechanisms of toxic action of the metal oxide nanoparticles 

to the HaCaT cell line as well as to the E. coli are identified from the developed nano 

quantitative toxicity– toxicity relationship (nano-QTTR) models. 

In another paper, De et al. [59] performed quantitative structure–toxicity relationship (QSTR) 

approach on metal oxides to have a better understanding of the toxicities of metal oxide 

nanoparticles with different species (E. coli, a human keratinocyte cell line (HaCaT) and 

zebrafish embryos) along with the identification of the major mechanism(s) for such 

toxicities. The authors employed the developed 1
st 

and 2
nd 

generation periodic table-based 

descriptors. These models further helped in extrapolating toxicity when the data for one 

species are available and the data for other species are unavailable. 

Puzyn et al. [60] performed quantitative structure–activity relationship (QSAR) method to 

predict the toxicity of various metal oxides. They developed a QSPR model to describe the 

cytotoxicity of 17 different types of metal oxide nanoparticles to bacteria Escherichia coli. 

The model reliably predicted the toxicity of all considered compounds, and the methodology 

is expected to provide guidance for the future design of safe nanomaterials. 
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Gajewicz et al. [61] developed nano-QSAR model, which provided governance over the 

toxicity of metal oxide nanoparticles to the human keratinocyte cell line (HaCaT). The 

combined experimental–theoretical studies allowed the development of an interpretative 

nano-QSAR model describing the toxicity of 18 nano-metal oxides to the HaCaT cell line, 

which is a common in vitro model for keratinocyte response during toxic dermal exposure. 

The comparison of the toxicity of metal oxide nanoparticles to bacteria Escherichia coli 

(prokaryotic system) and a human keratinocyte cell line (eukaryotic system), resulted in the 

hypothesis that different modes of toxic action occur between prokaryotic and eukaryotic 

systems 

Although nanotechnology has given solutions to various problems there are still many gaps 

in available experimental data devoted to property of nanoparticles (engineered) that are 

already available in the market. Therefore, there is a need to reduce the cost and time by 

bridging the existing data gaps by applying combined experimental and computational 

approaches. So, with the rapid increase of nanomaterials it has become essential to determine 

the property as well as the toxicity caused by it to different organisms. Here, we have 

developed QSPR models in accordance to the OECD guideline and therefore predicting the 

possible mechanism of toxicity of the nanoparticles or nanomaterials in order to minimize the 

toxic effect and enhance the property of the nanoparticles so that their property could be used 

widely in various fields with minimum toxicity.  
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2. PRESENT WORK 

Nanotechnology has taken the frontline in the modern world of science [62]. Nanoscale 

materials are substances comprising one or more features less than 100 nm in at least one 

dimension. In theory, nanoparticle can be engineered from any substance like 

semiconductors nanocrystals, organic dendrimers and carbon fullerenes and possess 

properties like electrical, thermal, mechanical which are highly desirable in commercial, 

medical and environmental sectors [63]. Sensitivity enhancement and miniaturization is 

favored due to its large surface to volume ratio. NPs possess unique optical, electronic and 

magnetic properties, depending on their core materials. Nanoparticles (NPs), which have 

unique chemical and physical properties, are promising materials in our overall strategies to 

detect and remediate environmental pollutants [64].These properties changes with their 

surrounding chemical environment providing a foundation for pollutant sensing. To further 

improve their sensitivity, NPs can also be incorporated with a wide range of small organic 

molecules or polymers by surface modifications. Wastewater from many industries such as 

metallurgical, tannery, chemical manufacturing, mining, battery manufacturing industries, 

etc. contains one or more toxic metal ions and organic chemicals (OCs) which could be 

removed by nanotechnology. Nanoparticles use of may endanger human health through the 

potential induction of cytogenetic, mutagenic, or neurotoxic health effects [64-66]. It is 

necessary to remove these nanoparticles and organic chemicals from the wastewaters and 

terrestrial surface before releasing into the environment, because there is possibility of entry 

of toxic metal ions and OCs into food chain through waste discharges into water bodies and 

terrestrial. As the conventional process or method of risk assessment and removal of 

pollutants from water is expensive and time consuming, computational based assessment 

method should be alternatively used which not only reduces the number of experiments and 

also the cost of consumable reagents. 

Development of predictive models in the form of QSPR/QSTR analysis provides a well 

validated rational platform for the determination of activity/toxicity of all these new 

chemicals and to fill data gaps of old chemicals as well. 
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In this work, we have performed QSPR models of adsorption property of diverse organic 

pollutants with Dragon and PaDel descriptors and determined their key aspects which 

influenced their adsorption by the CNTs and investigated their contribution to the model 

using approach of in silico method. The data set taken in account was adsorption coefficient 

(K∞) which was directed to multi walled nanotubes (MWNTs) of OCs pollutants by CNTs. 

Here, we have correlated the adsorption coefficient (K∞) with the molecular descriptors that 

encode the various aspects of molecular structure. 

2.1. Study 1: Dataset 1 

The pollution due to the indiscriminate disposal of different wastes has been causing 

worldwide concern. Wastewater from many industries such as metallurgical, tannery, 

chemical manufacturing, mining, battery manufacturing industries, etc. contains one or more 

toxic metal ions and organic chemicals (OCs), which need to be removed for making 

pollution free water environment. MWCNTS (multi-walled nanotubes) can be used to fulfill 

such purpose.  

The reason for selecting CNTs is because of its large specific surface area, light mass, hollow 

and porous structure of CNTs which makes it applicable for removal of hazardous pollutant 

from both aqueous solutions and gas stream [65-68] CNTs can absorb pollutants through 

various mechanism  such as van der Waals forces, electrostatic interactions, interactions π-π 

interaction, hydrogen bonding and electro phobic interaction, the mechanism depends on the 

type of organic compounds whether polar or non polar [69]. Contributions to adsorption are 

also made by π-electron polarizability. 

The data set consisting of adsorption affinity properties (k∞) of 59 organic contaminants by 

multi-walled carbon nanotubes (MWCNTs) were modeled to understand the essential 

features responsible for the adsorptive activity and the  requisite features of molecules that is 

important to increase or decrease the adsorption coefficient of the organic pollutants. The 

QSPR models would provide an important guidance for the chemists to predict adsorption of 

organic pollutants by multi walled carbon nanotubes (MWNTs) theoretically thereby saving 

the time and resources involved in the experimental determination. 
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Table 1: Compounds name with respective experimental log k∞ values 

No. Chemical Name 

Expt. 

(logK∞) No. Chemical Name 

Expt. 

(logK∞) 

1  pyrene  4.01 31  Bromobenzene 0.5 

2* naphthalene  1.63 32  propylbenzene  0.76 

3*  1-naphthol  0.76 33  4-chlorotoluene 0.82 

4  Biphenyl 2.05 34  Benzonitrile 0.04 

5  2-phenylphenol  1.63 35*  4-fluorophenol  -0.32 

6  benzene  -0.45 36  benzyl alcohol  -0.9 

7*  chlorobenzene  -0.33 37  iodobenzene  0.88 

8  1,2,4-trichlorobenzene 1.17 38  Acetophenone 0.26 

9  nitrobenzene  0.33 39  3-methylphenol  0.08 

10 2,4-dinitrotoluene  2.38 40*  methyl benzoate 0.7 

11 phenol -0.54 41*  4-chloroanisole 1.07 

12 catechol 0.21 42  phenethyl alcohol -0.46 

13 pyrogallol  1.18 43 3-methylbenzl alcohol  -0.15 

14 2,4,6-trichlorophenol  1.43 44 4-ethylphenol  0.62 

15 3-nitrotoluene 1.03 45 3,5-dimethylphenol  0.49 

16 4-nitrophenol  0.77 46 ethyl benzoate 1.14 

17* aniline  -0.77 47 methyl 2-methylbenzoate 1.12 

18 4-chloroaniline  -0.66 48 3-chlorophenol  0.62 

19 2-nitroaniline  1.6 49* 4-nitrotoluene 1.44 

20* 3-nitroaniline  0.72 50 4-chloroacetophenone  1.28 

21* 4-nitroaniline 0.95 51 3-bromophenol 0.79 

22  4-methylphenol  0.06 52 1-methylnaphtalene 1.89 

23 2-chlorophenol  0.08 53  2-dichlorobenzene 0.56 

24  4-chlorophenol 0.74 54 3-dichlorobenzene 0.65 

25  2,4-dichlorophenol 0.96 55*  4-dichlorobenzene 0.51 

26 2-nitrophenol  0.56 56* isophorone  0.01 

27 3-nitrophenol  0.92 57 2-chloronaphthalene 2.73 
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28  1,3-dinitrobenzene 1.46 58 azobenzene  2.72 

29  ethylbenzene 0.19 59*  Phenanthrene 3.29 

30* 4-xylene  0.26       

*test set compounds 

Models were developed using Dragon and PaDel descriptors. Data set division, method like 

K-Medoid [70] was applied for dataset division into training (model development) and test 

set (prediction). The models were developed using methods such as stepwise-Multiple Linear 

Regression (MLR) [71] method in MINITAB software [72] and Best sub set selection 

software. Finally, the selected models were run using intelligent consensus predictor (ICP) 

tool developed in our laboratory [73] to explore whether the quality of predictions of external 

compounds can be enhanced through an “intelligent” selection of multiple models (in this 

paper selected five models). The other validation parameters were also checked. 

 

2.2. Study 2: Dataset 2 

 

Metal oxide nanoparticles (NPs) have unique property due to their size and high density of 

edge or corner sites. There is an increase use of nanoparticles in different areas like space 

technology, pharmacy, environmental engineering, cosmetic, stain–resistant clothing, 

environmental monitoring and so on [74-75]. By the end of 2019, its worldwide market is 

estimated to be $79.8 billion [76]. It has been noted that metal oxide induces toxicity to some 

organisms [77] and is believed that exponential growth in use of nanoparticle may endanger 

human health through the potential induction of cytogenetic, mutagenic, or neurotoxic health 

effects [78-79]. The proposed procedure (method) should be developed which not only 

should be able to perform risk assessment but also to reduce the extensive animal testing and 

provide detail information about toxicity mechanism at molecular level.  

                                                                                                                                                                                                                                                                                                                                       

Usually, Quantitative structure–activity relationship (QSAR) is not applied widely yet for 

predicting the toxicity or physiological activity of the heterogeneous NPs. Due to lack of 

appropriate nano-descriptors which could explain  the characteristics of the NPs, it is very 

difficult to develop nano-QSPR or nano-QSAR models to determine the cytotoxicity for the 

heterogeneous NPs. .  Thus, we have employed a novel approach for development of nano-
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QSTR models to determine the cytotoxicity for the heterogeneous NPs using simple periodic 

table additive descriptors for mixture compounds. Based on the additive descriptors, we have 

developed mono parametric based QSTR models of 34 TiO2-based NPs modified with (poly) 

metallic clusters of novel metals (Au, Ag, Pt) to assess the cytotoxicity (log EC50) towards 

Chinese Hamster Ovary cell line. 

 

The model was developed using period table based descriptors.  After dataset division with 

K-Medoid clustering technique, Best subset selection using mixed descriptors (33 

descriptors) was performed and five mono parametric LR models selected with single 

descriptor based on the MAE based criteria then PLS regression(with one latent variable)  

was performed for the final model  selection. The results were statistically good and aimed at 

providing statistically robust predictions for the toxicological activity of the compounds.  

This model can be used as an efficient tool to assess the toxicity with physiological property 

of the new heterogeneous NPs in future. 
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3. MATERIALS AND METHODS 

The present dissertation aims in implementing a transparent methodological framework for 

the development of predictive QSAR models using simple descriptors. We have endeavored 

to maintain explicitness for computation of the descriptors, thinning of the variable matrix, 

selection of potential features as well as judgment of robustness and predictivity of the 

models. Here, we have presented the details of the dataset along with their activity and 

toxicity data which is being employed for in silico studies i.e. QSPR. The done was divided 

into the following parts as follows 

 Details of datasets consisting chemical structures along with their activity or toxicity 

data. 

 General description of methods implemented for developing QSAR models 

 Study wise specific description of methodologies utilized in each study 

 

3.1. Details of datasets consisting chemical structures along with their activity or 

toxicity data 

 

3.1.1. Dataset I (study 1) 

 

The dataset defined adsorption affinity properties (k∞) of 59 organic contaminants by multi-

walled carbon nanotubes (MWCNTs). All the endpoint values were taken in logarithmic 

scale for the modeling purposes. The data sets mainly contain adsorption data for synthetic 

organic compounds like pyrene, naphthalene, phenol, benzene, aniline, benzoate, 

chloroanisole, alcohol, acetophenone, isophoron, phenanthrene dicamba, atrazine, 

carbamazepine, pyrimidinone, acetamide, piperidine, propionitrile, acrylic acid, 

thiodiethanol, ethanol amine, cyclopentanone, acetone and ethylene glycol derivatives. K∞ is 

adsorption coefficients which could be obtained from isotherm data. K∞ is the ratio of qe and 

Ce (qe and Ce are solid and liquid phase equilibrium concentration respectively, at infinite 

dilution conditions with an average of 0.2% aqueous solubility). The data set details are 

given in Table 3.1. 
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Table 3.1: Compounds name with respective experimental logk∞ values 

Sl. no Chemical Name Chemical Structure Expt. logK∞ 

1 pyrene 

 

4.01 

2
* 

naphthalene  

 

1.63 

3*  1-naphthol  

 

0.76 

4  biphenyl 

 

2.05 

5  2-phenylphenol  

 

1.63 
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6  benzene  

 

-0.45 

7*  chlorobenzene  

 

-0.33 

8* 
 1,2,4-

trichlorobenzene 

 

1.17 

9  nitrobenzene  

 

0.33 

10 2,4-dinitrotoluene  

 

2.38 

11 phenol 

 

-0.54 
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12 catechol 

 

0.21 

13 pyrogallol  

 

1.18 

14
 

2,4,6-trichlorophenol  

 

1.43 

15 3-nitrotoluene 

 

1.03 

16 4-nitrophenol  

 

0.77 

17* aniline  

 

-0.77 
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18 4-chloroaniline  

 

-0.66 

19 2-nitroaniline  

 

1.6 

20
* 

3-nitroaniline  

 

0.72 

21* 4-nitroaniline 

 

0.95 

22
 

 4-methylphenol  

 

0.06 
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23 2-chlorophenol  

 

0.08 

24  4-chlorophenol 

 

0.74 

25  2,4-dichlorophenol 

 

0.96 

26 2-nitrophenol  

 

0.56 

27 3-nitrophenol 

 

0.92 

28
 

 1,3-dinitrobenzene 

 

1.46 
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29  ethylbenzene 

 

0.19 

30* 4-xylene  

 

0.26 

31
 

 bromobenzene 

 

0.5 

32  propylbenzene  

 

0.76 

33  4-chlorotoluene 

 

0.82 
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34  benzonitrile 

 

0.04 

35
* 

 4-fluorophenol  

 

-0.32 

36  benzyl alcohol  

 

-0.9 

37  iodobenzene  

 

0.88 

38
 

 acetophenone  

 

0.26 

39
 

 3-methylphenol  

 

0.08 
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40*  methyl benzoate 

 

0.7 

41*  4-chloroanisole 

 

1.07 

42  phenethyl alcohol 

 

-0.46 

43 3-methylbenzl alcohol  

 

-0.15 

44 4-ethylphenol  

 

0.62 
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45
 

3,5-dimethylphenol  

 

0.49 

46 ethyl benzoate 

 

1.14 

47 
methyl 2-

methylbenzoate 

 

1.12 

48 3-chlorophenol  

 

0.62 

49* 4-nitrotoluene 

 

1.44 
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50
 

4-chloroacetophenone  

 

1.28 

51 3-bromophenol 

 

0.79 

52
 

1-methylnaphtalene 

 

1.89 

53  2-dichlorobenzene 

 

0.56 

54 3-dichlorobenzene 

 

0.65 

55*  4-dichlorobenzene 

 

0.51 
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56* isophorone  

 

0.01 

57 2-chloronaphthalene 

 

2.73 

58 azobenzene  

 

2.72 

59*  phenanthrene 

 

3.29 

 *test set compounds 

3.1.2. Dataset II (study 2) 

We have developed QSTR models of 34 TiO2 [80] NPs (nanoparticles) modified with 

varying amount and types of mixture of noble metals like Ag, Au and Pt (expressed in mole 

%). The cytotoxicity data towards the Chinese hamster ovary cell line (CHO-K1, ATCC® 

CCL-61™) was expressed in –log EC50 (negative logarithm of EC50) for development of 

QSTR models as given in Table 3.2. For the purpose of modeling, all the nanoparticles were 



Chapter 3                                                                                               Materials and Methods  
 

44 
 

utilized and no single NPs were omitted. All the NPs used in the QSTR modeling were 

obtained from micro emulsion method [80]. 

                  Table 3.2: The details of the dataset with observed cytotoxicity values  

No. Element Toxicity (-log EC50) 

1* 0.1Pt 4.53 

2 0.1Au 4.56 

3 0.25Au 4.62 

4 0.5Ag_0.1Pt 4.64 

5* 0.25Au_0.25Pt 4.66 

6 0.05Au_0.05Pt 4.67 

7 0.25Pt 4.67 

8 0.5Au_0.5Pt 4.68 

9* 0.1Au_0.1Pt 4.68 

10 0.5Au_0.25Pt 4.7 

11 0.1Au_0.25Pt 4.7 

12 1.25Pt 4.71 

13* 0.5Ag 4.72 

14* 0.5Pt 4.73 

15 0.5Ag_0.25Pt 4.73 

16 0.5Au_0.1Pt_400 4.75 
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17 0.25Au_0.1Pt 4.76 

18 1.5Ag_0.1Pt 4.84 

19 1.5Ag 4.89 

20* 0.5Ag_0.5Pt 4.94 

21 1.5Ag_0.25Pt 5.01 

22* 2.5Ag_0.1Pt 5.06 

23 1.5Ag_0.5Pt 5.26 

24 2.5Ag_0.5Pt 5.32 

25 2.5Ag 5.35 

26 2.5Ag_0.25Pt 5.37 

27* 4.5Ag_0.1Pt 5.54 

28 6.5Ag_0.1Pt 5.63 

29 4.5Ag_0.25Pt 5.65 

30 4.5Ag_0.5Pt 5.65 

31* 4.5Ag 5.7 

32 6.5Ag_0.5Pt 5.8 

33 6.5Ag_0.25Pt 5.84 

34 6.5Ag 5.88 

 * test set compounds 
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3.2. General description of methods implemented for developing QSAR models 

3.2.1. Descriptor calculation 

Descriptors are the ultimate mathematical representation of the molecules extracting essential 

chemical features required for the exertion of a particular response of interest by a chemical 

compound. According to Todeschini and Consonni [9] a chemical descriptor is defined as 

"The molecular descriptor is the final result of a logic and mathematical procedure which 

transforms chemical information encoded within a symbolic representation of a molecule 

into a useful number or the result of some standardized experiment". Descriptors are the 

numerical representation which is used to correlate the biological and physiological activity 

with its molecular structure. QSPR modeling helps in encoding of the chemical compounds 

to the vector numerical descriptors. 

In our work, we have performed the calculation 2D descriptors covering constitutional, ring 

descriptors, connectivity index, functional group counts, atom centered fragments, atom type 

E-states, 2D atom pairs, molecular properties (using dragon software version 6)[81] and ETA 

indices (using PaDEL descriptor software) [82]. Our models showed satisfactory results with 

2D descriptors only and the descriptors used. We have also calculated Integral additive 

descriptors which are a new approach by Mikolajczyk et.al (2018) [80].  

Table 3.3: Descriptors for QSPR studies from Dragon 

Sl. No 
Category of 

Descriptors 
Notation of descriptors 

1 Constitutional indices MW, AMW, Sv, Se, Sp, Si, Mv, Me, Mp, Mi, nAT, nSK, nBT, nBO, nBM, 

SCBO, RBN, RBF, nDB, nTB, nAB, nH, nC, nN, nO, nP, nS, nF, nCL, nBR, 

nI, nB, nHM, nHet, nX, H%, C%, N%, O%, X%, nCsp3, nCsp2, nCsp 

2 Atom-type E-state 

indices 

SsCH3, SdCH2, SssCH2, StCH, SdsCH, SaaCH, SsssCH, SddC, StsC, 

SdssC, SaasC, SaaaC, SssssC, SsNH2, SssNH, SdNH, SsssN, SdsN, SaaN, 

StN, SsNH3+, SssNH2+, SdNH2+, SsssNH+, SssssN+, SddsN, SaasN, 

SaaNH, SsOH, SdO, SssO, SaaO, SsPH2, SssPH, SsssP, SdsssP, SddsP, 

SsssssP, SsSH, SdS, SssS, SaaS, SdssS, SddssS, SssssssS, SsF, SsCl, SsBr, 

SsI, SsLi, SsBH2, SssBH, SsssB, SssssB-, NsCH3, NdCH2, NssCH2, NtCH, 
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NdsCH, NaaCH, NsssCH, NddC, NtsC, NdssC, NaasC, NaaaC, NssssC, 

NsNH2, NssNH, NdNH, NsssN, NdsN, NaaN, NtN, NsNH3+, NssNH2+, 

NdNH2+, NsssNH+, NssssN+, NddsN, NaasN, NaaNH, NsOH, NdO, NssO, 

NaaO, NsPH2, NssPH, NsssP, NdsssP, NddsP, NsssssP, NsSH, NdS, NssS, 

NaaS, NdssS, NddssS, NssssssS, NsF, NsCl, NsBr, NsI, NsLi, NsBH2, 

NssBH, NsssB, NssssB 

3 Functional group counts nCp, nCs, nCt, nCq, nCrs, nCrt, nCrq, nCar, nCbH, nCb-, nCconj, nR=Cp, 

nR=Cs, nR=Ct, n=C=, nR#CH/X, nR#C-, nROCN, nArOCN, nRNCO, 

nArNCO, nRSCN, nArSCN, nRNCS, nArNCS, nRCOOH, nArCOOH, 

nRCOOR, nArCOOR, nRCONH2, nArCONH2, nRCONHR, nArCONHR, 

nRCONR2, nArCONR2, nROCON, nArOCON, nRCOX, nArCOX, 

nRCSOH, nArCSOH, nRCSSH, nArCSSH, nRCOSR, nArCOSR, nRCSSR, 

nArCSSR, nRCHO, nArCHO, nRCO, nArCO, nCONN, nC=O(O)2, nN=C-

N<, nC(=N)N2, nRC=N, nArC=N, nRCNO, nArCNO, nRNH2, nArNH2, 

nRNHR, nArNHR, nRNR2, nArNR2, nN-N, nN=N, nRCN, nArCN, nN+, 

nNq, nRNHO, nArNHO, nRNNOx, nArNNOx, nRNO, nArNO, nRNO2, 

nArNO2, nN(CO)2, nC=N-N<, nROH, nArOH, nOHp, nOHs, nOHt, nROR, 

nArOR, nROX, nArOX, nO(C=O)2, nH2O, nSH, nC=S, nRSR, nRSSR, nSO, 

nS(=O)2, nSOH, nSOOH, nSO2OH, nSO3OH, nSO2, nSO3, nSO4, nSO2N, 

nPO3, nPO4, nPR3, nP(=O)O2R, nP(=O)R3/nPR5, nCH2RX, nCHR2X, 

nCR3X, nR=CHX, nR=CRX, nR#CX, nCHRX2, nCR2X2, nR=CX2, 

nCRX3, nArX, nCXr, nCXr=, nCconjX, nAziridines, nOxiranes, nThiranes, 

nAzetidines, nOxetanes, nThioethanes, nBeta-Lactams, nPyrrolidines, 

nOxolanes, ntH-Thiophenes, nPyrroles, nPyrazoles, nImidazoles, nFuranes, 

nThiophenes, nOxazoles, nIsoxazoles, nThiazoles, nIsothiazoles, nTriazoles, 

nPyridines, nPyridazines, nPyrimidines, nPyrazines, n135-Triazines, n124-

Triazines, nHDon, nHAcc, nHBonds 

4 2D Atom Pairs T(N..N), T(N..O), T(N..S), T(N..P), T(N..F), T(N..Cl), T(N..Br), T(N..I), 

T(O..O), T(O..S), T(O..P), T(O..F), T(O..Cl), T(O..Br), T(O..I), T(S..S), 

T(S..P), T(S..F), T(S..Cl), T(S..Br), T(S..I), T(P..P), T(P..F), T(P..Cl), 

T(P..Br), T(P..I), T(F..F), T(F..Cl), T(F..Br), T(F..I), T(Cl..Cl), T(Cl..Br), 

T(Cl..I), T(Br..Br), T(Br..I), T(I..I), B01[C-C], B01[C-N], B01[C-O], B01[C-

S], B01[C-P], B01[C-F], B01[C-Cl], B01[C-Br], B01[C-I], B01[C-B], 

B01[C-Si], B01[C-X], B01[N-N], B01[N-O], B01[N-S], B01[N-P], B01[N-

F], B01[N-Cl], B01[N-Br], B01[N-I], B01[N-B], B01[N-Si], B01[N-X], 

B01[O-O], B01[O-S], B01[O-P], B01[O-F], B01[O-Cl], B01[O-Br], B01[O-

I], B01[O-B], B01[O-Si], B01[O-X], B01[S-S], B01[S-P], B01[S-F], B01[S-

Cl], B01[S-Br], B01[S-I], B01[S B], B01[S-Si], B01[S-X], B01[P-P], B01[P-

F], B01[P-Cl], B01[P-Br], B01[P-I], B01[P-B], B01[P-Si], B01[P-X], B01[F-

F], B01[F-Cl], B01[F-Br], B01[F-I], B01[F-B], B01[F-Si], B01[F-X], 

B01[Cl- Cl], B01[Cl-Br], B01[Cl-I], B01[Cl-B], B01[Cl-Si], B01[Cl-X], 

B01[Br-Br], B01[Br-I], B01[Br-B], B01[Br-Si], B01[Br-X], B01[I-I], 

B01[IB], B01[I-Si], B01[I-X], B01[B-B], B01[B-Si], B01[B-X], B01[Si-Si], 

B01[Si-X], B01[X-X], B02[C-C], B02[C-N], B02[C-O], B02[C-S], B02[C-

P], B02[C-F], B02[C-Cl], B02[C-Br], B02[C-I], B02[C-B], B02[C-Si], 
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B02[C-X], B02[N-N], B02[N-O], B02[N-S], B02[N-P], B02[N-F], B02[N-

Cl], B02[N-Br], B02[N-I], B02[N-B], B02[N-Si], B02[N-X], B02[O-O], 

B02[O-S], B02[O-P], B02[O-F], B02[O-Cl], B02[O-Br], B02[O-I], B02[O-

B], B02[O-Si], B02[O-X], B02[S-S], B02[S-P], B02[S-F], B02[S-Cl], B02[S-

Br], B02[S-I], B02[S-B], B02[S-Si], B02[S-X], B02[P-P], B02[P-F], B02[P-

Cl], B02[P-Br], B02[P-I], B02[P-B], B02[P-Si], B02[P-X], B02[F-F], B02[F-

Cl], B02[F-Br], B02[F-I], B02[F-B], B02[F-Si], B02[F-X], B02[Cl-Cl], 

B02[Cl-Br], B02[Cl-I], B02[Cl-B], B02[Cl-Si], B02[Cl-X], B02[Br-Br], 

B02[Br-I], B02[Br-B], B02[Br-Si], B02[Br-X], B02[I-I], B02[I-B], B02[I-

Si], B02[I-X], B02[B-B], B02[B-Si], B02[B-X], B02[Si-Si], B02[Si-X], 

B02[X-X], B03[C-C], B03[C-N], B03[C-O], B03[C-S], B03[C-P], B03[C-F], 

B03[C-Cl], B03[C-Br], B03[C-I], B03[C-B], B03[C-Si], B03[CX], B03[N-

N], B03[N-O], B03[N-S], B03[N-P], B03[N-F], B03[N-Cl], B03[N-Br], 

B03[N-I], B03[N-B], B03[N-Si], B03[N-X], B03[O-O], B03[O-S], B03[O-

P], B03[O-F], B03[O-Cl], B03[O-Br], B03[O-I], B03[O-B], B03[O-Si], 

B03[O-X], B03[S-S], B03[S-P], B03[S-F], B03[S-Cl], B03[S-Br], B03[S-I], 

B03[S-B], B03[S-Si], B03[S-X], B03[P-P], B03[P-F], B03[P-Cl], B03[P-Br], 

B03[P-I], B03[P-B], B03[P-Si], B03[P-X], B03[F-F], B03[F-Cl], B03[F-Br], 

B03[F-I], B03[F-B], B03[F-Si], B03[F-X], B03[Cl-Cl], B03[Cl-Br], B03[Cl-

I], B03[Cl-B], B03[Cl-Si], B03[Cl-X], B03[Br-Br], B03[Br-I], B03[Br-B], 

B03[Br-Si], B03[Br-X], B03[I-I], B03[I-B], B03[I-Si], B03[I-X], B03[B-B], 

B03[B-Si], B03[B-X], B03[Si-Si], B03[Si-X], B03[X-X], B04[C-C], B04[C-

N], B04[C-O], B04[C-S], B04[C-P], B04[C-F], B04[C-Cl], B04[C-Br], 

B04[C-I], B04[C-B], B04[C-Si], B04[C-X], B04[N-N], B04[N-O], B04[N-

S], B04[N-P], B04[N-F], B04[N-Cl], B04[N-Br], B04[N-I], B04[N-B], 

B04[N-Si], B04[N-X], B04[O-O], B04[O-S], B04[O-P], B04[O-F], B04[O-

Cl], B04[O-Br], B04[O-I], B04[O-B], B04[O-Si], B04[O-X], B04[S-S], 

B04[S-P], B04[S-F], B04[S-Cl], B04[S-Br], B04[S-I], B04[S-B], B04[S-Si], 

B04[S-X], B04[P-P], B04[P-F], B04[P-Cl], B04[P-Br], B04[P-I], B04[P-B], 

B04[P-Si], B04[P-X], B04[F-F], B04[F-Cl], B04[F-Br], B04[F-I], B04[F-B], 

B04[F-Si], B04[FX], B04[Cl-Cl], B04[Cl-Br], B04[Cl-I], B04[Cl-B], 

B04[Cl-Si], B04[Cl-X], B04[Br-Br], B04[Br-I], B04[Br-B], B04[Br-Si], 

B04[Br-X], B04[I-I], B04[I-B], B04[I-Si], B04[I-X], B04[B-B], B04[B-Si], 

B04[B-X], B04[Si-Si], B04[Si-X], B04[X-X], B05[C-C], B05[C-N], 

B05[CO], B05[C-S], B05[C-P], B05[C-F], B05[C-Cl], B05[C-Br], B05[C-I], 

B05[C-B], B05[C-Si], B05[C-X], B05[N-N], B05[N-O], B05[N-S], B05[N-

P], B05[N-F], B05[N-Cl], B05[N-Br], B05[N-I], B05[N-B], B05[N-Si], 

B05[N-X], B05[O-O], B05[O-S], B05[O-P], B05[O-F], B05[O-Cl], B05[O-

Br], B05[O-I], B05[O-B], B05[O-Si], B05[O-X], B05[S-S], B05[S-P], 

B05[S-F], B05[S-Cl], B05[S-Br], B05[S-I], B05[SB], B05[S-Si], B05[S-X], 

B05[P-P], B05[P-F], B05[P-Cl], B05[P-Br], B05[P-I], B05[P-B], B05[P-Si], 

B05[P-X], B05[F-F], B05[F-Cl], B05[F-Br], B05[F-I], B05[F-B], B05[F-Si], 

B05[F-X], B05[Cl-Cl], B05[Cl-Br], B05[Cl-I], B05[Cl-B], B05[Cl-Si], 

B05[Cl-X], B05[Br-Br], B05[Br-I], B05[Br-B], B05[Br-Si], B05[Br-X], 

B05[I-I], B05[I-B], B05[I-Si], B05[I-X], B05[B-B], B05[B-Si], B05[B-X], 

B05[Si-Si], B05[Si-X], B05[X-X], B06[C-C], B06[C-N], B06[C-O], B06[C-
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S], B06[C-P], B06[C-F], B06[C-Cl], B06[C-Br], B06[C-I], B06[C-B], 

B06[C-Si], B06[C-X], B06[N-N], B06[N-O], B06[N-S], B06[N-P], B06[N-

F], B06[N-Cl], B06[N-Br], B06[N-I], B06[N-B], B06[N-Si], B06[N-X], 

B06[O-O], B06[O-S], B06[O-P], B06[O-F], B06[O-Cl], B06[O-Br], B06[O-

I], B06[O-B], B06[O-Si], B06[O-X], B06[S-S], B06[S-P], B06[S-F], B06[S-

Cl], B06[S-Br], B06[S-I], B06[S-B], B06[S-Si], B06[S-X], B06[P-P], B06[P-

F], B06[P-Cl], B06[P-Br], B06[P-I], B06[P-B], B06[P-Si], B06[P-X], B06[F-

F], B06[F-Cl], B06[F-Br], B06[F-I], B06[F-B], B06[F-Si], B06[F-X], 

B06[Cl-Cl], B06[Cl-Br], B06[Cl-I], B06[Cl-B], B06[Cl-Si], B06[Cl-X], 

B06[Br-Br], B06[Br-I], B06[Br-B], B06[Br-Si], B06[Br-X], B06[I-I], B06[I-

B], B06[I-Si], B06[I-X], B06[B-B], B06[B-Si], B06[B-X], B06[Si-Si], 

B06[Si-X], B06[X-X], B07[C-C], B07[C-N], B07[C-O], B07[C-S], B07[C-

P], B07[C-F], B07[C-Cl], B07[C-Br], B07[C-I], B07[C-B], B07[C-Si], 

B07[C-X], B07[N-N], B07[N-O], B07[N-S], B07[N-P], B07[N-F], B07[N-

Cl], B07[N-Br], B07[N-I], B07[N-B], B07[N-Si], B07[N-X], B07[O-O], 

B07[O-S], B07[O-P], B07[O-F], B07[O-Cl], B07[O-Br], B07[O-I], B07[O-

B], B07[O-Si], B07[O-X], B07[S-S], B07[S-P], B07[S-F], B07[S-Cl], B07[S-

Br], B07[S-I], B07[S-B], B07[S-Si], B07[SX], B07[P-P], B07[P-F], B07[P-

Cl], B07[P-Br], B07[P-I], B07[P-B], B07[P-Si], B07[P-X], B07[F-F], B07[F-

Cl], B07[F-Br], B07[F-I], B07[F-B], B07[F-Si], B07[F-X], B07[Cl-Cl], 

B07[Cl-Br], B07[Cl-I], B07[Cl-B], B07[Cl-Si], B07[Cl-X], B07[Br-Br], 

B07[Br-I], B07[Br-B], B07[Br-Si], B07[Br-X], B07[I-I], B07[I-B], B07[I-

Si], B07[I-X], B07[B-B], B07[B-Si], B07[B-X], B07[Si-Si], B07[Si-X], 

B07[X-X], B08[CC], B08[C-N], B08[C-O], B08[C-S], B08[C-P], B08[C-F], 

B08[C-Cl], B08[C-Br], B08[C-I], B08[C-B], B08[C-Si], B08[C-X], B08[N-

N], B08[N-O], B08[N-S], B08[N-P], B08[N-F], B08[N-Cl], B08[N-Br], 

B08[N-I], B08[N-B], B08[N-Si], B08[N-X], B08[O-O], B08[O-S], B08[O-

P], B08[O-F], B08[O-Cl], B08[O-Br], B08[O-I], B08[O-B], B08[O-Si], 

B08[O-X], B08[S-S], B08[S-P], B08[S-F], B08[S-Cl], B08[S-Br], B08[S-I], 

B08[S-B], B08[S-Si], B08[S-X], B08[P-P], B08[P-F], B08[P-Cl], B08[P-Br], 

B08[P-I], B08[P-B], B08[P-Si], B08[P-X], B08[F-F], B08[F-Cl], B08[F-Br], 

B08[F-I], B08[F-B], B08[F-Si], B08[F-X], B08[Cl-Cl]B08[Cl-Br], B08[Cl-

I], B08[Cl-B], B08[Cl-Si], B08[Cl-X], B08[Br-Br], B08[Br-I], B08[Br-B], 

B08[Br-Si], B08[Br-X], B08[I-I], B08[I-B], B08[I-Si], B08[I-X], B08[B-B], 

B08[B-Si], B08[B-X], B08[Si-Si], B08[Si-X], B08[X-X], B09[C-C], B09[C-

N], B09[C-O], B09[C-S], B09[C-P], B09[C-F], B09[C-Cl], B09[C-Br], 

B09[C-I], B09[C-B], B09[C-Si], B09[C-X], B09[N-N], B09[N-O], B09[N-

S], B09[N-P], B09[N-F], B09[N-Cl], B09[N-Br], B09[N-I], B09[N-B], 

B09[N-Si], B09[N-X], B09[O-O], B09[O-S], B09[O-P], B09[O-F], B09[O-

Cl], B09[O-Br], B09[O-I], B09[O-B], B09[O-Si], B09[O-X], B09[S-S], 

B09[S-P], B09[S-F], B09[S-Cl], B09[S-Br], B09[S-I], B09[S-B], B09[S-Si], 

B09[S-X], B09[P-P], B09[P-F], B09[P-Cl], B09[P-Br], B09[P-I], B09[P-B], 

B09[P-Si], B09[P-X], B09[F-F], B09[F-Cl], B09[F-Br], B09[F-I], B09[F-B], 

B09[F-Si], B09[F-X], B09[Cl-Cl], B09[Cl-Br], B09[Cl-I], B09[Cl-B], 

B09[Cl-Si], B09[Cl-X], B09[Br-Br], B09[Br-I], B09[Br-B], B09[Br-Si], 

B09[Br-X], B09[I-I], B09[IB], B09[I-Si], B09[I-X], B09[B-B], B09[B-Si], 
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B09[B-X], B09[Si-Si], B09[Si-X], B09[X-X], B10[C-C], B10[C-N], B10[C-

O], B10[C-S], B10[C-P], B10[C-F], B10[C-Cl], B10[C-Br], B10[C-I], 

B10[C-B], B10[C-Si], B10[C-X], B10[N-N], B10[N-O], B10[N-S], B10[N-

P], B10[N-F], B10[N-Cl], B10[N-Br], B10[N-I], B10[N-B], B10[N- Si], 

B10[N-X], B10[O-O], B10[O-S], B10[O-P], B10[O-F], B10[O-Cl], B10[O-

Br], B10[O-I], B10[O-B], B10[O-Si], B10[O-X], B10[S-S], B10[S-P], 

B10[S-F], B10[S-Cl], B10[S-Br], B10[S-I], B10[S-B], B10[S-Si], B10[S-X], 

B10[P-P], B10[P-F], B10[P-Cl], B10[P-Br], B10[P-I], B10[P-B], B10[P-Si], 

B10[P-X], B10[F-F], B10[F-Cl], B10[F-Br], B10[F-I], B10[F-B], B10[F-Si], 

B10[F-X], B10[Cl-Cl], B10[Cl-Br], B10[Cl-I], B10[Cl-B], B10[Cl-Si], 

B10[Cl-X], B10[Br-Br], B10[Br-I], B10[Br-B], B10[Br-Si], B10[Br-X], 

B10[I-I], B10[I-B], B10[I-Si], B10[I-X], B10[B-B], B10[B-Si], B10[B-X], 

B10[Si-Si], B10[Si-X], B10[X-X], F01[C-C], F01[C-N], F01[C-O], F01[C-

S], F01[C-P], F01[C-F], F01[C-Cl], F01[C-Br], F01[C-I], F01[C-B], F01[C-

Si], F01[C-X], F01[N-N], F01[N-O], F01[N-S], F01[N-P], F01[N-F], F01[N-

Cl], F01[N-Br], F01[N-I], F01[N-B], F01[N-Si], F01[N-X], F01[O-O], 

F01[OS], F01[O-P], F01[O-F], F01[O-Cl], F01[O-Br], F01[O-I], F01[O-B], 

F01[O-Si], F01[O-X], F01[S-S], F01[S-P], F01[S-F], F01[S-Cl], F01[S-Br], 

F01[S-I], F01[S-B], F01[S-Si], F01[S-X], F01[P-P], F01[P-F], F01[P-Cl], 

F01[P-Br], F01[P-I], F01[P-B], F01[P-Si], F01[P-X], F01[F-F], F01[F-Cl], 

F01[F-Br], F01[F-I], F01[F-B], F01[F-Si], F01[F-X], F01[Cl-Cl], F01[Cl-

Br], F01[Cl-I], F01[Cl-B], F01[Cl-Si], F01[Cl-X], F01[Br-Br], F01[Br-I], 

F01[Br-B], F01[Br-Si], F01[Br-X], F01[I-I], F01[I-B], F01[I-Si], F01[I-X], 

F01[B-B], F01[B-Si], F01[B-X], F01[Si- Si], F01[Si-X], F01[X-X], F02[C-

C], F02[C-N], F02[C-O], F02[C-S], F02[C-P], F02[C-F], F02[C-Cl], F02[C-

Br], F02[C-I], F02[C-B], F02[C-Si], F02[C-X], F02[N-N], F02[N-O], F02[N-

S], F02[N-P], F02[N-F], F02[N-Cl], F02[N-Br], F02[N-I], F02[N-B], F02[N-

Si], F02[NX], F02[O-O], F02[O-S], F02[O-P], F02[O-F], F02[O-Cl], F02[O-

Br], F02[O-I], F02[O-B], F02[O-Si], F02[O-X], F02[S-S], F02[S-P], 

F02[SF], F02[S-Cl], F02[S-Br], F02[S-I], F02[S-B], F02[S-Si], F02[S-X], 

F02[P-P], F02[P-F], F02[P-Cl], F02[P-Br], F02[P-I], F02[P-B], F02[P-Si], 

F02[P-X], F02[F-F], F02[F-Cl], F02[F-Br], F02[F-I], F02[F-B], F02[F-Si], 

F02[F-X], F02[Cl-Cl], F02[Cl-Br], F02[Cl-I], F02[Cl-B], F02[Cl-Si], 

F02[Cl-X], F02[Br-Br], F02[Br-I], F02[Br-B], F02[Br-Si], F02[Br-X], F02[I-

I], F02[I-B], F02[I-Si], F02[I-X], F02[B-B], F02[B-Si], F02[B-X], F02[Si-

Si], F02[Si-X], F02[X-X], F03[C-C], F03[C-N], F03[C-O], F03[C-S], F03[C-

P], F03[C-F], F03[C-Cl], F03[C-Br], F03[C-I], F03[C-B], F03[C-Si], F03[C-

X], F03[N-N], F03[N-O], F03[N-S], F03[N-P], F03[N-F], F03[N-Cl], F03[N-

Br], F03[N-I], F03[N-B], F03[N-Si], F03[N-X], F03[O-O], F03[O-S], 

F03[O-P], F03[O-F], F03[O-Cl], F03[O-Br], F03[O-I], F03[O-B], F03[O-Si], 

F03[O-X], F03[SS], F03[S-P], F03[S-F], F03[S-Cl], F03[S-Br], F03[S-I], 

F03[S-B], F03[S-Si], F03[S-X], F03[P-P], F03[P-F], F03[P-Cl], F03[P-Br], 

F03[P-I],F03[P-B], F03[P-Si], F03[P-X], F03[F-F], F03[F-Cl], F03[F-Br], 

F03[F-I], F03[F-B], F03[F-Si], F03[F-X], F03[Cl-Cl], F03[Cl-Br], F03[Cl- 

I], F03[Cl-B], F03[Cl-Si], F03[Cl-X], F03[Br-Br], F03[Br-I], F03[Br-B], 

F03[Br-Si], F03[Br-X], F03[I-I], F03[I-B], F03[I-Si], F03[I-X],F03[B-B], 
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F03[B-Si], F03[B-X], F03[Si-Si], F03[Si-X], F03[X-X], F04[C-C], F04[C-

N], F04[C-O], F04[C-S], F04[C-P], F04[C-F],F04[C-Cl],F04[C-Br], F04[C-

I], F04[C-B], F04[C-Si], F04[C-X], F04[N-N], F04[N-O], F04[N-S], F04[N-

P], F04[N-F], F04[N-Cl], F04[N-Br],F04[N-I], F04[N-B], F04[N-Si], F04[N-

X], F04[O-O], F04[O-S], F04[O-P], F04[O-F], F04[O-Cl], F04[O-Br], 

F04[O-I], F04[O-B], F04[O-Si],F04[O-X], F04[S-S], F04[S-P], F04[S-F], 

F04[S-Cl], F04[S-Br], F04[S-I], F04[S-B], F04[S-Si], F04[S-X], F04[P-P], 

F04[P-F], F04[P-Cl],F04[P-Br], F04[P-I], F04[P-B], F04[P-Si], F04[P-X], 

F04[F-F], F04[F-Cl], F04[F-Br], F04[F-I], F04[F-B], F04[F-Si], F04[F-X], 

F04[Cl-Cl], F04[Cl-Br], F04[Cl-I], F04[Cl-B], F04[Cl-Si], F04[Cl-X], 

F04[Br-Br], F04[Br-I], F04[Br-B], F04[Br-Si], F04[Br-X], F04[I-I], F04[I-

B],F04[I-Si], F04[I-X], F04[B-B], F04[B-Si], F04[B-X], F04[Si-Si], F04[Si-

X], F04[X-X], F05[C-C], F05[C-N], F05[C-O], F05[C-S], F05[C-P],F05[C-

F], F05[C-Cl], F05[C-Br], F05[C-I], F05[C-B], F05[C-Si], F05[C-X], F05[N-

N], F05[N-O], F05[N-S], F05[N-P], F05[N-F], F05[N], Cl], F05[N-Br], 

F05[N-I], F05[N-B], F05[N-Si], F05[N-X], F05[O-O], F05[O-S], F05[O-P], 

F05[O-F], F05[O-Cl], F05[O-Br], F05[O-I],F05[O-B], F05[O-Si], F05[O-X], 

F05[S-S], F05[S-P], F05[S-F], F05[S-Cl], F05[S-Br], F05[S-I], F05[S-B], 

F05[S-Si], F05[S-X], F05[P-P],F05[P-F], F05[P-Cl], F05[P-Br], F05[P-I], 

F05[P-B], F05[P-Si], F05[P-X], F05[F-F], F05[F-Cl], F05[F-Br], F05[F-I], 

F05[F-B], F05[F-Si],F05[F-X], F05[Cl-Cl], F05[Cl-Br], F05[Cl-I], F05[Cl-

B], F05[Cl-Si], F05[Cl-X], F05[Br-Br], F05[Br-I], F05[Br-B], F05[Br-Si], 

F05[Br-X],F05[I-I], F05[I-B], F05[I-Si], F05[I-X], F05[B-B], F05[B-Si], 

F05[B-X], F05[Si-Si], F05[Si-X], F05[X-X], F06[C-C], F06[C-N], F06[C-

O],F06[C-S], F06[C-P], F06[C-F], F06[C-Cl], F06[C-Br], F06[C-I], F06[C-

B], F06[C-Si], F06[C-X], F06[N-N], F06[N-O], F06[N-S], F06[N-P],F06[N-

F], F06[N-Cl], F06[N-Br], F06[N-I], F06[N-B], F06[N-Si], F06[N-X], 

F06[O-O], F06[O-S], F06[O-P], F06[O-F], F06[O-Cl], F06[O-Br],F06[O-I], 

F06[O-B], F06[O-Si], F06[O-X], F06[S-S], F06[S-P], F06[S-F], F06[S-Cl], 

F06[S-Br], F06[S-I], F06[S-B], F06[S-Si], F06[SX],F06[P-P], F06[P-F], 

F06[P-Cl], F06[P-Br], F06[P-I], F06[P-B], F06[P-Si], F06[P-X], F06[F-F], 

F06[F-Cl], F06[F-Br], F06[F-I], F06[FB], F06[F-Si], F06[F-X], F06[Cl-Cl], 

F06[Cl-Br], F06[Cl-I], F06[Cl-B], F06[Cl-Si], F06[Cl-X], F06[Br-Br], 

F06[Br-I], F06[Br-B], F06[Br-Si], F06[Br-X], F06[I-I], F06[I-B], F06[I-Si], 

F06[I-X], F06[B-B], F06[B-Si], F06[B-X], F06[Si-Si], F06[Si-X], F06[X-X], 

F07[C-C], F07[CN],F07[C-O], F07[C-S], F07[C-P], F07[C-F], F07[C-Cl], 

F07[C-Br], F07[C-I], F07[C-B], F07[C-Si], F07[C-X], F07[N-N], F07[N-

O],F07[N-S], F07[N-P], F07[N-F], F07[N-Cl], F07[N-Br], F07[N-I], F07[N-

B], F07[N-Si], F07[N-X], F07[O-O], F07[O-S], F07[O-P], F07[OF],F07[O-

Cl], F07[O-Br], F07[O-I], F07[O-B], F07[O-Si], F07[O-X], F07[S-S], F07[S-

P], F07[S-F], F07[S-Cl], F07[S-Br], F07[S-I], F07[SB],F07[S-Si], F07[S-X], 

F07[P-P], F07[P-F], F07[P-Cl], F07[P-Br], F07[P-I], F07[P-B], F07[P-Si], 

F07[P-X], F07[F-F], F07[F-Cl], F07[F-Br],F07[F-I], F07[F-B], F07[F-Si], 

F07[F-X], F07[Cl-Cl], F07[Cl-Br], F07[Cl-I], F07[Cl-B], F07[Cl-Si], 

F07[Cl-X], F07[Br-Br], F07[Br-I],F07[Br-B], F07[Br-Si], F07[Br-X], F07[I-

I], F07[I-B], F07[I-Si], F07[I-X], F07[B-B], F07[B-Si], F07[B-X], F07[Si-
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Si], F07[Si-X], F07[XX],F08[C-C], F08[C-N], F08[C-O], F08[C-S], F08[C-

P], F08[C-F], F08[C-Cl], F08[C-Br], F08[C-I], F08[C-B], F08[C-Si], F08[C-

X],F08[N-N], F08[N-O], F08[N-S], F08[N-P], F08[N-F], F08[N-Cl], F08[N-

Br], F08[N-I], F08[N-B], F08[N-Si], F08[N-X], F08[O-O], F08[OS],F08[O-

P], F08[O-F], F08[O-Cl], F08[O-Br], F08[O-I], F08[O-B], F08[O-Si], 

F08[O-X], F08[S-S], F08[S-P], F08[S-F], F08[S-Cl], F08[S-Br],F08[S-I], 

F08[S-B], F08[S-Si], F08[S-X], F08[P-P], F08[P-F], F08[P-Cl], F08[P-Br], 

F08[P-I], F08[P-B], F08[P-Si], F08[P-X], F08[F-F],F08[F-Cl], F08[F-Br], 

F08[F-I], F08[F-B], F08[F-Si], F08[F-X], F08[Cl-Cl], F08[Cl-Br], F08[Cl-I], 

F08[Cl-B], F08[Cl-Si], F08[Cl-X],F08[Br-Br], F08[Br-I], F08[Br-B], 

F08[Br-Si], F08[Br-X], F08[I-I], F08[I-B], F08[I-Si], F08[I-X], F08[B-B], 

F08[B-Si], F08[B-X], F08[Si-Si], F08[Si-X], F08[X-X], F09[C-C], F09[C-

N], F09[C-O], F09[C-S], F09[C-P], F09[C-F], F09[C-Cl], F09[C-Br], F09[C-

I], F09[C-B],F09[C-Si], F09[C-X], F09[N-N], F09[N-O], F09[N-S], F09[N-

P], F09[N-F], F09[N-Cl], F09[N-Br], F09[N-I], F09[N-B], F09[N-Si], 

F09[NX],F09[O-O], F09[O-S], F09[O-P], F09[O-F], F09[O-Cl], F09[O-Br], 

F09[O-I], F09[O-B], F09[O-Si], F09[O-X], F09[S-S], F09[S-P], 

F09[SF],F09[S-Cl], F09[S-Br], F09[S-I], F09[S-B], F09[S- Si], F09[S-X], 

F09[P-P], F09[P-F], F09[P-Cl], F09[P-Br], F09[P-I], F09[P-B], F09[-

Si],F09[P-X], F09[F-F], F09[F-Cl], F09[F-Br], F09[F-I], F09[F-B], F09[F-

Si], F09[F-X], F09[Cl-Cl], F09[Cl-Br], F09[Cl-I], F09[Cl-B],F09[Cl-Si], 

F09[Cl-X], F09[Br-Br], F09[Br-I], F09[Br-B], F09[Br-Si], F09[Br-X], F09[I-

I], F09[I-B], F09[I-Si], F09[I-X], F09[B-B], F09[B-Si],F09[B-X], F09[Si-Si], 

F09[Si-X], F09[X-X], F10[C-C], F10[C-N], F10[C-O], F10[C-S], F10[C-P], 

F10[C-F], F10[C-Cl], F10[C-Br],F10[C-I], F10[C-B], F10[C-Si], F10[C-X], 

F10[N-N], F10[N-O], F10[N-S], F10[N-P], F10[N-F], F10[N-Cl], F10[N-Br], 

F10[N-I], F10[N-B], F10[N-Si], F10[N-X], F10[O-O], F10[O-S], F10[O-P], 

F10[O-F], F10[O-Cl], F10[O-Br], F10[O-I], F10[O-B], F10[O-Si], F10[O-X], 

F10[SS], F10[S-P], F10[S-F], F10[S-Cl], F10[S-Br], F10[S-I], F10[S-B], 

F10[S-Si], F10[S-X], F10[P-P], F10[P-F], F10[P-Cl], F10[P-Br], F10[P-

I],F10[P-B], F10[P-Si], F10[P-X], F10[F-F], F10[F-Cl], F10[F-Br], F10[F-I], 

F10[F-B], F10[F-Si], F10[F-X], F10[Cl-Cl], F10[Cl-Br], F10[Cl-I], F10[Cl-

B], F10[Cl-Si], F10[Cl-X], F10[Br-Br], F10[Br-I], F10[Br-B],F10[Br-

Si],F10[Br-X], F10[I-I], F10[I-B], F10[I-Si],F10[I-X],F10[B-B], F10[B-Si], 

F10[B-X], F10[Si-Si], F10[Si-X], F10[X-X] 

5 Ring descriptors nCIC ,nCIR ,TRS ,Rperim ,Rbrid , MCD, RFD ,RCI , NRS, NNRS, nR03, 

nR04 , nR05, nR06, nR07 ,nR08 ,nR09 nR10 , nR11, nR12 ,nBnz , ARR , 

D/Dtr03 ,D/Dtr04 , D/Dtr05,D/Dtr06,D/Dtr07, D/Dtr08 , D/Dtr09 ,D/Dtr10 

,D/Dtr11 

6 Connectivity index X0, X1, X2, X3, X4, X5, X0A, X1A, X2A, X3A, X4A,  X5A, X0v, X1v, 

X2v,  X4v, X5v, X0Av, X1Av, X2Av, X3Av ,X4Av, X5Av ,X0sol X1sol, 

X2sol, X3sol, X4sol, X5sol, XMOD, RDCHI, RDSQ, X1Kup, X1Mad, 

X1Pe, X1MulPer 
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Table 3.4: Extended Topochemical Atom (ETA) indices (obtained from PaDel software)  

Sl. 

No. 
Definition Significance 

1 

 

A measure of count of non-hydrogen heteroatoms 

[NV stands for total number of atoms excluding 

hydrogens] 

2 

 

A measure of count of hydrogen bond acceptor 

atoms and/or polar surface area 

3 

 

A measure of electronegative atom count [N stands 

for total number of atoms including hydrogens] 

4 

 

A measure of electronegative atom count [EH 

stands for excluding hydrogens] 

5 

 

[R stands for reference alkane] 

6 

 

[SS stands for saturated carbon skeleton] 
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7 Molecular properties Ui, Hy, AMR, TPSA(NO), TPSA(Tot), MLOGP, MLOGP2, ALOGP, 

ALOGP2, SAtot, SAacc, SAdon, Vx, VvdwM, VvdwZAZ, PDI, BLTF96, 

BLTD48, BLTA96  

8 Atom centered fragments C-001 ,C-002,C-003, C-004, C-005, C-006,,C-007, C-008 C-009, C-010, C-

011, C-012, C-013, C-014, C-015, C-016, C-017, C-018, C-019, C-020, C-

021, C-022, C-023, C-024, C-025, C-026, C-027, C-028, C-029, C-030, C-

031, C-032, C-033, C-034, C-035, C-036, C-037, C-038, C-039, C-040, C-

041, C-042 ,C-043, C-044, H-046, H-047 ,H-048, H-049, H-050, H-051, H-

052 ,H-053, H-054, H-055, O-056, O-057, O-058, O-059, O-060, O-061, O-

062, O-063, Se-064, Se-065, N-066, N-067, N-068, N-069, N-070, N-071, N-

072, N-073, N-074, N-075, N-076, N-077, N-078, N-079,  F-081,  F-082 , F-

083,  F-084, F-085, Cl-086, Cl-087 ,Cl-088,  Cl-089,  Cl-090, Br-091, Br-

092, Br-093, Br-094, Br-095 ,I-096, I-097, I-098, I-099, I-100, F-101, Cl-102, 

Br-103, I-104,  S-106, S-107, S-108, S-109, S-110 ,Si-111, B-112, P-115 ,P-

116, P-117, P-118 ,P-119 ,P-120 
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7 

 

[XH stands for those hydrogens which are 

connected to a heteroatom] 

8 
 

A measure of contribution of unsaturation and 

electronegative atom count 

9 
 

A measure of contribution of unsaturation 

10 
 

A measure of contribution of electronegativity 

11 
 

A measure of contribution of hydrogen bond donor 

atoms 

12 
 

A measure of hydrogen bonding propensity of the 

atoms 

13 

 

A measure of hydrogen bonding propensity of the 

molecules and/or polar surface area 

14 
 

A measure of hydrogen bonding propensity of the 

molecules 

15 
 

A measure of hydrogen bonding propensity of the 

molecules 

16 
 

A measure of relative unsaturation content 

17 

 

A measure of relative unsaturation content 

18 
 

A measure of lone electrons entering into 

resonance 

19 

 

A measure of lone electrons entering into 

resonance 

 

3.2.1.1. Integral additive descriptors 

The modes of action (generally 4 major types) for some mixture of conventional organic 

compounds were defined as  a) simple additive, i.e., the combined toxic response is equal to 

the total of the single chemical toxicity, b) greater than synergism or additive that means that 

the joint effect is more than the sum of the individual chemicals toxicity, c) the total toxicity 
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is less than the  overall individual chemical toxicity, i.e., less than additive or partial additive, 

d) independent or no interaction which means the combined  toxic effect is equal to that 

caused by the component with highest toxicity. Here, each individual component contributes 

additively to the toxicity and its contribution is proportional to the individual component 

mole fraction in the mixture. Summation of the concentration of the individual components 

in the mixture was carried out after multiplying each with a scaling factor that indicates the 

contribution of property of the individual components (Ci) and hence the sum of the 

concentration (a) is the property of mixture based NPs (Cmix) as shown in Eq.3.1. 

           𝐶𝑚𝑖𝑥 =   𝑎𝐶𝑖
𝑛
𝑖=1                        (3.1) 

The individual component can be expressed as a set of 2D and 3D descriptors in the 

framework of integral additive scheme and the descriptor is expressed as mole weighted 

average and mole fraction of each component as follows in Eq.3.2: 

                                                         Dmix =R1D1+RnDn …… (3.2) 

Where, Dmix corresponds to the mixture descriptor, R1and Rn represent the mole fraction of 

the individual component in the mixture, and D1and Dn stands for descriptors of each 

component in the mixture. The used descriptors are listed in the Table 3.4.  

Table 3.4: The lists of periodic table descriptors used in the development of models 

Sl.no Descriptors description 

1 mol wt 

 

 

 

Molecular weight is the mass of a molecule. It is 

calculated as the sum of the atomic weights of each 

constituent element multiplied by the number of atoms of 

that element in the molecular formula 

2 electron affinity (kJ/mol) 

 

The electron affinity (Eea) of an atom or molecule is 

defined as the amount of energy released or spent when 

an electron is added to a neutral atom or molecule in the 
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gaseous state to form a negative ion. 

3 Amount of Ag Amount of the noble metal silver 

4 Amount of Au Amount of the noble metal gold 

5 Amount of Pt Amount of the noble metal platinum 

6 valence of Au Valence of gold 

7 valence of Ag Valence of silver 

8 valence of Pt Valence of platinum 

9 BET surface area  

10 molar  surface area  

11 Mol_wt 

 

 

 

Molecular weight is the mass of a molecule. It is 

calculated as the sum of the atomic weights of each 

constituent element multiplied by the number of atoms of 

that element in the molecular formula. 

12 surface vol ratio Surface to volume ratio of the noble metal 

13 Nmetal Number of metal 

14 χ (electronegativity) 

Pauling scale 

 

 

 

Electronegativity, symbol χ, is a chemical property that 

describes the tendency of an atom to attract a shared pair 

of electrons (or electron density) towards itself. An 

atom's electronegativity is affected by both its atomic 

number and the distance at which its valence electrons 

reside from the charged nucleus. The higher the 

associated electronegativity number, the more an element 
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or compound attracts electrons towards it. 

15 Z_metal (atomic no) 

 

 

 

 

 

The atomic number or proton number (symbol Z) of a 

chemical element is the number of protons found in the 

nucleus of an atom. It is identical to the charge number 

of the nucleus. The atomic number uniquely identifies a 

chemical element. In an uncharged atom, the atomic 

number is also equal to the number of electrons. 

16 Valence 

 

 

The valence or valency of an element is a measure of its 

combining power with other atoms when it forms 

chemical compounds or molecules. 

17 Atomic radius (pm) 

 

 

 

The atomic radius of a chemical element is a measure of 

the size of its atoms, usually the mean or typical distance 

from the center of the nucleus to the boundary of the 

surrounding cloud of electrons. 

18 covalent radius (pm) 

 

 

 

The covalent radius, rcov, is a measure of the size of an 

atom that forms part of one covalent bond. It is usually 

measured either in picometer (pm) or angstroms (Å), 

with 1 Å = 100 pm. 
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19 van der waal radius (pm) 

 

 

The van der Waals radius, rw, of an atom is the radius of 

an imaginary hard sphere representing the distance of 

closest approach for another atom. 

20 radius Radius of the particular atom 

21 hardness  

22 1st ionization (kJ/mol) 

 

 

 

The first ionization energy is the energy required to 

remove one mole of the most loosely held electrons from 

one mole of gaseous atoms to produce 1 mole of gaseous 

ions each with a charge of 1+. 

23 2nd ionization (kJ/mol) 

 

 

It is the energy needed to remove a second electron from 

each ion in 1 mole of gaseous 1+ ions to give gaseous 2+ 

ions 

24 thermal conductivity 

(W/(m·K)) 

Thermal conductivity (often denoted k, λ, or κ) is the 

property of a material to conduct heat. 

25 M.P (K ) Melting point of the noble metal 

26 Zv_metal Valence electron of metal 

27 density (g/cm3) 

 

Density is a measurement that compares the amount of 

matter an object has to its volume 

28 electrical resistivity 

(nΩ·m) 

 

Electrical resistivity (also known as resistivity, specific 

electrical resistance, or volume resistivity) is a 

fundamental property of a material that quantifies how 

strongly that material opposes the flow of electric current 
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29 valance electron  potential 

(-eV) 

 

Provides a quantitative indication of elements reactivity 

and is based on the charge of the valence electrons and 

the ionic radius 

30 electron work function 

(eV) 

The smallest amount of photonic energy necessary to 

remove an electron from the boundary of an element 

31 Electrochemical 

Equivalent (g/amp-hr) 

 

The electrochemical equivalent, sometimes abbreviated 

Eq, of a chemical element is the mass of that element (in 

grams) transported by 1 coulomb of electric charge 

32 Heat of Fusion (kJ/mol) 

 

 

 

Heat of fusion is the change in its enthalpy resulting from 

providing energy, typically heat, to a specific quantity of 

the substance to change its state from a solid to a liquid, 

at constant pressure. 

33 (Z-Zv)/Zv_metal 

 

Core environment of metal defined by the ratio of the 

number of core electrons to the number of valence 

electrons 

 

3.2.2. Pretreatment of descriptors: thinning of the pool 

In order to obviate the impact of redundant and noisy variables various pretreatment 

operations are employed. The descriptors are required to capture chemical information of the 

employed compounds and portray the change in chemical structures e.g., functional groups, 

branching etc. accordingly in a dataset. Hence, from a total pool of calculated descriptors 

those with constant variance and or intercorrelation features can be omitted leaving the most 

contributory ones in the modified pool. In our studies, we have employed variance cut of 

0.0001 and intercorrelation cut off of 0.95 as a thinning strategy. 
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3.2.3. Division of the dataset: selection of the training set and test set 

Division of the whole data presents a crucial step for developing an acceptable QSAR 

models. The dataset can be divided into training and test sets by using division methods such 

as Euclidean distance (diversity-based), Kennard Stone, k-means clustering and sorted 

response. The splitting of the dataset was done in such a way that the training set would 

capture all the information of the dataset enabling correct predictions for the test set 

compounds from the corresponding QSAR model. In our studies, we have employed k-means 

clustering method as the dataset division strategy. The central concept is to categorize the 

compounds into different groups or clusters based on their chemical nature followed by the 

selection of representative compounds into training and test sets from each cluster. The k-

means clustering represent non-hierarchical clustering formalism, and is useful with the 

known number of samples in each cluster. Here, an unsupervised method is implemented that 

gives rise to k clusters based on k number of centroids. The numbers of centroids are 

arranged maintaining the longest distance from each other and the samples associated to 

them are computed. With no points remaining, the positions of the centroids are recalculated 

and repeated until the centroids do not move. By this way, an optimal numbers of k clusters 

are obtained from which predefined fraction of compounds can be selected into training and 

test sets. 

3.2.3.1. k-Means clustering 

k-Means is one of the simplest unsupervised learning algorithms [83 ] that solves the well 

known clustering problem. The procedure follows a simple and easy way to classify a given 

data set through a certain number of clusters (assume k clusters) fixed a priori. The main 

idea is to define „ k‟ centers, one for each cluster. These centers should be placed in a 

cunning way because of different location causes different result. So, the better choice is to 

place them as much as possible far away from each other. This algorithm aims at minimizing 

an objective function known as squared error function given by (Eq.3.3) [84]. 

  𝑉 =  𝑖=1
𝑐  𝑗=1

𝑐𝑖 (  𝑥𝑖 − 𝑣𝑗  )2                   (3.3) 

Where,   𝑥𝑖 − 𝑣𝑗   is the Euclidean distance between xi and vj  

ci is the number of data points in the i
th

 cluster  
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„c‟ is the number of cluster centers 

The steps involved in the k-means clustering method are as follows: 

Let  X = {x1,x2,x3,……..,xn} be the set of data points and V = {v1,v2,…….,vc} be the set of 

centers. 

(i) Randomly select ‘c’ cluster centers. 

(ii) Calculate the distance between each data point and cluster centers. 

(iii) Assign the data point to the cluster center whose distance from the cluster center is 

minimum of all the cluster centers. 

(iv)  Recalculate the new cluster center using (Eq.3.4): 

 

                                             𝑣𝑖 =  
1

𝑐𝑖
  𝑗=1

𝑐𝑖  𝑥𝑖                            (3.4) 

 

Where, ‘ci’ represents the number of data points in i
th 

cluster. 

(v)  Recalculate the distance between each data point and new obtained cluster centers. 

(vi)  If no data point was reassigned then stop, otherwise repeat from step (iii). 

 

3.2.4. Selection of feature 

Selection of variables is a very important step in QSPR analysis. Relatively a large number of 

predictor variables are computed for developing predictive correlation, the final model is 

expected to be derived from selected variables with most suitable chemical diagnostic power 

with respect to the response being addressed. Hence, different chemometric tools play a 

pivotal role in selecting the suitable descriptors. The number of predictor variables should be 

at least one fifth to the number of compounds employed for developing the model. In our 

work, we have employed stepwise selection method, which is discussed below. 

3.2.4.1. Stepwise regression method 

Stepwise regression is a type of multiple linear regression equation made step by step which 

is altered by adding or removing a predictor variable. Forward selection and backward 

elimination are two parts of stepwise regression method [85]. Forward selection starts   with 
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no variable and then „statistically significant‟ variables are included one by one. In case of 

backward elimination, initially, all the candidate variables are selected and then deleting   

statistically   insignificant variables one by one. The objective function of the selection in 

stepwise regression may be “F-for-inclusion”, also known as “steeping criteria”. The F-value 

is square of t value of incoming variable which signify the regression coefficient. In stepwise 

regression process, a multiple term linear regression equation is built up using a “stepping 

criteria” also known as “Fisher criteria”[86]. The F-value used for inclusion or exclusion of a 

variable in the stepwise regression process is a test for partial regression coefficient and it is 

obtained by dividing the difference between reductions of sum of squares with and without 

the variable being included or excluded with error mean square of the equation [87]. The 

“stepping criteria” or “Fisher criteria” was fixed at F=4 to enter and F=3.9 to remove [88] 

because at this value of the F-criterion, the descriptors are considered to be significant at the 

95% confidence level. A limitation of the stepwise regression search approach is that it 

presumes that there is a single 'best' subset of X variables and seeks to identify it. 

3.2.5. Employed statistical modeling techniques  

In our present study, we have used regression based formalisms to develop predictive models 

on different property endpoints. In regression based formalism we aimed to predict the exact 

property value of the compounds. Here, the regression based QSPR formalism involves 

multiple linear regression (MLR) and partial least squares (PLS) techniques. 

 

3.2.5.1. Multiple linear regressions (MLR) 

Regression analysis is the method for establishing mathematical relationship between one or 

more response variables. Linear regression is an approach to develop a statistical relationship 

between a scalar variable Y (commonly termed as) and one or more variables denoted X 

(dependent variable). In multiple linear regressions, one dependent variable is correlated with 

more than one independent ones. The response variable is assumed to be a linear function of 

the model parameters. The general form of a MLR equation can be represented as in Eq.3.5.  

 

 y = 𝑎0 + 𝑎1𝑥1 + 𝑎2𝑥2 + 𝑎3𝑥3 + ⋯+ 𝑎𝑛𝑥𝑛                 (3.5) 
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As we are talking in terms of mathematical, this equation is better explained in terms of 

variables. Here, y represents respond being modeled i.e. activity, toxicity, property while X1, 

X2, X3….Xn represents the independent variables denoting the physiological properties in 

terms of numerical quantities and a0,a1,a2,a3…..an stands for the contributes of individual 

descriptors with a0 as constant term [89]. 

 

3.2.5.2. Partial least squares (PLS) techniques 

PLS is a generalization of regression which is particularly suited when the matrix of 

predictors has more variables than observations, and when there is multicollinearity among X 

variables. PLS is used to find the fundamental relations between X and Y matrices using a 

latent variable approach to model the covariance structures in these two spaces. Application 

of PLS allows the construction of larger QSAR equations while still avoiding overfitting and 

eliminating most variables. PLS is statistically more robust than MLR because standard 

regression will fail in such cases [90]. However, MLR is more straightforward in calculation 

than PLS as the former does not require calculation of any latent variables and optimization 

of the number of components. PLS is normally used in combination with cross-validation to 

obtain the optimum number of components. This ensures that the QSAR equations are 

selected based on their ability to predict the data rather than to fit the data [91]. In the present 

study, leave-one-out (LOO) cross validation method is employed to select optimum number 

of components [92]. Based on the standardized regression coefficients, the variables with 

smaller coefficients have been removed from the PLS regression, until there was no further 

improvement in Q
2
 value, irrespective of the components. 

 

3.2.5.3. Intelligent consensus predictor (ICP) [73]: This software was used to judge the 

performance of consensus predictions and compares them with the prediction quality 

obtained from the individual (MLR) models based on MAE based criteria (95%). It is 

obvious that a single model might not be equally useful in prediction for the whole test set 

compounds which means one QSAR model may be the best model for prediction of a test 

compound while other model may be the best predictor for another test compounds. For this 

reason, we have selected five models (M1-M5) in case of dataset containing 59 organic 

contaminants and performed consensus prediction using “Intelligent consensus predictor” 
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tool to explore whether the quality of predictions of test set compounds can be enhanced 

through an “intelligent” selection of multiple MLR models. 

 

3.2.6. Computation of different statistical metrics for assessing model quality 

3.2.6.1. Quality measures in fitting of a QSPR model 

 Squared correlation coefficient (R
2
): This parameter is termed as the determination 

coefficient or squared correlation coefficient. The squared correlation coefficient of a 

model can be obtained from the following equation Eq.3.6: 









2

2

2

)(

)(
1

trainobs

calobs

YY

YY
R

    (3.6) 

The R
2 
statistic represents the ratio of the regression variance to the original variance 

where the former is determined using the original variance minus the variance around 

the line of regression. The R
2 

bears a value between zero (no correlations) to one 

(perfect correlation). A model possessing a value of R
2 

more than 0.8 can be 

considered to elicit acceptable correlation while the quality enhancing with the 

increasing value of R
2 
until it reaches a maximum value of unity (which is unusual in 

real cases).Yobs and Ycalc are the respective observed and calculated values of the 

response variable and is their mean value. R
2
 gives a measure of explained variance. 

Each additional X variable added to a model increases R
2
. The prime drawbacks of 

the R
2
 parameter lies in the facts that it does not provide any information on whether: 

(i) the independent variables are a true cause of the changes in the dependent variable, 

(ii) the correct regression was used, (iii) the most appropriate set of independent 

variables has been chosen, (iv) the model might be improved by using transformed 

versions of the existing set of independent variables and (v) whether any collinearities 

exists in the data or not. 

 

 Adjusted R
2
 or R

2
a : 

   (3.7) 1
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Adjusted Ra
2 

(Eq.3.7)
 
is a modified version of the determination coefficient and is also 

known as the explained variance. The R
2

a parameter incorporates the information of the 

number of samples and the independent variables used in model, and can be defined as 

follows [93]. Here, R
2 

is the determination coefficient of a QSAR model comprising p 

number of predictor variables and n number of samples. Hence, instead of using only the 

initial observed (i.e., experimental) and final predicted response values, Ra
2 

considers 

information on the model history in terms of the number of descriptors and number of 

chemicals used to develop the model (i.e., training set chemicals). The Ra
2 

penalizes the 

R
2 

value of a model containing too many independent variables compared to the total 

number of compounds. The Ra
2 

improves only if the addition of a new term enhances the 

model quality avoiding chance. The Ra
2 

value usually is less than the corresponding R
2 

value. 

 Standard error of estimate (s): The error in the estimation of individual activity 

values of the compounds under study using the MLR method can be quantified based 

on their residual data. The standard error of estimate (SEE or s) for the residuals is 

calculated by taking the root-mean square of the residuals. The standard error of the 

estimate is a measure of the accuracy of fitting. Lower values of SEE correspond to 

improved model acceptability. 

2( )

1

obs calcY Y
s

n p




 

    (3.8) 

In Eq. 3.8, Yobs and Ycalc are the actual and estimated scores respectively, while n is 

the number of scores and p is the number of descriptors. 

 

 F-value: F-value (Eq.3.9) is called the variance ratio and is defined 
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3.2.6.2. Validation strategies 

Both internal and external validation statistics constitute the primary methods for validation 

of the developed QSPR models. Both the methods have been widely used by different groups 

of researchers for assessing the predictive ability of the developed model. Another method 

employs fitting of the dependent X matrix to randomized response parameters. Several 

metrics are used to check the predictivity of the QSPR models. For the validation of QSPR 

models, three strategies are primarily adopted: (i) internal validation using the training set 

molecules and (ii) external validation based on the test set compounds. 

3.2.6.2.1. Validation metrics for Training set 

3.2.6.2.1.1. Q
2
 or Q

2
int: The models developed from the training set by using stepwise 

regression or genetic methods have been subjected to internal validation by means of 

calculating leave-one-out cross-validation R
2
 (Q

2
) and predicted residual sum of squares 

(PRESS) [94] and the acceptable models have been further processed for the prediction of 

toxicity and/or property of the test set compounds. Cross-validated correlation coefficient R
2
 

(LOO−Q
2
) is calculated according to the formula (Eq.3.10): 

   (3.10) 

Here Yobs(training), Ypred(training), and  are the observed, predicted and the average value of 

the response variable of the training set. In this technique, one compound is omitted from the 

data set at random in each cycle and then model is built using the rest of the compounds. The 

model thus formed in this way is used for the prediction of activity of the omitted compound. 

The process is iterated until all the compounds are eliminated once. On the basis of the 

predicting ability of the model, the cross-validated R
2
 (Q

2
) for the model is determined. 

Acceptable value of Q
2 

is 0.5 with a maximum value of 1.0 and hence more the value is 

closer to 1, more will be the internal predictivity of the model. 

3.2.6.2.1.2. rm
2

(LOO) : It was shown that  [95] squared cross-validated correlation coefficient 

alone might not indicate the true predictive capability of a model and hence a modified r
2
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(rm
2

(LOO)) term was used to indicate the leave-one-out prediction capacity of the model for the 

training set compounds. The parameter rm
2

(LOO)  is defined as in (Eq.3.11): 

                                                                                                                               

                                              (3.11) 

where r
2
 and r0

2
 are the squared correlation coefficients between the observed and LOO 

predicted values of the training set compounds with and without intercept respectively. The 

value of rm
2

(LOO) should be greater than 0.5 for an acceptable model. 

3.2.6.2.1.3. Root mean square error in prediction for training set (rmsepint): This 

parameter suggests that it is possible to determine the internal predictive ability of the 

training set compounds simply by taking the square root of the squared difference between 

the observed and predicted response value divided by the number of compounds in the 

training set [96]. Mathematically (Eq.3.12): 

                                              (3.12) 

where nint is the number of compounds present in the training set and Yobs and Ypred 

corresponds to the corresponding observed and LOO predicted response value. It should have 

a minimum value. 

3.2.6.2.1.4. Golbraikh and Tropsha criteria 

Golbraikh and Tropsha [97] defined a set of criteria to be followed in order to ascertain the 

external predictive potential of a QSAR model. As we can see that the basic objective of 

model validation is to determine how close the observed i.e., experimental values are to the 

corresponding predicted ones. Hence, the simple correlation coefficient between the observed 

(y) and predicted (ŷ) response apparently should give a value of 1 in an ideal case. In this 

situation, if a regression line is drawn all the points will be located on the line which passes 

through the origin point (0, 0) in a Cartesian plane. However, in real cases, deviation occurs 

and the best fitted line poses a definite intercept value. It may be here noted that the plots of 
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experimental versus fitted or fitted versus experimental response are not equivalent [98] 

Golbraikh and Tropsha [97] proposed that regression of observed (y) against predicted (ŷ) or 

predicted (ŷ) against observed (y) response through the origin must be determined and the 

corresponding slopes k or k′ of the regression lines should be close to unity. This process is 

known as regression through origin (RTO) method, where a regression line is forcefully 

passed through the origin point (0, 0) and the corresponding regression lines can be presented 

as 
0 ˆr

y ky  and 
0ˆ r

y k y . The slopes k and k′ can be defined as follows in Eq 3.13 and 

Eq.3.14: 

 

2

ˆ

ˆ

i i
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y y
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y


      (3.13)  and   

2

ˆ
i i

i

y y
k

y
 

           (3.14) 

 

Golbraikh and Tropsha [99] calculated the determination coefficient values r0
2
 and r′0

2 
of the 

regression lines passing through origin (y against ŷ or ŷ against y) and, argued that these 

values should be close to the value of the normal R
2
 of the model in case of good predictivity. 

The r0
2
 and r′0

2
 represent the squared correlation coefficient between the observed and 

predicted response values with and without intercept respectively and can be defined as 

follows in Eq. 3.15 and Eq.3.16: 
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Here, y  and ŷ  refers to the respective mean values of the observed and predicted response 

data. A set of conditions for model acceptability was proposed by Golbraikh and Tropsha and 

are summarized below. 
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Here, Q
2

(LOO) is for the training set only while rest of the parameters correspond to test set 

chemicals. 

 

3.2.6.2.1.5. The rm
2
 metrics 

Using the concept of regression through origin approach, Roy et. al (2009) introduced a new 

parameter rm
2
 or modified r

2 
that penalizes the R

2
 value of a model with respect to an ideal 

condition [100] 

The rm
2
 metric can be defined as follows in Eq 3.17 and Eq.3.18: 

  2 2 2 2

01mr r r r   
  (3.17)         

  2 2 2 2

01mr r r r    
        (3.18)    

where, r
2
 is the squared correlation coefficient value between observed and predicted 

response values, and r0
2
 and r′0

2
 are the respective squared correlation coefficients when the 

regression line is passed through the origin by interchanging the axes. Roy and co-workers 

[101-102] further defined average and difference of the two rm
2
 metric values (i.e., rm

2 
and 

r′m
2
) to be used as the acceptable criteria to judge the predictive ability of a model as follows 

in Eq.3.19 and Eq.3.20. 

 2 2

2 0.5
2

m m

m

r r
r


 

  (3.19)   

2 2 2 0.2m m mr r r   
         (3.20) 

The rm
2
 metrics can not only be computed for the test set compounds (rm

2
(test)) to judge 

external predictivity, but it can also be used to determine the internal predictivity of the 

model using the training set. In the latter case, leave-one-out predicted values (rm
2

(LOO)) of the 

training set observations are used against their observed response. Furthermore, Roy et al. [ 

101] also reported the use of the rm
2
 metric in characterizing the overall predictive capability 

of the model by using leave-one-out predicted values for the training set and equation (i.e., 

model) based predicted values for the test set together against their corresponding observed 
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response (rm
2

(overall)). Later, a rank based rm
2
 [ 102] as well as a scaled [103] version of the rm

2
 

metric was introduced by the same authors‟ group and these have been used in this present 

study. 

 

3.2.6.2.1.6. MAE based criteria 

In a recent study, Roy et al. [104] have shown that the conventional Q
2
 based external 

validation metrics (Q
2

ext(F1), Q
2

ext(F2), Q
2

ext(F3)) often provide biased judgment of model 

predictivity since such metrics are influenced by factors such as response range and 

distribution of data. Here, the authors have defined a set of criteria using simple „mean 

absolute error‟ (MAE) and the corresponding standard deviation (σ) measure of the predicted 

residuals to judge the external predictivity of the models. Note that, 

1
obs predMAE Y Y

n
  

, where Yobs and Ypred are the respective observed and predicted 

response values of the test set comprising n number of compounds. The response range of 

training set compounds has been employed here to define the threshold values. Furthermore, 

the authors have proposed application of the „MAE based criteria‟ on 95% of the test set data 

by removing 5% data with high predicted residual values precluding the possibility of any 

outlier prediction. The criteria are described below.   

 

i) Good predictions: The criteria for good predictions is as follows: 

 

0.1 training set range AND ( 3 ) 0.2 training set rangeMAE MAE       

 

In simpler terms, an error of 10% of the training set range should be acceptable while an 

error value more than 20% of the training set range may be considered as high. 

 

ii) Bad predictions: The predictions considered as bad can be defined using the 

following criteria: 

0.15 training set range OR ( 3 ) 0.25 training set rangeMAE MAE       

 



Chapter 3                                                                                               Materials and Methods  
 

71 
 

Here, a value of MAE more than 15% of the training set range is considered high while an 

error more than 25% of the training set range is judged as very high. 

 

The predictions which do not fall under either of the above two conditions may be considered 

as of moderate quality. The above criteria should be applied for judging the quality of test set 

predictions when the number of data points is at least 10 (statistical reliability) and there is no 

systematic error in model predictions (statistical applicability). 

 

3.2.6.2.2. Validation metric for Test set 

3.2.6.2.2.1. R
2

pred or Q
2

ext(F1) 

After the prediction of toxicity and/or property of the test set compounds, this parameter was 

calculated. It can be defined as in Eq. 3.21: 

   (3.21) 

 

where Yobs(test) is the observed activity of the test set compounds, Ypred (test) is the predicted 

activity of the test 

set compounds and  corresponds to the mean of observed activity of the training set 

compounds. R
2

pred value for an acceptable model should be greater than 0.5 (maximum value 

1). 

 

3.2.6.2.2.2. Q
2

ext (F2) 

This function as a metric for external set validation was described in the paper of Hawkins 

[105] and can be calculated as in Eq. 3.22: 

    (3.22) 

The only notable difference from Q
2

ext (F1) is that, in Equation 3.77 the average value of 

external or test set is used in the denominator instead the internal or training set average 

value. 
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Both these functions Q
2

ext (F1) and Q
2

ext (F2) were compared and discussed by Schuurmann et 

al. [104]. 

3.2.6.2.2.3. Q
2

ext (F3) 

This function was described by Consonni et al. [107] and is defined as (3.23): 

  (3.23) 

Since the terms for summation in the numerator deals totally with the test set values and the 

denominator with training set values, division with ntest and ntraining of the numerator and 

denominator summation expression respectively makes the two squares comparable. The 

threshold value of acceptance for all the three parameters Q
2

ext (F1), Q
2

ext (F2) and Q
2

ext (F3) is 

0.5. 

 

3.2.6.2.2.4. rm
2

(test) 

For test set compounds, rm
2

(test) has been determined which penalizes a model for large 

differences between observed and predicted values of the test set compounds. The formula is 

(Eq.3.24): 

    (3.24) 

 

r
2
 and r0

2
 are the squared correlation coefficients between the observed and predicted values 

of the test set compounds with and without intercept respectively. 

 

3.2.6.2.2.5. Root mean square error in prediction for test set (rmsepext) 

We have also calculated the rmsepext parameter as in Eq. 3.25  for the evaluation of external 

predictive ability of a model as follows [108] 
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Where next  represents the number of training set compounds, and Yobs and Ypred corresponds to 

the observed and predicted activity of the test set compounds respectively. It should have a 

minimum value. The rmsep value for test and training set depends on the scale of the 

response activity and therefore comparison makes no sense when a model is compared to 

another modeling a different activity [ 99]. 

 

3.2.6.2.3. Validation metric for overall set 

For the purpose of determination of an overall validation strength of a model, we have 

calculated the overall rm
2
 metric between the observed toxicity and/or property value of a 

dataset and the calculated and predicted value of the training and test set respectively. The 

formula is represented in Eq.3.26: 

                                  (3.26) 

The rm
2 

metric has been developed by the present authors‟ group and has been extensively 

used by them [100-102]. 

 

3.2.6.3. Y-randomization: 

The relationships between the response variable and the descriptors can be checked for 

further statistical significance by randomization test (Y-randomization) of the models. The 

method can be executed in two ways namely: 

i) Process randomization and  

ii) Model randomization 

 

In process randomization, random scrambling of the dependent response variables is 

performed accompanied with fresh selection of variables from the whole descriptor matrix 

and in model randomization scrambling or randomization of the response variable is 

performed within the descriptors present in an existing model. We have performed process as 

well as the model randomization of the genetic models. A parameter was proposed by Roy 

and Paul [109] named Rp
2
 that penalises the model R

2
 for a small difference between squared 

mean correlation coefficient (Rr
2
) of randomized models and squared correlation coefficient 

(R
2
) of the non-randomized model and was defined as in Eq.3.27: 

   2

0

222 1 rrrr overallm 



Chapter 3                                                                                               Materials and Methods  
 

74 
 

                                                   (3.27) 

 

and the acceptable value of Rp
2
 was proposed to greater than or at least equal to 0.5. Later a 

correction for this parameter has been suggested by Todeschini [110] and the rebuilt formula 

is as follows in Eq 3.28: 

          (3.28) 

We have used the new parameter 
c
Rp

2
 which should be above 0.5 for a good model. 

     

3.2.6.4. Determination of model applicability domain (AD) 

 

Applicability domain (AD) of a QSAR model can be described as the theoretical region in 

the chemical space defined by the chemical as well as response attributes of the model [111-

114].  A definite domain of applicability enables reliability of predictive performance of a 

model. In other words, any QSPR model possesses a defined theoretical domain within which 

it can provide reliable predictions of other chemicals not used in developing the model. It is 

not feasible to develop a single model that can contain the chemical information of the whole 

universe, and accordingly QSPR models are characterized by different domains. . The 

applicability domain [115] is a theoretical region in chemical space, defined by the model 

descriptors and modeled response. When a compound is highly dissimilar to all compounds 

of the modeling set, reliable prediction of its property is unlikely. The concept of AD was 

used to avoid such an unjustified extrapolation of property predictions. Here we have applied 

both Leverage approach and Distance to model in X-space (DModX) approach for verifying 

the applicability domain of the best model developed from this study.  

3.2.6.5. Model validation based on OECD guidelines 

 

To authenticate the applicability of the developed QSPR models and to judge the reliability 

of the predictions made, the models were further analyzed based on the OECD guidelines 

[116]. Thus, the QSPR models developed in this work were validated based on these five 
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guidelines laid down by the OECD. The compliance of the developed models with the OECD 

guidelines for applicability in regulatory purposes was assessed as follows: 

 

Principle 1 (a defined endpoint):  

The response parameter modeled in the present work for the two different datasets were 

measured under similar conditions. Thus the QSAR models were developed in accordance 

with the 1st OECD principle. 

 

Principle 2 (an unambiguous algorithm): 

Various chemometric tools based on specific algorithms were employed for the calculation of 

the different categories of descriptors and subsequent QSPR model development using 

specific software packages. Thus the model development pathway employed for the present 

studies follow a definite algorithm. 

 

Principle 3 (a defined domain of applicability): 

The domain of applicability of all the statistically significant QSPR models was analyzed in 

case of all two datasets using the standardization method. Thus the selection of the best 

QSPR model was done in corroboration with this principle. 

 

Principle 4 (appropriate measures of goodness-of-fit, robustness and predictivity):  

All the developed models were rigorously validated using internal, external and overall 

validation techniques. The quality of fitness and the predictive potential of the developed 

models were assessed based on the different validation metrics while the robustness of the 

models was judged using the randomization approach. The selection of the most significant 

models based on the acceptable values of the various validation metrics account for the 

compliance of the models with the 4th guideline 

 

Principle 5 (a mechanistic interpretation): 

All the descriptors appearing in the developed QSAR models could aptly define the essential 

structural attributes of the molecules imparting optimum endpoint values thus signifying 

suitable mechanistic interpretation of the developed models.  
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3.2.7. Software packages employed in the study 

All the chemical structures were drawn using Marvin sketch (version 15.12.7.0), 

(http://www.chemaxon.com) software. Molecular descriptors were calculated using Dragon 

version 7 [81] and PaDEL Descriptor [82] software. Data pretreatment [117] was done by 

using Data Pretreatment GUI 1.2 software [116]. Data division was done by using Modified 

K-Medoid GUI 1.2 and Dataset Division GUI 1.2 [117] softwares. Stepwise regression was 

performed by using MINITAB Software (version 14.13) [72]. Other methods such as Partial 

Least Square, randomization, determination of applicability domain, best subset selection etc. 

was performed by software developed in our laboratory [89]. 

3.3. Study wise specific description of methodologies utilized in each study 

3.3.1. Study 1: Predictive Quantitative Structure-Property Relationship (QSPR) 

Modeling for Adsorption of Organic Pollutants by Carbon Nanotubes (CNTs) 

3.3.1.1. Selection of dataset 

In this present work, we have developed QSPR models for data sets containing diverse 

organic contaminants with multi-end points of carbon nanotubes reported in the literature 

[118]. The dataset defined adsorption affinity properties (k∞) of 59 organic contaminants by 

multi-walled carbon nanotubes (MWCNTs). All the endpoint values were taken in 

logarithmic scale for the modeling purposes. The data sets mainly contain adsorption data for 

synthetic organic compounds like pyrene, naphthalene, phenol, benzene, aniline, benzoate, 

chloroanisole, alcohol, acetophenone, isophoron, phenanthrene dicamba, atrazine, 

carbamazepine, pyrimidinone, acetamide, piperidine, propionitrile, acrylic acid, 

thiodiethanol, ethanol amine, cyclopentanone, acetone and ethylene glycol derivatives. K∞ is 

adsorption coefficients which could be obtained from isotherm data. K∞ is the ratio of qe and 

Ce (qe and Ce are solid and liquid phase equilibrium concentration respectively, at infinite 

dilution conditions with an average of 0.2% aqueous solubility. 
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3.3.1.2. Calculation of descriptors 

The molecular descriptor is the final result of a logic and mathematical procedure which 

transforms chemical information encoded within a symbolic representation of a molecule 

into a useful number or the result of some standardized experiments.” All the datasets 

compounds were drawn by using Marvin Sketch software (http://www.chemaxon.com). The 

descriptors were calculated using two software tools namely Dragon software version 6 

(http://www.talete.mi.it/products/dragon description.htm) and PaDel-descriptor 

(http://www.yapcwsoft.com/dd/padeldescriptor) software. In this work, we have calculated 

only a set of 2D descriptors covering constitutional, ring descriptors, connectivity index, 

functional group counts, atom centered fragments, atom type E-states, 2D atom pairs, 

molecular properties (using dragon software version 6) and ETA indices (using PaDel 

descriptor software). 

3.3.1.3. Division of data into training and test set 

Division of dataset is a very important step for QSAR. The present work deals with datasets 

containing diverse organic pollutants. The dataset compounds were divided into a training set 

and a test set using “Modified k-Medoid” clustering technique developed in our laboratory 

(https://teqip.jdvu.ac.in/QSAR_Tools/DTCLab). The clustering technique categorizes a set of 

compounds into cluster so that the compounds present in same cluster are similar to each 

other but when two compounds belong from two different clusters, are dissimilar in nature. 

The significant compounds within a cluster are called Medoid. Three clusters were generated 

for the dataset containing 59 organic pollutants. We have selected approximately 25% 

compounds of the total data set for test set and remaining 75% compounds selected for 

training set. The purpose of training set was to develop the model and test set was used to 

validate the model for calculation of different validation parameters.  

3.3.1.4. Model development 

After the very next step of dataset division, we have performed data pretreatment to remove 

inter correlated descriptors from the datasets. Prior to development of final models, we have 

tried to extract the important descriptors from the large pool of initial descriptors using 
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various variable selection strategies [119]. In this case, we have run stepwise regression and 

selected some descriptors. After removing the selected descriptors obtained from first 

stepwise regression run, we have run again stepwise regression using remaining pool of 

descriptors and we have repeated the same procedure. In this way, we have selected some 

manageable number of descriptors and make a pool (reduced pool of descriptors). After that 

we have run best subset selection for the dataset using reduced pool of descriptors developed 

in our laboratory [89]. Five (selected three models) and four (selected two models) 

descriptors models were generated in case of the dataset containing 59 organic pollutants 

Among the equations generated from the best subset selection, we have selected five models 

for 59 organic pollutants based on MAE based criteria [104]. Finally, the selected models 

were run using intelligent consensus predictor (ICP) tool developed in our laboratory [72] to 

explore whether the quality of predictions of external compounds can be enhanced through 

an “intelligent” selection of multiple models (in this paper selected five models) as indicated 

by Figure 2 

Figure2. Schematic representation of the steps involved to develop the QSPR models of 

organic pollutants 
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3.3.2. Study 2: Risk assessment of heterogeneous TiO2-based engineered nanoparticles 

(NPs): A QSTR approach using simple periodic table based descriptors 

3.3.2.1. Selection of dataset 

In the present work, we have developed nano-QSTR ( Nano-Quantitative Structural Toxicity 

Relationship) models for 34 TiO2 [79] NPs (nanoparticles) modified with varying amount 

and types of mixture of noble metals like Ag, Au and Pt (expressed in mole %). The 

cytotoxicity data towards the Chinese hamster ovary cell line (CHO-K1, ATCC® CCL-61™) 

was expressed in -logEC50 (negative logarithm of EC50) for the development of Nano-QSTR 

models. For the purpose of modeling, all the nanoparticles were utilized and no single NPs 

were omitted. All the NPs used in the Nano-QSTR modeling were obtained from micro 

emulsion method [79].  

3.3.2.2. Descriptor calculation 

The Nano-QSTR models were developed from the fundamental information of the noble 

metal obtained from the periodic table to relate to the toxicity towards hamster ovary cell line 

and to investigate the modified TiO2 based NPs in order to identify the key structural features 

responsible for the toxicity. For this purpose, 32 descriptors were taken from the periodic 

table, and one descriptor was derived from the primary descriptors. The periodic table 

descriptors can be adopted for calculation of integral additive descriptors of modified TiO2 

based NPs. To understand the structural changes in the heterogeneous NPs after modification 

of TiO2 NPs using single metal clusters or with varying amount and types of noble metals 

with different concentration, the modified form of descriptor of equation (ii) is being used 

here for model development purpose. The calculation of the proposed mixture descriptors 

used in this work can be represented by the following Eq. 3.29, 

Dmix = % molMe1 × P1 + … + % molMen × Pn                               (3.29) 

Here, Dmix means mixture descriptor,% molMe1means concentration of each metal/component 

in the mixture – contribution by weight of metal in the NP sample of the mixture and Pn 

means the periodic table descriptor of individual metal. This method is used in order to treat 

each individual metal in the cluster as mixture system and each metal is described as a set of 

descriptors (calculated from the periodic table). The descriptor calculated for the metal (used 
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for coating of TiO2 based NPs) from the periodic table is multiplied with the amount of the 

metal present in the mixture (TiO2 based modified NPs), and the resulting sum defines a new 

set of descriptors of the complex mixture system. Periodic table based descriptors are more 

advantageous than others as they are easy to obtain without any significant calculation unlike 

quantum chemical descriptors [58, 59, 118]. 

3.3.2.3. Data set division 

Data set division is a very crucial step for development of Nano-QSTR models. The data sets 

in the present work were divided into training (75% of the total dataset compounds) and test 

(25% of the total dataset compounds) sets based on “Modified k-Medoid” clustering 

technique. Clustering categorizes the compounds into clusters so that the compounds in the 

same clusters are similar and compounds from different clusters are dissimilar. This method 

tends to select the “k” most centered compounds or objects as the initial Medoid. Here, three 

clusters were obtained for 34 NPs. The purpose of the training set is to develop the models, 

and the test set is utilized for validating the models in terms of significance and robustness. 

3.3.2.4. Model Development and Model selection 

After performing the data set division, we have developed mono parametric Nano-QSTR 

models employing the Best Subset Selection v2.1 software [90] using mixed descriptors (33 

descriptors) and selected five mono parametric LR models based on the MAE based criteria. 

After that, we have performed PLS regression of all the descriptors obtained from the 

previously developed five linear regression (LR) models with one latent variable. 

The selection of the best descriptors for mono-parametric models is performed using 

software developed in our laboratory [89] Evaluation of the additive descriptors of mixture 

system is done along with the evaluation of different statistical parameters (R
2
, Q

2
, Q

2
F1, 

Q
2

F2) [121]. In the present work, we performed the Best Subset Selection v2.1 with the 34 

periodic table descriptors and selected five LR models based on the MAE based criteria [104] 

after performing PLS by using 5 descriptors from 5LR models the applicability domain was 

checked. The detail of the method is presented in Figure 3. 
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Figure 3.  Schematic representation of the steps involved for the development of QSTR 

model 
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4. RESULTS AND DISCUSSION 

4.1. Study 1: Predictive Quantitative Structure-Property Relationship (QSPR) Modeling 

for Adsorption of Organic Pollutants by Carbon Nanotubes (CNTs) 

We have developed QSPR models (five MLR models each for the dataset containing 59 

(organic chemicals) with defined adsorption properties by MWCNTs using reduced 

descriptors pools obtained by different strategies as discussed in Materials and methods 

section. The calculated predicted values of all 5 MLR models are listed in Table 4.1. We 

have checked the statistical quality of all the individual models using both internal and 

external validation parameters which showed that the models are statistically significant 

(Table 4.2). We have checked MAE based criteria for all the models [104] The MAE based 

criteria of all the models are acceptable [104]. Besides the routinely used validation 

parameters, we have also checked the consensus prediction of the developed MLR models 

using a newly developed “Intelligent consensus predictor” tool [73] to check whether the 

quality of predictions of the test set compounds can be enhanced through an intelligent” 

selection of multiple MLR models. We found that the consensus predictions of multiple 

MLR models are better (based on MAE based criteria) than the results obtained from the 

individual model as shown in Table 4.2 (here, the winner model is CM3). All the individual 

models are mentioned below and discussed the descriptors elaborately, in which ntraining is the 

number of compounds used to develop the models and ntest is the number of compounds used 

for external prediction of the developed models. The leave-one-out (LOO) cross-validated 

correlation coefficient (Q
2
) (Q

2
=0.863-0.895) above the critical value of 0.5 signify the 

statistical reliability of the models. The predictability of the models was judged by means of 

predictive R
2
 (R

2
pred) or Q

2
F1 (Q

2
F1=0.887-0.919) and Q

2
F2 (Q

2
F2 =0.886-0.919) which show 

good predictive ability of the models. The statistical results of the model are summarized in 

Table 4.2. 

The significant descriptors obtained from the five MLR models using the adsorption 

properties (log K∞) of 59 organic chemicals on MWCNTs are X0v, nArOH, B01[C-O], 

B06[C-Cl], Ui, F03 [O-O], F04 [N-O], ETA_BetaP, minsCH3, B03 [O-O] and nHBint4, 

which are regulating the adsorption property of the organic pollutants by MWCNTs. The 
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contribution of the descriptors can be easily identified from the regression coefficient of the 

independent variables. In this case, all the descriptors contributed positively (positive 

regression coefficient) except B01[C-O] descriptor (negative regression coefficient) as shown 

in Table 4.3. The significant descriptors obtained from the five MLR models (see in Box 1) 

for the adsorption properties (logKα) of 59 organic chemicals on MWCNTs are X0v, 

nArOH, B01[C-O], B06[C-Cl], Ui, F03[O-O], F04[N-O], ETA_BetaP, minsCH3, B03[O-O] 

and nHBint4, which regulate the adsorption property of the organic pollutants. The 

contribution of the descriptors can be easily identified from the regression coefficient of the 

independent variables. In this case, all the descriptors contributed positively (positive 

regression coefficient) except B01[C-O] descriptor (negative regression coefficient). The 

definition, contribution and frequency of the contributed descriptors are shown in Table 4.3. 

We have checked the applicability domain of the developed MLR models using 

standardization approach to confirm whether there is any compound present outside the 

applicability domain or not. It was found that one compound (compound number 41) for 

model M1 is situated outside the applicability domain while compound number 56 is situated 

outside the domain of applicability in case of models M2, M3, M4 and M5. Though, these 

compounds showed good predictivity based on the models. The scatter plot of observed vs 

predicted adsorption coefficient for all the MLR models are shown in Figure 4. 

Table 4.1: Observed and Predicted logK∞ values of 59 organic pollutants obtained from different 

MLR models. 

Sl No. 
Expt. 

(logK∞) 

Predicted logK∞ 

Model 1 Model 2 Model 3 Model 4 Model 5 

1 4.01 3.752 3.646 3.662 3.669 3.593 

2* 1.63 1.234 1.071 1.081 1.131 1.09 

3* 0.76 1.46 1.278 1.285 1.326 1.291 

4 2.05 2.063 1.967 1.975 2.009 1.961 

5 1.63 2.406 2.255 2.26 2.285 2.242 

6 -0.45 -0.798 -0.889 -0.883 -0.783 -0.826 

7* -0.33 -0.054 -0.091 -0.09 -0.031 -0.054 
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8 1.17 1.3 1.45 1.443 1.46 1.449 

9 0.33 0.557 0.434 0.449 0.526 0.468 

10 2.38 2.224 2.285 2.31 2.325 2.269 

11 -0.54 -0.504 -0.652 -0.652 -0.572 -0.602 

12 0.21 0.355 0.262 0.066 0.297 -0.448 

13 1.18 1.155 1.077 1.324 1.005 0.65 

14 1.43 1.547 1.728 1.718 1.729 1.715 

15 1.03 1.127 1.203 1.223 1.248 1.208 

16 0.77 0.754 0.601 0.611 0.677 0.627 

17* -0.77 -0.411 -0.539 -0.537 -0.469 -0.491 

18 -0.66 0.353 0.271 0.268 0.315 0.296 

19 1.6 0.784 1.329 1.01 0.737 1.248 

20* 0.72 0.852 0.712 0.723 0.781 0.74 

21* 0.95 0.852 0.712 0.723 0.781 0.74 

22 0.06 0.086 0.118 0.123 0.143 0.136 

23 0.08 0.175 0.123 0.12 0.172 0.151 

24 0.74 0.14 0.087 0.082 0.138 0.114 

25 0.96 0.837 0.897 0.89 0.922 0.905 

26 0.56 0.78 0.615 1.164 0.69 1.324 

27 0.92 0.735 1.055 0.601 0.667 0.617 

28 1.46 1.68 1.537 1.556 1.618 1.549 

29 0.19 0.323 0.103 0.097 0.096 0.112 

30* 0.26 0.451 0.268 0.262 0.259 0.277 

31 0.5 0.474 0.459 0.454 0.498 0.478 

32 0.76 0.765 0.361 0.345 0.318 0.356 

33 0.82 0.506 0.676 0.681 0.687 0.68 

34 0.04 0.363 0.47 0.494 0.592 0.513 

35* -0.32 -0.312 -0.489 -0.491 -0.428 -0.445 

36 -0.9 -0.614 -0.633 -0.657 -0.615 -0.599 

37 0.88 0.837 0.921 0.916 0.949 0.93 
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38 0.26 0.075 0.528 0.53 0.547 0.538 

39 0.08 0.084 0.106 0.11 0.131 0.124 

40* 0.7 0.361 0.682 0.677 0.684 0.689 

41* 1.07 0.851 0.984 0.986 0.992 0.987 

42 -0.46 -0.167 -0.366 -0.407 -0.388 -0.344 

43 -0.15 -0.051 0.238 0.223 0.209 0.239 

44 0.62 0.533 0.372 0.365 0.358 0.374 

45 0.49 0.688 0.545 0.537 0.528 0.544 

46 1.14 0.767 1.087 1.077 1.056 1.073 

47 1.12 0.925 1.189 1.174 1.155 1.174 

48 0.62 0.147 0.094 0.505 0.144 0.729 

49* 1.44 1.123 1.193 1.211 1.232 1.202 

50 1.28 1.624 1.334 1.335 1.331 1.325 

51 0.79 0.696 0.679 0.671 0.705 0.691 

52 1.89 1.818 1.947 1.967 1.967 1.93 

53 0.56 0.627 0.677 0.673 0.713 0.691 

54 0.65 0.618 0.673 0.668 0.709 0.687 

55* 0.51 0.623 0.669 0.666 0.704 0.687 

56* 0.01 0.514 0.142 0.082 0.002 0.114 

57 2.73 2.386 1.767 1.772 1.807 1.763 

58 2.72 2.809 2.94 2.957 2.986 2.915 

59* 3.29 3.007 2.871 2.882 2.898 2.853 

*indicates test set compounds 
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Figure 4. The scatter plot of the observed and the predicted adsorption coefficient property 

(logK∞) of the developed MLR models (models M1-M5). 
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Table 4.2:  Calculated Statistical parameters of individual and Consensus models. 

Dataset 

 

Type of model Training set statistics Test set statistics 

Model 

R
2
 

 

Model 

Q
2

(LOO)  

 

MAE_tr

ain 

2
m(LOO)r  

 

2
m(LOO)Δr

 

R
2

pred or 

Q
2
F1 

Q
2
F2 CCC 2

m(test)r  

 

2
m(test)Δr

 

MAE 

(100%) 

 

MAE 

(95%)  

MAE 

5
9
 o

rg
a
n

ic
 c

o
n

ta
m

in
a
n

ts
 

Individual 

Models 

IM1 0.920 0.895 Good 0.8512 0.0777 0.887 0.886 0.934 0.745 0.104 0.271 0.240 Good 

IM2 0.912 0.892 Good 0.8481 0.0790 0.916 0.915 0.952 0.817 0.072 0.221 0.197 Good 

IM3 0.905 0.880 Good 0.8321 0.0751 0.919 0.919 0.954 0.825 0.069 0.213 0.189 Good 

IM4 0.893 0.872 Good 0.8206 0.0920 0.918 0.917 0.953 0.806 0.074 0.213 0.187 Good 

IM5 0.893 0.863 Good 0.8083 0.0864 0.915 0.914 0.950 0.798 0.076 0.222 0.199 Good 

Consensus 

Models 

CM0 - - - - - 0.917 0.916 0.952 0.800 0.074 0.227 0.203 Good 

CM1 - - -   - - 0.917 0.916 0.952 0.800 0.074 0.227 0.203 Good 

CM2 - - - - - 0.919 0.919 0.953 0.803 0.073 0.221 0.196 Good 

CM3 - - - - - 0.935 0.935 0.962 0.812 0.059 0.187 0.163 Good 

CM0= “ordinary” consensus predictions. 

CM1 = Average of predictions from individual models IM1 through IM5 

CM2 = Weighted average predictions from individual models IM1 through IM5  

CM3 = Best selection of predictions (compound-wise) from individual models IM1 through IM5 

*Note that we have run the “Intelligent consensus predictor tool” using AD: No; Dixon Q-test: No; Euclidean distance: No. 
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Table 4.3: Definition, frequency and contribution of all the descriptors obtained from the MLR models (models developed by 

using 59 organic pollutants). 

Sl. 

no. 

Name of 

descriptors 

Contribution Discussion Mechanism Frequency of 

descriptors 

1 X0v +ve Valence connectivity index order 0. Hydrophobic interaction 5 

2 nArOH +ve Number of aromatic hydroxyls. Hydrogen bonding interactions. 1 

3 B01[C-O] -ve Presence/absence of C-O fragment 

at topological distance 1. 

 1 

4 B06[C-Cl] +ve Presence/absence of C-Cl fragment 

at topological distance 6. 

Here, size plays an important role for 

adsorption affinity. The size enhances 

the surface area of molecules which 

regulate the hydrophobic interactions 

between organic pollutants and 

MWCNTs.  

1 

5 Ui +ve Unsaturation index. π-π interactions. 1 

6 F03[O-O] +ve Frequency of O-O at topological 

distance 3. 

Enhanced electron density, 

electrostatic interactions. 

2 

7 F04[N-O] +ve Frequency of N-O at topological 

distance 4. 

Hydrogen bonding and electrostatic 

interactions. 

1 

8 ETA_BetaP +ve A measure of electronic features of 

the molecules relative to molecular 

size. 

Electrostatic interactions. 4 
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9 minsCH3 +ve Minimum atom E-state –CH3. Hydrophobic interactions. 4 

10 B03[O-O] +ve Presence/absence of O-O at 

topological distance 3. 

Electrostatic interactions, hydrogen 

bonding. 

1 

11 nHBint4 +ve Count of E-state descriptors of 

strength for potential hydrogen 

bond of path length 4. 

Hydrogen bonding interaction. 2 
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training adj

m LOO m LOO

test F F

F O O

ETA BetaP sCH

n R R s F PRESS

Q r r MAE good

n Q Q r

 

     

     

    

  
2

( ) ( )

3 4

2 2

0.806, 0.074, 0.953,

log 8.42( 0.773) 0.785( 0.052) 0 3.29( 0.526) _

0.199( 0.072) min 0.566( 0.137) int

44, 0.893, 0.882, 0.3

Model M5.

m test m test

training adj

r CCC MAE good

X v ETA BetaP

sCH nHB

n R R s



    

        

     

   

2 2 2

( ) ( )

2 2 2 2

1 2 ( ) ( )

33, 81.33, 5.543,

0.863, 0.808, 0.086,

15, 0.915, 0.914, 0.798, 0.076, 0.950, .

m LOO m LOO

test F F m test m test

F PRESS

Q r r MAE good

n Q Q r r CCC MAE good

 

    

       
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4.1.1. The descriptors related to hydrogen bonding interactions 

The functional group count descriptor, nArOH, represents number of aromatic hydroxyl 

group present in the compound. This descriptor influences the adsorption property of organic 

pollutants by MWCNTs as indicated by its positive regression coefficient. Thus, the 

compounds containing large number of aromatic hydroxyl group may enhance the adsorption 

property of organic pollutants by MWCNTs as shown in compounds 13 (pyrogallol) 

(containing 3–OH groups), 5 (2-phenyl phenol) (containing 1-OH group) and 14 (2,4,6 

trichloro phenol) (containing 1-OH group), whereas the compounds containing no aromatic 

hydroxyl group are detrimental for the adsorption affinity of organic pollutants by MWCNTs 

as shown in compounds 18 (4-chloroaniline), 36 (benzyl alcohol) and 42 (phenethyl 

alcohol) (these compounds contain no aromatic hydroxyl group). Although some compounds 

containing no aromatic hydroxyl group  still show high adsorption affinity of the organic 

pollutants by MWCNTs, it is due to some other dominating descriptors present in the model. 

Thus, the substitution of electron donating group like hydroxyl group in aromatic ring of 

organic pollutants could enhance the adsorption on MWCNTs. 

A 2D atom pair descriptor, F04[N-O], indicates the frequency of N-O fragment at topological 

distance 4. The positive regression coefficient of the descriptor suggests that increase of N-O 

fragment at topological distance 4 is directly proportional to the adsorption affinity of 

organic pollutants. The higher number of fragment correlates to higher adsorption property as 

observed in case of compounds 19 (2-nitroaniline) and 27 (3-nitrophenol) while the 

absence of such fragment at topological distance 4 has no influence in the adsorption by 

MWCNTs as shown in compounds 18 (4-chloroaniline), 36 (benzyl alcohol) and 42 

(phenethylalcohol), This descriptor also indicated that the frequency of two electronegative 

atoms of organic pollutants (either electron donating or electron withdrawing group; in case 

of compound number 19, nitrogen (-NH2 group) acts as electron donor and oxygen (-NO2 

group) acts as a electron withdrawing group whereas in case of compound number 27, 

nitrogen (-NO2 group) acts as a electron withdrawing group and oxygen (-OH group) acts as 

a electron donating group) should be situated at topological distance 4 for better adsorption 

on MWCNTs.  

An E-state descriptor, nHBint4, a PaDel descriptor, indicates count of potential internal 

hydrogen bonds separated by four edges. The positive regression coefficient suggests that 
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propensity of hydrogen bond of organic pollutants has a dominating role to enhance the 

adsorption property. Thus, the organic pollutants bearing hydrogen bonded group separated 

by four path length are conducive for adsorption affinity as shown in compounds 13 

(pyrogallol), 19 (2-nitroaniline) and 48 (3-chlorophenol) whereas absence of such 

fragment in organic pollutants are detrimental for the adsorption affinity as shown in 

compounds 6 (benzene), 11 (phenol) and 42 (phenethyl alcohol).  

B03[O-O] is a 2D atom pair descriptor that indicates presence or absence of O-O fragment at 

topological distance 3. The positive regression coefficient of the descriptor indicates that 

higher the frequency of this fragment, higher is the adsorption affinity. Thus, the presence of 

O-O fragment at topological distance 3 favors the adsorption of organic pollutants by 

MWCNTs as shown in compound nos. 12 (catechol) and 13 (pyrogallol) while on the 

contrary the compound nos. 6 (benzene), 42 (phenethyl alcohol) and 36 (benzyl alcohol) 

have less influence to adsorption property as these compounds having no such fragments at 

topological distance 3.  

Hydrogen bonding is one of the key mechanisms for the adsorption of organic contaminants 

on CNTs. The information obtained from the descriptors nArOH, F04[N-O], nHBint4, 

F03[O-O] and B03[O-O] suggested that there may be some hydrogen bonding interactions 

between organic pollutants and MWCNTs which regulate the adsorption affinity (Fig. 3) of 

organic pollutants to MWCNTs. In case of the descriptor nArOH, the aromatic hydroxyl 

group may form hydrogen bonds with the hydroxyl/carboxylic groups on the CNTs surface 

and the hydrogen bonds may also form between the surface-adsorbed aromatic hydroxyl 

group containing organic pollutants (phenolics) and dissolved phenolics. Here, the hydroxyl 

group is always connected with an aromatic ring. Thus, it is obvious that this aromatic ring of 

organic pollutants itself can interact with CNTs by π-π interactions. The descriptor, F04[N-

O] also suggested that besides the hydrogen bonding interaction, there may also be a chance 

to form electrostatic interaction. The electron withdrawing group like NO2 may also 

strengthen the π-π interactions formed between the benzene derivatives (acting as π-acceptor) 

and CNTs (acting as π-donor). In case of B03[O-O], two oxygen atom (hydroxyl group) is 

separated by topological distance 3. Thus, these oxygen atoms substituted in a form of 

hydroxyl group may interact with CNTs by hydrogen bonding interactions. These two 

electronegative atoms of organic pollutants situated at the topological distance 3 may also 
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interact electrostatically with CNTs. This fragment may also strengthen the π-π interactions 

formed between organic pollutants and MWCNTs [122-123]. Note that, though C-O bond is 

detrimental for adsorption affinity of organic pollutants on CNTs as discussed later, but 

frequency of O-O fragment (O atom attached with any carbon atom i.e., C-O bond (one 

oxygen atom); here, O-O fragment (containing two oxygen atoms) suppress the detrimental 

effect of C-O group) at topological distance 3 and is influential for the adsorption affinity of 

organic pollutants on MWCNTs. The descriptors involved for hydrogen bonding interaction 

between the organic pollutants and MWCNTs are depicted in Figure 5. 

 

Figure 5. Mechanistic interpretation of the descriptors related to hydrogen bonding 

interaction between organic pollutants and MWCNTs. 

 

4.1.2. The descriptors related to hydrophobic interactions 

A 2D atom pair descriptor, B06[C-Cl], represents presence or absence of C-Cl bond at 

topological distance 6. The positive regression coefficient of this parameter suggested that 



  

Chapter 4                                                                                             Results  and Discussion 

94 
 

presence of such fragment at topological distance 6 enhances the adsorption affinity of 

organic pollutants towards the MWCNTs as shown in compounds 50 (4-

chloroacetophenone) and 57 (2-chloronapthlene). On the other hand, compounds like 11 

(phenol), 22 (4-methylphenol) and 43 (3-methylbenzyl alcohol) show poor adsorption 

affinity by the MWCNTs due to absence of such fragment.  

The descriptor X0v indicates valence connectivity index of order 0, which can be calculated 

through Kier and Hall‟s connectivity index as shown below. This descriptor contributed 

positively towards the adsorption affinity of organic pollutants to the MWCNTs. Thus, size 

of the organic pollutants plays a crucial role to regulate the adsorption affinity of organic 

pollutants to MWCNTs. It has been found that on increasing the numerical value of this 

descriptor, the adsorption affinity of organic pollutants by MWCNTs also increases as shown 

in case of compounds 1 (pyrene), 58 (azobenzene), 5 (2-phenyl phenol) (bigger in size) 

while the adsorption affinity of organic pollutants by MWCNTs decreases in case of 

compounds 6 (benzene), 11 (phenol) and 36 (benzyl alcohol) (smaller in size).  

Valence connectivity index of zero
th
 can be calculated by (4.1): 

𝑋0𝑣 =  (𝛿𝑖
𝑣)−0.5

𝑛

𝑖=1

     

𝛿𝑖
𝑣 =

𝑍𝑖
𝑣−ℎ𝑖

𝑍𝑖−𝑍𝑖
𝑣−1

                           (4.1) 

In the above equation, δi
v
=valence vertex degree, Zi

v
= valence electron in the i

th
 atom, 

hi=number of hydrogen atoms connected to the ith atom, Zi=number of all electron in the i
th

 

atom. 

The E-state indices of a particular atom in a certain molecule provide information on its 

electronic state of that particular atom which in turn depends upon π bonds, lone pair of 

electrons and ∂ bonds that inform the quantitative availability of valence electrons [124].  

The descriptor minsCH3 indicates minimum atom type E-state CH3. The positive regression 

coefficient of this descriptor indicates that presence of CH3 group has an important role to 

influence the adsorption property of organic pollutants. The numerical value of this 

descriptor is directly proportional to the adsorption property, which suggests that with 

increasing the numerical value of this descriptor, the adsorption affinity of the organic 

pollutants also increases as evidenced by compounds 10 (2,4-dinitrotoluene), 50 (4-
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chloroacetophenone) and 52 (1-methylnaphtalene). On the other hand, the adsorption 

affinity of organic pollutants decreases with absence of CH3 group as showed in compounds 

6 (benzene), 11 (phenol) and 36 (benzyl alcohol).   

Hydrophobic interaction between organic pollutants and CNTs is also an important 

mechanism for better adsorption. The descriptors, B06[C-Cl], X0v and minsCH3 suggested 

that the organic pollutants may adsorb to the MWCNTs by hydrophobic interaction. In case 

of B06[C-Cl] and X0v, size of molecules (for B06[C-Cl], the distance between C and Cl 

atoms is six which reflects on size of the molecules) plays an important role for adsorption 

affinity. The size enhances the surface area of molecules which can regulate the hydrophobic 

interactions between organic pollutants and MWCNTs. The methyl group (information 

obtained from minsCH3 descriptor) and CNTs are hydrophobic in nature. Thus, an increase in 

the minsCH3 value would indicate a higher degree of unsaturation, hence would enhance the 

reactivity. So, there is a chance to form hydrophobic interactions between organic pollutants 

and MWCNTs which reflects better adsorption. The descriptors involved for hydrophobic 

interactions between organic pollutants and CNTs are depicted in Figure 6. 
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Figure 6. Mechanistic interpretation of the descriptors related to hydrophobic interaction 

between organic pollutants and MWCNTs. 

 

4.1.3. The descriptors related to π-π interactions 

The descriptor, Ui, gives information about the Unsaturation index, which contributed 

positively towards the adsorption affinity of organic pollutants by MWCNTs indicated by 

positive regression coefficient. From this descriptor, it has been suggested that presence of 

unsaturation in organic pollutants plays a crucial role to enhance the adsorption affinity as 

shown in compounds 1 (pyrene), 10 (2,4-dinitrotoluene) and 58 (azobenzene) (the 

numerical values of this descriptor are 3.392, 3 and 3 respectively) and vice versa in case of 

compounds 11 (phenol), 36 (benzyl alcohol) and 42 (phenethyl alcohol)(the numerical 

values of this descriptor are 2 in each compound).Here, the compounds, 1 (pyrene), 10 (2,4-

dinitrotoluene) and 58 (azobenzene) have higher range of unsaturation index value due to 

presence of large number of double bonds.   
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An ETA index, ETA_BetaP gives a measure of sigma, pi and non-bonded (i.e., lone pair 

capable of forming resonance with aromatic system) electrons relative to the molecular size. 

Therefore, electron-richness (unsaturation) relative to the molecular size of organic pollutants 

is an important parameter to regulate the adsorption property. The positive regression 

coefficient of this parameter indicates that electron density of molecules should be higher for 

increasing the adsorption affinity of organic pollutants by MWCNTs as found in the 

compound no. 1 (pyrene), 28 (1,3-dinitrobenzene) and 58 (azobenzene) whereas the 

compounds with low electron density show lower range of adsorption affinity as shown in 

compound nos. 36 (benzyl alcohol), 42 (phenethyl alcohol) and 43 (3-methylbenzyl 

alcohol). Thus, it can be concluded that the molecules should be electron-rich for higher 

adsorption property of organic pollutants.   

The π-π interaction is another most important mechanism involved for the adsorption of 

organic pollutants to CNTs. The information obtained from Ui and ETA_BetaP descriptors 

suggested that the organic pollutants can absorb to MWCNTs by strong π-π interaction. 

Whereas, the descriptors B03[O-O], F03[O-O] and F04[N-O] suggested that the [O-O] 

fragments at topological distance 3 and the [N-O] fragments at topological distance 4 may 

strengthen the π-π interaction formed between organic pollutants and MWCNTs. The 

descriptor, Ui suggested that unsaturation plays a crucial role for adsorption of organic 

pollutants to MWCNTs. CNTs also contains large number of double bonds (unsaturation). 

So, there is a chance to form strong π-π interactions between organic pollutants and 

MWCNTs which reflects better adsorption of these pollutants to MWCNTs. Hence, a higher 

number of double bonds of organic pollutants enhance the adsorption affinity to MWCNTs. 

The descriptor, ETA_BetaP suggested that unsaturation (electron-richness) relative to the 

molecular size of organic pollutants plays a crucial role to regulate the adsorption property. 

From this descriptor, it can be suggested that the adsorption affinity of organic pollutants to 

MWCNTs is increased due to the π-π interaction. The descriptors involved for π-π interaction 

between organic pollutants and CNTs are described graphically in Figure 7. 
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Figure 7. Mechanistic interpretation of the descriptors related to π-π interaction between 

organic pollutants and MWCNTs. 

 

4.1.4. The descriptors related to electrostatic interactions 

F03[O-O], a 2D atom pair descriptor, indicates frequency of O-O fragment at topological 

distance 3.The positive regression coefficient of this descriptor suggested that presence of 

higher number of O-O bonds at topological distance 3 might be beneficial for the adsorption 

affinity of organic pollutants by MWCNTs as shown in compounds 12 (catechol) and 13 

(pyrogallol)whereas the opposite happens in case of compounds 6 (benzene),42 (phenethyl 

alcohol) and 43 (3-methylbenzyl alcohol) (where, no O-O fragment present at topological 

distance 3).This fragment may also strengthen the π-π interactions formed between organic 

pollutants and MWCNTs [125-126]. Like B03[O-O], this descriptor  also suppresses the 

detrimental effect of C-O group as discussed earlier in this section. 
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The information obtained from the descriptors, F03[O-O], B03[O-O] and F04[N-O] 

suggested that the organic pollutants can adhere to the surface of MWCNTs by strong 

electrostatic interaction. The descriptors F03[O-O] and B03[O-O] indicate that the frequency 

or presence/absence of two electronegative atoms (electron donating group) at the 

topological distance 3 is essential to enhance the adsorption affinity of organic pollutants to 

MWCNTs. Thus, there may be a chance to form electrostatic interactions between organic 

pollutants (negative charged atom like oxygen atom of hydroxyl group) and MWCNTs 

(sidewall of the CNTs are electrically polarizable thus polar molecules can easily adhere to 

their surface). The descriptors involved for electrostatic interaction between organic 

pollutants and CNTs are represented graphically in Figure 8. 

Figure 8. Mechanistic interpretation of the descriptors related to electrostatic interaction 

between organic pollutants and MWCNTs. 

 

The 2D atom pair descriptor, B01[C-O], indicates the presence or absence of the C-O bond at 

topological distance 1. The negative regression coefficient of the descriptor supports that 

presence of this fragment at topological distance one is detrimental to the adsorption affinity 
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of organic pollutants by MWCNTs though it can form hydrogen bond with MWCNTs. As for 

example, compounds like 1 (pyrene), 57 (2-chloronaphthalene) and 58 (azobenzene) have 

higher adsorption affinity value due to absence of such fragments at topological distance 1 

whereas compounds like 11 (phenol), 36 (benzyl alcohol) and 42 (phenethyl alcohol) have 

lower adsorption affinity due to presence of one C-O bonds each.  

 

4.2. Study 2: Risk assessment of heterogeneous TiO2-based engineered nanoparticles 

(NPs): A QSTR approach using simple periodic table based descriptors 

Based on the cytotoxicity data of 34 TiO2 modified NPs towards Chinese hamster ovary cells 

and easily calculated 34 periodic table based descriptors, we have developed five simple but 

statistically significant LR based Nano-QSTR models. We have checked both the internal 

(R
2
=0.922-0.926; Q

2
=0.907-0.911; R

2
adj=0.918-0.922) and external (Q

2
F1=0.930-0.938; 

Q
2

F2=0.924-0.932) validation parameters of all the individual models which showed good in 

silico predictivity of the models as depicted in Table 4.3.  For the external validation, 𝑄𝐹1
2  or 

𝑅𝑝𝑟𝑒𝑑
2  and 𝑄𝐹2  

2 metrics were used, and their values are much higher than the threshold value, 

i.e., 0.5. MAE based criteria were also checked for the models and each individual model 

passed the MAE based criteria. We have calculated rm
2 

parameters like 𝑟𝑚(𝑙𝑜𝑜 )
2          and 𝛥𝑟𝑚(𝑙𝑜𝑜 )

2  

and 𝑄(𝐿𝑜𝑜)
2  for the internal set and 𝑟𝑚(𝑡𝑒𝑠𝑡 )

2  and 𝛥𝑟𝑚(𝑡𝑒𝑠𝑡 )
2   for the external set, and the resultant 

values passed the critical values proving statistical reliability of the models. The descriptors 

obtained from the five LR models are discussed elaborately below. In equation, ntraining means 

number of compounds in the training set/internal set used to develop the models, and ntest 

means number of compounds in the test set/external set used to judge the quality of the 

models. The test compounds showed good predictivity based on the models. The scatter plot 

of observed vs predicted cytotoxicity for all the LR and PLS models are shown in Figure 9. 
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Table 4.3: Statistical quality and validation parameters obtained from the developed LR and PLS models.  

Types of 

models 

Descriptors Training set statistics Test set statistics 

Model 

R
2
 

Model 

Q
2

(LOO) 

MAE(95% 

) 

2
m(LOO)r   

2
m(LOO)Δr  

R
2

pred 

or 

Q
2
F1 

Q
2
F2 CCC 

2
m(test)r   

2
m(test)Δr  

MAE 

(95%) 
MAE 

LR 

M1 

Electrochemical 

Equivalent (g/amp-

hr) 

0.926 0.911 Moderate 0.880 0.045 0.937 0.931 0.959 0.828 0.049 0.066 Good 

M2 
2nd ionization 

(kJ/mol) 
0.923 0.909 Moderate 0.877 0.047 0.938 0.932 0.960 0.843 0.042 0.057 Good 

M3 Amount of Ag 0.922 0.907 Moderate 0.875 0.048 0.930 0.924 0.956 0.806 0.059 0.073 Good 

M4 

Thermal 

conductivity 

(W/(m. k)) 

0.922 0.907 Moderate 0.874 0.048 0.934 0.928 0.958 0.829 0.052 0.077 Good 

M5 
covalent radius 

(pm) 
0.923 0.909 Moderate 0.877 0.047 0.938 0.932 0.960 0.842 0.042 0.056 Good 

PLS P1 

All 5 descriptor 

with one latent 

variable 

0.925 0.911 Moderate 0.883 0.0483 0.944 0.938 0.969 0.922 0.031 0.068 Good 
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Figure 9. The scatter plot of the observed and the predicted cytotoxicity (-logEC50) values of 

the LR and PLS models. Figure (A-E) represents LR models and Figure F represents PLS 

model. 

 

Model 1 

The mono parametric equation is as follows: 

 

− log𝐸𝐶50 = 4.673 ±0.034 + 0.458 ±0.003 Eq 

ntraining = 25, R2 = 0.926, Radj
2 = 0.922, S = 0.127, F = 286.07, 

PRESS = 0.440, Q2 = 0.911, rm LOO  
2          = 0.880, Δrm LOO  

2 = 0.045, MAE based criteria

= Moderate, 
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                         ntest = 9, QF1
2 = 0.937, QF2

2 = 0.931, rm test  
2         = 0.828, Δrm test  

2 =

                                       0.049, MAE based criteria = Good                           (4.2) 

4.2.1. Electrochemical Equivalent (Eq) 

The descriptor Electrochemical Equivalent (g/amp-hr) (Eq) of a chemical element indicates 

the mass of that element (in grams) transported by 1 coulomb of electric charge. 

Electrochemical Equivalent can be calculated as follows, 

Electrochemical Equivalent=Gram molecular mass of the substance/ number of electrons 

(involved in reaction) 

This indicates that the atoms containing lower number of valence shell electrons will have 

higher descriptor values, as it is inversely proportional to the number of electrons in the 

principle valence shell taking part in the chemical reaction. The descriptor also determines 

the kinetics of corrosion rate and estimates the oxidizing power of metal in specific 

environment. The oxidizing power can be determined through the oxidation potential of a 

metal, which gives the measure of the likelihood of a metal to move from lower oxidation 

state to higher oxidation state. The transition metals can exist in different oxidation state as 

they have partially filled -d and -f orbital shells. The elements with less number of valence 

electrons will have less oxidation state and metals with less oxidation state are more harmful 

than the elements with higher oxidation or stable oxidation state [127]. The positive 

regression coefficient of this descriptor suggests that the toxicity towards hamster ovary cell 

will increase with an increase in the numerical value of this descriptor as shown in case of 

nanoparticles 6.5Ag_0.5Pt and 6.5Ag_0.25Pt (the Electrochemical Equivalent values are 

27.06975 and 26.614825 (g/amp-hr) and their corresponding toxicity values are 5.8 and 5.84 

respectively) and vice versa as shown in nanoparticles 0.05Au_0.05Pt and 0.1Au (the 

Electrochemical Equivalent values are 0.213465, 0.24496 (g/amp-hr) and their respective 

toxicity values are 4.67 and 4.56). 

Mechanism of toxicity 

The toxicity of a metal ion depends on its electrochemical features, solubility and stability. 

Chelating ability of the metal ion with the particular ligands of biological macro molecules 
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also affect the toxicity to the biological cells. Toxicity of the metal depends both 

quantitatively and qualitatively on the oxidation state of the metals. The lower oxidation state 

metals are more toxic than their higher oxidation state due to its tendency to get oxidized to 

form stable oxides, i.e., higher valence state hence disrupting cellular processes [128] 

Electron detachment from metal NPs initiates the lipid peroxidation by reactive oxygen 

species (ROS) such as superoxide (𝑂2
•−) and hydroxyl radicals (• 𝑂𝐻) [129-130]. Using TiO2 

NPs as example, ROS is produced as per the following scheme (Eq. 4.3) in presence of light 

radiation: 

 

𝑇𝑖𝑜2𝑁𝑃𝑠 + ℎ𝜈 ⟶ 𝑇𝑖𝑜2 ℎ
+ + 𝑒−  

𝑒− + 𝑂2 ⟶ 𝑂2
− 

𝑂2
− + 2𝐻+ + 𝑒− ⟶ 𝐻2𝑂2 

                                                               𝐻2𝑂2+𝑂2
− ⟶ 𝑂𝐻 + 𝑂𝐻− + 𝑂2 

                                                                   𝐻+ + 𝐻2𝑂 ⟶ 𝑂𝐻 + 𝐻+                                  (4.3) 

The cellular damage as per true toxicity mechanism may involve release of metal ions. The 

extent of ROS production increases by direct contact of the nanoparticles (NPs) with the cell 

is an essential feature [131]. NPs can increase the oxidative stress as per the given 

mechanism by generating reactive oxygen species (ROS) which reduces the antioxidants 

[132] that eventually leads to cell injury and death of the cell. The production of the high 

energy species may attack lipids, proteins, nucleic acid or other biological macromolecules 

thus causing damage to the cells. They may hamper the mitochondrial structure and 

depolarize the membrane, even may cause impairment of the electron transport chain and 

activation of the NADPH (Nicotinamide adenine dinucleotide phosphate) system. Damage to 

the DNA may lead to cell cycle arrest and apoptosis. 
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Model 2 

−log𝐸𝐶50 = 4.643 ±0.036 + 0.0001 ±0.00001 2χpi  

ntraining = 25, R2 = 0.923, Radj
2 = 0.920, S = 0.129, F = 277.15, 

PRESS = 0.452, Q2 = 0.909, rm LOO  
2          = 0.877, Δrm LOO  

2 = 0.047, MAE based criteria

= Moderate, 

ntest = 9, QF1
2 = 0.938, QF2

2 = 0.932, rm test  
2         = 0.843, Δrm test  

2

= 0.042, MAE based criteria = Good 

                                                                                                                          (4.4) 

4.2.2. 2
nd

 ionization potential (
2
χpi) 

The next significant descriptor, 2
nd

 ionization potential ( 2χpi) , also contributes to the 

cytotoxicity of the hamster ovary cell. This descriptor defines the energy needed to remove a 

second electron from each ion in one mole of gaseous 1
+
 ion to give gaseous 2

+
 ions as 

represented in Eq. 4.5. 

                      𝑀 ⟶ 𝑀+ + 𝑒2−                                                             (4.5) 

Here, M is the atom, M
+ 

is the ion and e
- 
is the electron, i.e., ionization energy. 

Ionization potential is the difference of energy between the ground state and state of 

ionization, and this amount of energy is required to completely remove the loosely attached 

electrons. The 2
nd

 ionization potential is greater than 1
st
 ionization potential and depends 

upon the size, charge and the type of electrons removed from outer shell of the atom. 

Ionization potential also determines the electronegativity and electron affinity of an atom. 

The less ionization energy of an atom (the energy required to remove the outer shell electron) 

indicated that the atom can easily lose its outer shell electron and has fewer tendencies to 

gain electrons. Thus, it clearly indicates that the atoms with high ionization potential will 

have high electronegativity. The electronegativity is responsible for the catalytic property of 



Chapter 4                                                                                              Results and Discussion 
 

106 
 

the cationic form of the metal and therefore increases the cytotoxicity. The positive 

regression coefficient of this descriptor indicated that an atom with higher 2
nd

 ionization 

potential increases the cytotoxicity of the hamster ovary cell and vice versa. As for example, 

the nanoparticles 6.5Ag_0.5Pt and 6.5Ag are highly toxic (toxicity values are 5.8 and 5.88 

respectively) towards the cytotoxicity to hamster ovary cell due to their higher range of 2
nd

 

ionization potential (14350.5 and 13455 respectively), whereas in case of nanoparticles 

0.25Pt and 0.1Au, the cytotoxicity (4.56 and 4.67 respectively) decreases with its 2
nd

 

ionization potential (447.75 and 198 kJ/mol respectively). 

Mechanism of toxicity 

Electronegativity depends on the atomic radius and on the formal charge of the cationic 

metal. Metal nanoparticles containing higher electronegativity have a tendency to gain 

electrons from the bonding pair of the electrons. Therefore, an increase in electronegativity 

suggests an increase in the catalytic properties of the cationic metal, and thus it increases the 

toxicity of the metal nanoparticles as described by the Haber–Weiss–Fenton cycle [133]. 

Electronegativity reduces with the number of valence electrons. Electronegativity of the 

metal separates the metal cation from the metal oxide NPs during the toxic effect. Oxidative 

stress caused here due to generation of intracellular ROS levels causes oxidative damage to 

the cells leading to apoptosis [134]. The number of ROS as OH radicals [135-136] 

superoxide ions [137], hydrogen peroxide (H2O2) is found to be responsible for the 

generation of oxidative stress in the cell. 

The Haber–Weiss–Fenton cycle is explained using copper metal as an example (Eq.4.6): 

            𝑂2
•− + 𝐶𝑢2+ ⟶ 𝑂2 + 𝐶𝑢+ 

                                                          𝐶𝑢+ + 𝐻2𝑂2 ⟶ 𝐶𝑢2+ + 𝑂𝐻− +• 𝑂𝐻                      (4.6) 

Usually • 𝑂𝐻  radicals are being produced in all aerobic organisms in the form of byproducts 

of cellular respiration as they use oxygen (molecular) to obtain energy. The problem arises 

when there is an imbalance between the oxidative and reductive products due to increase 

ROS production. 

                                                                                𝑂2 + 𝑒− ⟶ 𝑂2
•−                                         (4.7) 
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Superoxide anion radicals are products of one-electron reduction of the O2 atom as in Eq. 

4.7. 

The electrons required for this reaction is utilized from electron transfer chain at the time of 

cellular respiration [138]. 

                                          𝐻2𝑂2 + 𝑂2
•−

𝑐𝑢+/𝑐𝑢 2+

       𝑂2 + 𝑂𝐻− +• 𝑂𝐻                          (4.8) 

Thus, in the presence of the metal cation (Eq.4.8), the hydroxyl radical (• 𝑂𝐻 ) is formed 

more readily than normal. The high concentration of the hydroxyl radical becomes elevated 

than natural scavengers in the cell, which causes an imbalance in the antioxidants in the cell, 

ultimately leading to oxidative stress and cell death. 

 

Model 3 

− log𝐸𝐶50 = 4.641 ±0.036 + 0.0013 ±0.0001 Rc 

ntraining = 25, R2 = 0.923, Radj
2 = 0.920, S = 0.129, F = 276.74, 

PRESS = 0.452, Q2 = 0.909, rm LOO  
2          = 0.877, Δrm LOO  

2 = 0.047, MAE based criteria

= Moderate, 

                        ntest = 9, QF1
2 = 0.938, QF2

2 = 0.932, rm test  
2         = 0.842, Δrm test  

2 =

                                0.042, MAE based criteria = Good                                            (4.9) 

4.2.3. Covalent radius (Rc) 

The covalent radius(Rc) descriptor is a measure of the size of an atom that forms a part of 

one covalent bond, and it is the third common measure of the size of the atom. It is primarily 

calculated from the nuclear charge, i.e., atomic number and electronic configuration of the 

atom. The positive regression coefficient of the descriptor suggests that the numerical value 

of this descriptor is directly correlated with the cytotoxicity as shown in nanoparticles 

6.5Ag_0.1Pt and 6.5Ag, where the cytotoxicity (5.63 and 5.88 respectively) increases with 

covalent radius of nanoparticles (956.1 ( pm) and 942.5 (pm) respectively). On the other 
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hand, when the covalent radius of the nanoparticles decreases as in case of nanoparticles 

0.25Pt (34 pm) and 0.1Au_0.25Pt (47.6 pm) the respective toxicity 4.67 and 4.7 also 

decreases. If the size of atomic radius increases, the number of shells also increases, 

shielding the outer electrons from the electrostatic pull of the nucleus. Again, the outer 

valence shells can easily lose electrons to form cation radical that may cause further 

modification to DNA (Deoxyribonucleic Acid) bases and enhance lipid peroxidation 

ultimately causes cytotoxicity. 

Mechanism of toxicity 

The presence of metal cations instigates the formation of sufficient amount of radicals (●OH) 

than the metals do naturally. The elevated level of the reactive hydroxyl radical makes it 

impossible for the natural scavengers to keep the normal physiological balance in the cell. 

The metal cation increases the production of the free radicals both in cell and mitochondria 

which attack the DNA and mtDNA (mitochondrial DNA) respectively and causes 

fragmentation of the DNA. When metal radical attacks the protein, it causes blockade of the 

protein synthesis by oxidizing them leading to autocatalytic lipid peroxidation. This 

mechanism decreases the mitochondrial membrane potential, which leads to the loss of the 

mitochondrial membrane fluidity and thus the content of the matrix is spilled out into the 

inner membrane 

 

Model 4 

− log𝐸𝐶50 = 4.709 ±0.338 + 0.181 ±0.011 Amount of Ag 

ntraining = 25, R2 = 0.922, Radj
2 = 0.919, S = 0.130, F = 272.26, 

PRESS = 0.459, Q2 = 0.907, rm LOO  
2          = 0.875, Δrm LOO  

2 = 0.048, MAE based criteria

= Moderate, 

                                 ntest = 9, QF1
2 = 0.930, QF2

2 = 0.924, rm test  
2         = 0.806, Δrm test  

2 =

                                                        0.059, MAE based criteria = Good                     (4.10) 
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4.2.4. Amount of Ag (Agamt) 

The descriptor, amount of Ag, determines the measurement of silver metal concentration. 

The positive regression coefficient indicates that with increase in the amount of the silver 

metal as shown in case of nanoparticles 6.5Ag_0.5Pt and 4.5Ag_0.5Pt (6.5 and 4.5 mol 

%_respectively), the cytotoxicity (5.8 and 5.65 respectively) of the metal towards the 

hamster ovary cell also increases. On the other hand, when the amount of silver is reduced as 

shown in case of nanoparticles 0.5Ag_0.1Pt and 1.5Ag (0.5 and 1.5 mol % respectively) the 

corresponding toxicity value (4.64 and 4.89 respectively) also decreases, which clearly 

depicts that silver metal has a dominant role for cytotoxicity towards the hamster ovary cell. 

Silver metal has an antimicrobial effect and induces toxicity in many types of species [139] 

and chronic exposure of silver metal may cause argyria or argyrosis in humans as suggested 

by some authors [140]. Silver metal has a better water solubility than the other metals and 

thus it concentration is higher in the solution compared to other investigated metals of equal 

molar mass. Due to the higher concentration of silver metal available in solution, they are 

more toxic than the other metals. 

Mechanism of toxicity 

Different hypotheses have been formulated for the mechanism of silver ion toxicity to the 

cell. Among the various hypotheses, the silver ion release from the metal oxide [141] and 

generation of the reactive oxygen species (ROS) [142-143]  is suggested to be most likely. 

Silver NPs are believed to produce toxicity through so-called Trojan-horse mechanism [142]. 

In this mechanism, Ag is released intracellularly after being taken up by the cell and 

subsequently causes death of the cell. Ag NPs accumulate into the cell and produce ROS 

directly or may indirectly increase ROS production by reducing the antioxidants production. 

Thus, it decreases the viability of the cells also induces damage of DNA and chromosomes 

[144-145] which ultimately leads to apoptosis of the cell. Smaller Ag NPs are more toxic 

than the larger ones because of their high surface to volume ratio, which further facilitate the 

release of the Ag ions in the cell. 
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Model 5 

− log𝐸𝐶50 = 4.682 ±0.035 + 0.0004 ±0.000026 Tc 

ntraining = 25, R2 = 0.922, Radj
2 = 0.918, S = 0.130, F = 270.44, 

PRESS = 0.463, Q2 = 0.907, rm LOO  
2          = 0.874, Δrm LOO  

2 = 0.048, MAE based criteria

= Moderate, 

                                    ntest = 9, QF1
2 = 0.934, QF2

2 = 0.932, rm test  
2         = 0.829, Δrm test  

2 =

                                                        0.052, MAE based criteria = Good                     (4.11) 

4.2.5. Thermal conductivity (Tc) 

Thermal conductivity (Tc) is a property of metals. It determines the rate at which heat passes 

through a particular material; it is expressed as the amount of heat that passes through a unit 

area per unit time and possesses temperature gradient per degree per unit distance. According 

to the band theory, the atoms of metal crystals are very close to each other causing the 

orbitals to overlap each other, suggesting that there is presence of large number of electrons 

in a small piece of metal and due to their closeness they are referred to as bands. The filled 

bands are known as valence bands and partially filled bands with delocalized electrons are 

called conduction bands. Since in metals the closeness is very small, therefore it becomes 

easy for the electrons to move from valence band to conduction band. The ability of metals to 

conduct electricity depends on the proximity of the valence and conduction bands. Band 

theory also explains the possibility of the movement of delocalized electrons which is due to 

the overlapping of the molecular orbitals. The positive regression coefficient of this 

descriptor indicates that the cytotoxicity of the nanoparticles increases with its thermal 

conductivity and vice versa. It has been observed in case of nanoparticle 6.5Ag_0.25Pt and 

6.5Ag that the cytotoxicity of these nanoparticles (5.84 and 5.88 respectively) increases as 

the thermal conductivity also increases (2806.4 (W/(m•K) and 2788.5 (W/(m•K) 

respectively), whereas the reverse occurs in the nanoparticles 0.25Pt and  0.1Au where the 

cytotoxicity (4.67  and 4.56 respectively) decreases with  thermal conductivity (17.9  and 

31.8 respectively). Thus, increase in the thermal conductivity means that there is a decrease 

in the band gap, which makes it easier for the movement of electrons to the conduction band 
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and hence overlapping of the band gaps causes oxidative stress and acute pulmonary 

inflammation compared to the material whose band gaps does not overlap [146-147]. 

Mechanism of toxicity 

ROS production and oxidative stress occur due to the band gap of the nanoparticle energy 

band. The intracellular redox processes occurring in the biological media initiates electron 

transfer process from the valence band to conduction band. Burello and Worth et.al 

(2012)[148] stated that redox potential (E0) of the naturally occurring reaction in the cell in 

context with the values of conduction band energy (Ec), and valence band energy (Ev) may be 

a main reason for the toxicity of the nanoparticles oxides (NPs). The overlapping of the Ec 

and Ev band causes oxidative stress which leads to the imbalance between the production of 

free radicals and the ability of the body to detoxify or counteract their harmful effects 

through neutralization by antioxidants. The toxicity arises due to detachment of the electron 

from the modified metal oxide NPs, i.e., reductive potential. Electron release in the cell 

interact with  various molecules to produce a free radical (• 𝑂𝐻) that attacks the DNA double 

strand and blocks the replication or otherwise block the protein and oxidize them which 

impairs their function. When there is a sufficient DNA damage, then the cell undergoes 

apoptosis. 

4.2.6. PLS model 

After critical analysis of the statistical results (both internal and external validation 

parameters) obtained from the five LR models, we found that all five descriptors were 

significant in modeling toxicity in the Chinese hamster ovary cell. Therefore, we performed 

PLS regression with the same data set division using the five descriptors obtained from the 

LR models. The final PLS equation was developed using one latent variable. 

 

−𝑙𝑜𝑔𝐸𝐶50  = 4.669 + 0.00918Eq + 0.00002χpi + 0.00026𝑅𝑐 + 0.03627  Agamt

+ 0.00009 Tc  

𝑁𝑡𝑟𝑎𝑖𝑛 = 25,𝑅2 = 0.925, Radj
2 = 0.922, S = 0.127 , F = 284.75, PRESS = 0.0.381,𝑄(𝐿𝑂𝑂)

2

= 0.911, 𝐿𝑉 = 1, 𝑟𝑚(𝑙𝑜𝑜 )
2         = 0.883, 𝛥𝑟𝑚(𝑙𝑜𝑜 )

2 = 0.048 
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                                𝑁𝑡𝑒𝑠𝑡 = 9,𝑄𝐹1
2 = 0.944,𝑄𝐹2

2 = 0.938, 𝑟𝑚(𝑡𝑒𝑠𝑡 )
2         = 0.922, 𝛥𝑟𝑚(𝑡𝑒𝑠𝑡 )

2 =

                                                        0.031,𝑀𝐴𝐸 𝑏𝑎𝑠𝑒𝑑 𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑎 = 𝐺𝑜𝑜𝑑.                         (4.12) 

 

Using the variable importance plot (VIP) (Figure 10), the significance level of the 

descriptors was found to be in the following order: Eq, 2χpi, Rc, Agamt and Tc. This model 

could predict 91% of the response. Both external and internal validation results showed good 

predictivity pattern. The 𝑄𝐹1
2  0.944 metric also proves high predictability of the developed 

model. The applicability domain (AD) of the LR models was checked; it is noteworthy to 

mention that the test set compounds are within the AD of the developed QSTR model based 

on the standardization approach. 

 

 

 

Figure 10. VIP plot of PLS model. 

 



Chapter 4                                                                                              Results and Discussion 
 

113 
 

We have also checked the AD for the test set compounds based on the developed PLS model 

using the DModX approach. It was found that all the test set compounds are within the AD 

(D-critical=1.897) (Figure 11).  

 

 

 

Figure 11. Applicability domain of test set compounds based on PLS model. 

 

The various descriptor obtained in the PLS equation are elaborately explained below with the 

probable mode of action towards cytotoxicity to the Chinese Hamster ovary cell depicted in 

Figure 12. 
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The detailed mechanisms of the toxicity in terms of the descriptors are depicted in Figure 12. 

 

 

Figure 12. Mechanism of cytotoxicity of modified TiO2 NPs towards the cell. 
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 5. CONCLUSION 

The success of any research work depends on the results obtained there from, and the 

conclusion drawn therein, which could bring out revealed, unrevealed or unexplored 

scientific explanations. These findings may further lead to develop better understanding and 

deep knowledge in the specific area in which the studies were performed. To meet the 

economically driven pressure on the chemical market in cost effective and time saving 

manner, computational chemistry (computer-aided drug design, molecular modeling, etc) 

combined with virtual screening techniques are now being hailed as the newest and fastest 

effective method to put new chemical entities into this chemical market. The various 

concepts included in the work and the different methodologies adapted are reflected in the 

results and explanations. 

In the present study, predictive QSPR models were developed using 2D descriptors to study 

the various physicochemical characteristics of compounds responsible towards a certain 

endpoint. Determination of property of CNTs and toxicity of nanoparticles was done with the 

help of 2D descriptors and simple periodic table descriptors respectively.  We have here 

implemented simple and straightforward yet robust formalism in computing descriptors, 

developing models, judging their prediction reliability in defined chemical space, and the 

diagnosed chemical information in the light of the OECD guidelines. By using QSPR models 

for the nanoparticles we have tried to reduce the gap between the experimental procedure and 

theoretical work.  The models were developed using various chemometric tools and were 

subjected internal and external validation of the models to confirm the unbiased predictability 

of the developed models. The results have been fruitful and significant which leads to the 

conclusion that QSPR modeling can be applied for the property and toxicity determination of 

nanoparticles and the knowledge derived from the modeled descriptors can also be used to 

designing and synthesize new compounds with desired property of interest. 

5.1. Predictive Quantitative Structure-Property Relationship (QSPR) Modeling for 

Adsorption of Organic Pollutants by Carbon Nanotubes (CNTs) 

MLR strategies were employed to develop QSPR models of organic pollutants using 

adsorption coefficient as end point to CNTs to explore the key structural features which have 
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influencing effect on the adsorption of the investigatory molecules towards the MWCNTs. 

We have developed the models using 2D descriptors only. Prior to development of final 

model, different strategies for variable selection were performed to extract the most 

significant descriptors for the generation of the final MLR (5 models for the datasets). The 

extensive validation of the developed models was performed and it showed good 

predictibility and robustness. The QSPR models were developed in compliance with the 

OCED principles. We have also used “Intelligent consensus predictor” tool to explore 

whether the quality of predictions of test set compounds can be enhanced through an “

intelligent” selection of multiple MLR models. The results showed that based on the MAE 

based criteria, the consensus predictions of multiple MLR models are better than the results 

obtained from the individual models. In both the cases, the winner model is CM3.The 

insights obtained from the developed MLR models for dataset, we have found that (i) the 

descriptors like Ui, F03[O-O], F04[N-O] and ETA_BetaP influence the adsorption of organic 

pollutants either by π-π interactions or by strengthening π-π interactions, (ii) nArOH, F03[O-

O], B03[O-O], nHBint, F04[N-O] descriptors favors the adsorption of organic pollutants 

through electrostatic interactions, (iii) the organic pollutants adsorbed through hydrogen 

bonding interactions are nArOH, F03[O-O], B03[O-O], nHBint, F04[N-O] and finally, (iv) 

the descriptors minsCH3, B06[C-Cl], X0v are essential for the adsorption of organic 

pollutants through hydrophobic interactions. These observations were further supported by 

the following discussion: The organic adsorbates of CNTs were mostly aromatic compounds 

confirming that aromatic compounds have a better interaction with CNTs than the non 

aromatic pollutants due to their π electron richness and flat conformation. The systematic 

understanding of aromatic contaminants is therefore critical as it plays an important role in 

adsorption. Several studies suggested that π-π interaction is crucial for adsorption of organic 

compounds to CNTs [149-151] which in turn depends on size and shape of the molecules 

owing to the curvature of the CNTs and its substitution units. The π-system of the organic 

pollutants interacts with the π-system of the CNTs through π-π interaction and the interaction 

increases with the number of aromatic rings in the adsorbates [123] [152]. Both electron 

withdrawing groups (like -NO2 and –Cl) and electron donating groups (like -NH2, -OH) 

strengthen the π-π interaction between the pollutants and MWCNTs [125-126] by acting as 

π-electron acceptor and π-electron donor respectively. The hydroxyl group was investigated 
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as an electron donating substituent on adsorptive interaction among pollutants and 

MWCNTs, since the hydroxyls by dissociating to –O
-
 (which has stronger electron donating 

ability) strengthen the n-π electron donor acceptor (EDA) mechanism. Compounds with no 

aromatic ring (no π electrons) interact through hydrophobic forces. A study also suggested 

that CNTs act as a strong adsorbent for hydrophobic compounds due to hydrophobic 

interaction [153-158]. Hydroxyl groups (phenolics form) can interact through a various ways 

like (i) hydrophobic interaction (ii) electrostatic interaction (both attraction and repulsion) 

(iii) hydrogen bonding interaction and (iv) enhancing π-π interaction. As the count of 

hydroxyls (phenolics) in the pollutants keep on increasing, the hydrophobicity decreases. 

Thus, it can be considered as a major factor for the adsorption of phenolics to CNTs. 

Hydrogen bonding can also be a major interaction between hydroxyl containing pollutants 

and substituted carbon nanotubes [159-160]. Hydroxyls and amino group interaction can be 

related to the electronic features. In one experiments it was observed that 1-naphthylamine 

has better adsorption on treated CNTs than the untreated one and additional observation was 

seen that although both 2, 4-dichlorophenol and 2-naphthol contain an -OH group, the 

adsorption of 2-naphthol was significant with the functionality variation of CNTs [161]. 

Thus, it indicates that when the adsorbates possess electronic properties, the functionality of 

nanotubes helps for improvement of adsorption [161]. Chen et al. (2007) [162] reported that 

nitro groups containing pollutants have strong adsorption than non-polar aromatic, indicating 

along with hydrophobic interaction there is some other essential interaction controlling 

adsorption comparable to π-electron polarizability related to aromatic compounds and 

electron donating as well as accepting property similar to compounds having more than two 

nitro groups. Nitro aromatic compounds besides being polar in nature, have electron 

accepting capacity when interacting with adsorbents having high electron polarizability 

property and also have high electron conjugation with π-electrons of CNTs. Thus, the higher 

affinity of nitro aromatic compared to other pollutants was due to π-π electron donor acceptor 

interaction as nitrogen is a strong electron withdrawing atom, it acts as π-acceptor and carbon 

nanotube as π-donor [163-166]. Hydrogen bonding is also possible between nitro group of 

the pollutants which act as H-acceptor and functional groups substituted carbon nanotubes. 

Thus, we can conclude that higher number of aromatic rings, high unsaturation or electron 

richness of molecule, presence of polar groups substituted in aromatic ring, presence of two 
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oxygen atom at topological distance 3, presence of nitrogen and oxygen atoms at topological 

distance 4, size of the molecules and hydrophobic surface of the molecules can thus enhance 

the adsorption of the organic pollutants to the CNTs. On the other hand, the presence of 

carbon and oxygen atoms at topological distance 1 may be detrimental and can retard the 

adsorption of organic pollutants. Thus, this work may be helpful to remove the harmful and 

toxic contaminants/disposals of the by-products from the various industries making it 

possible to pollution free environment. 

 

5.1. Risk assessment of heterogeneous TiO2-based engineered nanoparticles (NPs): A 

QSTR approach using simple periodic table based descriptors 

Nanotechnology has a very important impact in our daily life by giving useful solution to 

many global problems. The influence of nanotechnology is not fully established yet. 

According to the reviews of recent published papers [167], there are still many gaps in the 

experimental data devoted to risk assessment of the nanoparticle available in today‟s market.  

The application of theoretical methods is still in its developing stage whereas the usefulness 

of nanoparticle is rising day by day. In this context, we have developed interpretable QSTR 

models and predicted the cytotoxicity of modified TiO2 based nanoparticle towards the 

Chinese hamster ovary cells using simple and easily calculated periodic table descriptors and 

examined the applicability of such descriptor to model metal oxide nanoparticles like any 

other computational approaches. One of the aims of this work is to establish the simple 

periodic table descriptors useful for the modified nanoparticles for future use. It is believed 

that this type of descriptors can be used to develop the QSTR or QSAR models for other 

inorganic compounds also. The periodic table descriptors such as electrochemical equivalent 

(Eq), 2
nd

 ionization potential (
2
χpi), covalent radius (Rc), amount of Ag (Agamt) and thermal 

conductivity (Tc) can well explain the cytotoxicity without any exhaustive calculation and 

thus it brings simplicity to the presented work. All the descriptors positively contributed 

which means that increasing the descriptor values will also increase the cytotoxicity. 

Oxidation number, electronegativity, molecular weight as suggested by the various periodic 

table based descriptors play an important role in the cytotoxicity of TiO2 based NPs coated 

with various metal or mixture of metals in different concentrations. The transfer of electron 

from the valence band to the conduction band, the detachment of the metal cation from the 



Chapter 5                                                                                                                Conclusion                           
 

119 
 

surface of the modified metal oxide surface, increase of amount of silver ion in the cell and 

production of radicals due to lower oxidation number induce oxidative stress, depolarization 

of the mitochondria impair protein function, cause fragmentation of the DNA and thus cause 

apoptosis and death of the cell. The major finding of the work can be summarized below: 

1) Simplicity of the proposed models: The models are developed with the additive mixture 

based descriptors, which is a relatively new concept to characterize and encode the modified 

heterogeneous nanoparticles. The advantage of this type of descriptors is that they allow the 

description of the heterogeneous nanoparticles taking into account the modification on the 

NPs as an example of the various amount of metal on the surface of TiO2 NPs and the variety 

of concentration of single metal clusters are effective in the calculation of the additive 

descriptors and interpretative nano-QSTR. Hence, the proposed models and approach have 

practical significance. The calculation of the periodic table descriptor is also not 

computationally demanding, and they can be easily obtained without any quantum chemical 

background. 

2) Mechanistic approach: All the descriptors (Eq, 
2
χp, Rc, Agamt and Tc) are important for the 

cytotoxicity of the Chinese hamster ovary cell. Metals with high electronegativity, low 

oxidation state, tendency to lose electrons and easy detachment of the metal cations from the 

modified metal oxide surface may contribute to the cell toxicity. The success of this work is 

to use simple descriptors for the prediction of the cytotoxicity in future of the modified metal 

oxide with the probable mechanistic interpretation. 

3) Cost effective and time effective: These simple descriptors as used in this study do not 

involve any hard or laborious calculation thus making the use of such descriptors simple and 

easy. For the calculation of descriptors, there is no need to use any computational software, 

only the knowledge of periodic table is enough, making it both cost and time effective.  

The periodic table based descriptors may thus be used to calculate the toxicity of any type of 

metal oxides in future studies also. 
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Predictive quantitative structure–property
relationship (QSPR) modeling for adsorption of
organic pollutants by carbon nanotubes (CNTs)†
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Nanotechnology has introduced a new generation of adsorbents like carbon nanotubes (CNTs), which have

drawn a widespread attention due to their outstanding ability for the removal of various inorganic and or-

ganic pollutants. The goal of this study was to develop regression-based quantitative structure–property re-

lationship (QSPR) models for organic pollutants and organic solvents using only easily computable 2D de-

scriptors to explore the key structural features essential for adsorption to multi-walled CNTs and improve

the dispersibility index of single-walled CNTs. The statistical results of the developed models showed good

quality and predictivity based on both internal and external validation metrics (dataset 1: R2 range of 0.893–

0.920, Q2
(LOO) range of 0.863–0.895, Q2

F1 range of 0.887–0.919; dataset 2: R2 range of 0.793–0.845, Q2
(LOO)

range of 0.743–0.798, Q2
F1 range of 0.783–0.890; dataset 3: R2 = 0.830, Q2

(LOO) = 0.775, Q2
F1 = 0.945). We

have also tried to explore whether the quality of the predictions of test set compounds can be enhanced

through an “intelligent” selection of multiple models using the “Intelligent consensus predictor” tool. The

consensus results suggested that the consensus predictivity of the test set compounds gave better results

than those from the individual MLR models based on different criteria (dataset 1: Q2
F1 = 0.935, Q2

F2 = 0.935,

MAE(95%) = good; dataset 2: Q2
F1 = 0.887, Q2

F2 = 0.879, MAE(95%) = good). The contributed descriptors

obtained from different models suggested that the organic pollutants may adsorb to the CNTs through hy-

drogen bonding interactions, π–π interactions, hydrophobic interactions and electrostatic interaction. Based

on the observations obtained from the developed models, we have inferred that the adsorption of the or-

ganic pollutants onto the CNTs can be enhanced by the following factors: a higher number of aromatic

rings, high unsaturation or electron richness of molecules, the presence of polar groups substituted in the

aromatic ring, the presence of oxygen and nitrogen atoms, the size of the molecules, and the hydrophobic

surface of the molecules. On the other hand, the presence of C–O groups, aliphatic primary alcohols and

the presence of chlorine atoms may retard the adsorption of organic pollutants. The results also suggest

that the organic solvents bearing the >N- fragment, a higher degree of branching (compactness), polar

solvents with low donor number and lower ionization potential may be better solvents for enhancing the

dispersibility of single-walled CNTs.

1. Introduction

A noticeable amount of organic pollutants is released into
the environment via various routes like the burning of fossil
fuels, wastes from incineration, exhausts from automobiles,
agricultural processes and industrial sectors. The disposal of
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Environmental significance

Nanotechnology has introduced a new generation of adsorbents such as carbon nanotubes (CNTs), which have drawn widespread attention due to their
outstanding ability for the removal of various inorganic and organic pollutants. The goal of this study was to develop quantitative structure–property
relationship (QSPR) models to explore the key structural features of organic pollutants, which are essential for adsorption to multi-walled CNTs. We have
also developed models to investigate the characteristics that can improve the dispersibility of single-walled CNTs. This information may be helpful in the
process of removal of the harmful and toxic contaminants/disposal of the by-products from various industries by increasing the adsorption of pollutants
and the dispersibility of CNTs, thus making a pollution-free environment.
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the by-products from the various industries is a challenging
job for environmentalists and industries. The major problem
with pollutants is their effective and safe disposal without
further affecting the environment adversely. The organic pol-
lutants (phenols, cresols, alkyl benzene sulfonates, nitro
chlorobenzene, chlorinated paraffins, butadiene, synthetic
dyes, insecticides, fungicides and pesticides, etc.) accumulate
in the food chain and persist in nature and cause a signifi-
cant threat to the environment.1–4 The United States Environ-
mental Protection Agency (EPA) has set maximum contami-
nation levels (MCLs) and maximum contamination level
goals (MCLG) for each pollutant, with no ill health effects.
Sometimes the MCL level goes beyond the MCLG level be-
cause of the problem in determining small quantities of con-
taminants and due to lack of availability of treatment tech-
nologies and analytical methods.5–14 Thus, for the protection
of the environment, the use of new and advanced materials
is important. In recent years, greater focus has been placed
on nanostructures as adsorbents and catalysts for removing
the harmful and toxic contaminants from the
environment.15–17 Among the various nanomaterial adsor-
bents, carbon nanotubes (CNTs) have been thoroughly inves-
tigated because they have a large surface area to volume ra-
tio, inertness towards chemicals, light mass density, porous
structure, great physical and chemical properties, small di-
ameter, extraordinary optical and electrical properties, high
tensile strength and efficient affinity towards pollutants. The
possibility of surface modification with different functional
groups makes CNTs good adsorbents18–20 and enhances their
reactivity and dispersibility for environmental protection
applications.

SWCNTs have some unique mechanical, electrical and
thermal properties but possess poor solubility as well as poor
dispersibility in aqueous and other common organic sol-
vents.21 They possess high polarizability along with van der
Waals interactions and hydrophobic surface, so they are able
to form aggregates with each other and with other biological
and chemical systems to produce mixtures of aggregates, spe-
cifically in water.22,23 This bundling or entangling feature of
SWCNTs causes difficulties in the dispersion of CNTs in vari-
ous solvents or matrices.24–26 This also prevents the explora-
tion of the chemistry of CNTs at a molecular level and hin-
ders their applications27 as well as limits the availability of
adsorption sites for the adsorption of pollutants on the CNT
surface.28 The morphology variation of CNTs may also result
in a difference in their aggregation tendencies, which may
additionally impact their adsorption capability. The major in-
teractions are van der Waals interactions, π–π stacking, and
hydrophobic interactions for dispersibility, as suggested by
many researchers.29

Hyung et al.30 reported that organic contaminants can
interact with carbon nanotubes in aquatic systems and in-
crease their stability and transport and thus, the mobility of
the adsorbed organic matters on CNTs can be enhanced. The
popularity of CNTs has increased since Long and Yang first
reported that they can efficiently remove dioxins as compared

to activated carbon.31 The sorption studies performed on
CNTs for metal ions32 and organic contaminants, such as bu-
tane,33 trihalomethanes,34 dioxin,31 xylenes,35 chloro-
phenols,36 1,2-dichlorobenzene,37 resorcinol38 and polycyclic
aromatic hydrocarbons (PAHs),15,39 suggest that CNTs can re-
move both organic and inorganic pollutants from water and
gases.

Although a large number of pollutants are reported in the
literature, adsorption data is available for only around 70 000
pollutants.40 The determination of experimental data for a
large number of pollutants is time-consuming as well as labo-
rious and costly. The surface properties of CNTs can be modi-
fied by treating them with some active chemicals so that the
CNTs do not aggregate or form bundles and hence, the dis-
persion of CNTs can be enhanced. QSPR modeling of organic
pollutants/solvents using adsorption properties/dispersibility
index by CNTs can, therefore, be of great importance for re-
searchers and practitioners. The quantitative structure–prop-
erty relationship (QSPR) approach is easier than the thermo-
dynamic model since the input parameters of QSPR can be
more easily obtained as compared to the thermodynamic
models.41 QSPR not only reduces the experimental work but
also predicts the features based on the chemical structures.
Thus, the rationalization ideas obtained from such models
provide the researchers with a conceptual framework upon
which a firm discussion can be based. Recently, a great deal
of work has been done with QSPR and linear surface energy
relationship (LSER) modeling to develop predictive models
for CNTs, including the adsorption of organic chemicals
(OCs) by CNTs,41–47 dispersibility of CNTs in organic
solvents48–51 and other properties similar to CNTs. In the
past, some work has been done by researchers, for example,
linear LSER models were developed by Xia et al.43 using the
biological surface index (BSAI) for the prediction and charac-
terization of the intermolecular adsorption of OCs by CNTs.
Apul et al.45 reported a 3D-QSPR modeling applying the same
data sets for the adsorption of aromatic compounds by CNTs
and compared it with MLR, ANN and SVM methods. Another
QSPR model was reported by Yilmaz et al.48 using additive
descriptors and quantum-chemical descriptors for the deter-
mination of the dispersibility of CNTs in different organic
solvents.

The objective of the present study has been to develop sta-
tistically significant QSPR models of organic pollutants with
multiple-endpoints using only easily computable 2D descrip-
tors to explore the key structural features that are essential
for adsorption to MWCNTs. We have also developed a QSPR
model for organic solvents to investigate the characteristics
of molecules that can improve the dispersibility of SWCNTs
and may overcome the drawbacks of SWCNTs. A variable se-
lection strategy was also employed prior to the development
of final models to reduce noise in the input. We have also
tried to explore whether the quality of predictions of test set
compounds can be enhanced through the “intelligent” selec-
tion of multiple MLR models using an “Intelligent consensus
predictor” tool.

Environmental Science: Nano Paper

Pu
bl

is
he

d 
on

 1
6 

N
ov

em
be

r 
20

18
. D

ow
nl

oa
de

d 
on

 4
/2

4/
20

19
 8

:1
2:

34
 A

M
. 

View Article Online

http://dx.doi.org/10.1039/c8en01059e


226 | Environ. Sci.: Nano, 2019, 6, 224–247 This journal is © The Royal Society of Chemistry 2019

2. Methods and materials
2.1. Dataset

We have developed QSPR models separately, using three dif-
ferent data sets for diverse organic contaminants with
multiple-endpoints of carbon nanotubes reported in the liter-
ature.41,44,52 The first dataset involves the defined adsorption
affinity properties (k∞) of 59 organic contaminants by multi-
walled carbon nanotubes (MWCNTs). The second dataset in-
volves the adsorption affinity of 69 organic contaminants re-
lated to the specific surface area (kSA) of multi-walled carbon
nanotubes (MWCNTs), and the third data set involves 29 or-
ganic solvents with defined dispersibility index values (Cmax)
for single-walled carbon nanotubes (SWCNTs). We have not
excluded any compound of individual data sets in our model-
ing analysis. All the endpoint values were taken in the loga-
rithmic scale for the modeling purposes. The first two data
sets mainly involve adsorption data for synthetic organic com-
pounds like pyrene, naphthalene, phenol, benzene, aniline,
benzoate, chloroanisole, alcohol, acetophenone, isophoron,
phenanthrene dicamba, atrazine, carbamazepine, pyrimidin-
one, acetamide, piperidine, propionitrile, acrylic acid, thio-
diethanol, ethanolamine, cyclopentanone, acetone and ethyl-
ene glycol derivatives, while the third data set is related to
different types of solvents. The dispersibility of single-walled
carbon nanotubes (SWCNTs) was measured in different sol-
vent ranges. Here, Cmax (mg mL−1) represents the maximum
dispersibility of single-walled carbon nanotubes, K∞ and KSA

are both adsorption coefficients that can be obtained from
isotherm data. K∞ is the ratio of qe and Ce (solid and liquid
phase equilibrium concentrations, respectively, at infinite di-
lution conditions with an average of 0.2% aqueous solubility).
KSA is the normalized value of K∞ and the specific surface area
of multi-walled carbon nanotubes (MWCNTs). The data sets
are given in Tables S1, S2 and S3 in the ESI† section.

2.2. Descriptor calculation

“The molecular descriptor is the final result of a logic and math-
ematical procedure which transforms chemical information
encoded within a symbolic representation of a molecule into a
useful number or the result of some standardized experiments”.
All the dataset compounds were drawn using the Marvin
Sketch software.53 The descriptors were calculated using two
software tools, namely, Dragon software version 6,54 and
PaDEL-descriptor55 software. In this work, we have calculated
only 2D descriptors covering constitutional, ring descriptors,
connectivity index, functional group counts, atom centered
fragments, atom type E-states, 2D atom pairs, molecular
properties (using Dragon software version 6) and ETA indices
(using PaDEL-Descriptor software).

2.3. Data set division

Division of the dataset is a very important step for QSPR. The
present work deals with three datasets containing diverse or-
ganic pollutants or solvents. In each case, all the dataset

compounds were divided into a training set and a test set
using the “Modified k-medoid” clustering technique. The
clustering technique categorizes a set of compounds into
clusters so that the compounds present in the same cluster
are similar to each other. On the other hand, when two com-
pounds belong to two different clusters, they are said to be
dissimilar in nature. The indicative compounds within a clus-
ter are called medoids. This technique tends to select k from
most middle objects or compounds as the initial medoid.
Three clusters were generated for the dataset containing 59
and 29 compounds, while six clusters were generated for the
dataset containing 69 compounds. We have selected approxi-
mately 25% of compounds from each data set for the test set
and the remaining 75% of compounds were selected for the
training set. The purpose of the training set was to develop
the model and the test set was used to validate the model for
prediction purposes. The same strategy was applied in the
case of all three datasets for training and test set division.

2.4. Variable selection and model development

After the dataset division step, we performed data pretreatment
to remove intercorrelated descriptors from all three sets of
datasets. Prior to the development of final models, we tried to
extract the important descriptors from the large pool of initial
descriptors using various variable selection strategies.56,57 In
case of the dataset containing 59 and 69 organic pollutants, we
separately ran a stepwise regression and selected some descrip-
tors in each case. After removing the selected descriptors
obtained from the first stepwise regression run, we ran the step-
wise regression again using the remaining pool of descriptors,
and we repeated the same procedure. In this way, we selected
some manageable numbers of descriptors and made a reduced
pool of descriptors. In the case of the dataset containing 29
compounds, we developed GA equations and made a descriptor
pool using the descriptors obtained from the GA (genetic algo-
rithm) equations. After that, we ran the best subset selection
for all three datasets using the reduced pools of descriptors.
For this, we used a tool developed in our laboratory.58 Five
(three models were selected) and four (two models were se-
lected) descriptor models were generated in the case of the
dataset containing 59 organic pollutants, whereas six (three
models were selected) and five (two models were selected) de-
scriptor models were generated for the dataset containing 69
organic pollutants. Among the equations generated from the
best subset selection, we selected five models, five models and
four models for 59, 69 and 29 compounds, respectively, based
on MAE criteria.59 Descriptors were selected from the GA and
stepwise regression models and a descriptor pool was gener-
ated. Finally, the selected models were run using the intelligent
consensus predictor (ICP) tool developed in our laboratory60 to
explore whether the quality of predictions of external com-
pounds could be enhanced through an “intelligent” selection of
multiple models (in this report, five models were selected).

The multilayered strategies like data pretreatment,58 step-
wise regression,61 genetic method62 and best subset

Environmental Science: NanoPaper
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selection58 were involved for the selection of variables prior
to the development of the final models and different steps
are discussed separately in the ESI† section.

2.4.1. Intelligent consensus predictor (ICP).60 This soft-
ware was used to judge the performance of consensus predic-
tions in comparison to their quality obtained from the indi-
vidual (MLR) models based on the MAE based criteria (95%).
It is obvious that a single model might not be equally useful
for prediction for the whole test set compounds, which
means that one QSPR model may be the best model for pre-
diction of a test compound while the other model may be the
best predictor for another test compounds. For this reason,
we have selected five models in the case of a dataset
containing 59 (M1–M5) and 69 (N1–N5) organic contami-
nants, and performed consensus prediction using the “Intel-
ligent consensus predictor” tool to explore whether the qual-
ity of the predictions of the test set compounds could be
enhanced through an “intelligent” selection of multiple
models. The steps involved in the development of both MLR
and PLS models are represented schematically in Fig. 1.

2.5. Statistical validation metrics

In order to judge the predictivity and reliability of the devel-
oped QSPR models, we have examined the statistical quality,
applying both internal and external validation metrics. In this
work, we have used various statistical parameters like deter-
mination coefficient R2, explained variance R2

a, variance ratio
(F), and standard error of estimate (s). These parameters are

not sufficient to evaluate the predictive potential of the
model, so we have used some other classical parameters for
validation of the models. The internal predictivity parameters
like the leave-one-out cross-validated correlation coefficient
(Q2

LOO), and external predictivity parameters like R2
pred or Q2

F1,
Q2
F2 and concordance correlation coefficient (CCC), were also

calculated. We also calculated some r2m parameters like
r2m(LOO) and Δr2m(LOO) for internal validation and r2m(test) and
Δr2m(test) for external validation.63 The basic objective of the
predictive performance of QSPR models is to investigate the
prediction errors of an external set, which should be within
the chemical and response-based domain of the internal set
(i.e., training set). The Q2

ext-based metrics (i.e., R2
pred and Q2

F2)
are not always able to provide the correct indication of the
prediction quality because of the influence of the response
range as well as the distribution of the values of response in
both the training and test set compounds.59 Thus, we have
also validated the models using the mean absolute error
(MAE) criteria for both external and internal validation.59 The
error based metrics were used to determine the true indica-
tion of the prediction quality in terms of prediction error
since they do not evaluate the performance of the model in
comparison with the mean response (Roy et al., 2016 (ref.
59)). The threshold values of Q2, Q2

F2, R
2
pred, r

2
m(test), r

2
m(LOO)

are 0.5 and for CCC, it is 0.750.64,65 The limit for Δr2m(test) and
Δr2m(LOO) is 0.2. Recently, Roy et al. reported that a single
model might not be equally useful in the prediction for the
whole test set compounds, i.e., one QSPR model may be the
best model for prediction of a test compound while the other

Fig. 1 Schematic representation of the steps involved in the development of QSPR models.
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model may be the best predictor for another test compound.
For this reason, we have also performed Intelligent consen-
sus prediction (ICP) using multiple QSPR models to deter-
mine whether the quality of the predictions of test set com-
pounds can be enhanced through an “intelligent” selection.
Here, a simple average of predictions from all the models is
not considered; only ‘qualified models’ are taken into
account.

2.6. Applicability domain

“The applicability domain of a (Q)SAR is the physicochemical,
structural, or biological space, knowledge or information on which
the training set of the model has been developed, and for which it
is applicable to make predictions for new compounds. The appli-
cability domain of a (Q)SAR should be described in terms of the
most relevant parameters, i.e., usually those that are descriptors
of the model. Ideally, the (Q)SAR should only be used to make pre-
dictions within that domain by interpolation not extrapolation”.
The AD of the QSAR model is characterized by the molecular
properties of the training set compounds. The AD criteria help
to check whether the test/query compound under consideration
is inside the AD or not. Here, we have checked the applicability
domain of test set compounds of the developed models,
employing the standardization approach (for first two data sets)
using the software developed in our laboratory66 and a DModX
(distance to model X) approach67 at 99% confidence level using
SIMCA-P software68 (for the third data set). The predictability
of a QSPR model is good if the molecules are present within
the domain of the chemical space of the training set
molecules.

2.7. Software used

Marvin Sketch version 5.5.0.1 (ref. 53) was used to draw chem-
ical structures. Descriptors were calculated by the PADEL-
Descriptor software55 and Dragon software version 6.54 Clus-
tering of each data set was done by the “Modified K-Medoid”
tool version 1.3 (ref. 58) for its splitting into a training set and
a test set. Data Pretreatment version 1.2 was used to remove
intercorrelated descriptors. Stepwise regression analysis was
done by the MINITAB software version13.14.69 Genetic Algo-
rithm was done by using the Genetic Algorithm tool version
4.1.58 Best subset selection58 and intelligent consensus predic-
tor tool60 were used to generate the QSPR models.

3. Results and discussion

We have developed QSPR models (five MLR models for each
of the datasets containing 59 and 69 organic contaminants,
and one PLS model for the dataset containing 29 organic
contaminants) for three datasets containing diverse organic
pollutants with defined adsorption affinities for MWCNTs
(for datasets 1 and 2), and the dispersibility index of SWCNTs
(for dataset 3), using reduced descriptors pools obtained by
different strategies as discussed in the Materials and
methods section. We checked the statistical quality of all the

individual models using both internal and external validation
parameters, which showed that the models are statistically
significant (Table 1). We also checked the MAE-based criteria
for all the models.59 All the models passed the MAE-based
criteria.59 Besides the routinely used validation parameters,
we also checked the consensus predictions (for datasets 1 and
2 only) using the developed MLR models employing a newly
developed “Intelligent consensus predictor” tool60 to check
whether the quality of the predictions of the test set com-
pounds can be enhanced through an “intelligent” selection of
multiple MLR models. We found that the consensus predic-
tions of multiple MLR models are better (based on MAE based
criteria) than the results obtained from the individual models
as shown in Table 1 (here, in both cases, the winner model is
CM3). It was also found that the consensus predictions of the
test set compounds are better as compared to the individual
MLR models based on not only the MAE-based criteria but
also the other external validation metrics used in this work as
shown in Table 1. All the individual models are mentioned be-
low and the descriptors are discussed elaborately. In the equa-
tion, ntraining is the number of compounds used to develop
the models and ntest is the number of compounds used for
the external prediction of the developed models. The values of
leave-one-out (LOO) cross-validated correlation coefficient
(Q2) (Q2 in the range of 0.863–0.895 for dataset 1; 0.743–0.798
for data set 2 and 0.775 for dataset 3) above the critical value
of 0.5 signify the statistical reliability of the models. The pre-
dictability of the models was judged by means of predictive
R2 (R2

pred) or Q2
F1 (Q2

F1 range of 0.887–0.919 for dataset 1;
0.783–0.890 for data set 2 and 0.945 for dataset 3) and Q2

F2

(Q2
F2 range of 0.886–0.919 for dataset 1; 0.768–0.882 for data

set 2 and 0.938 for dataset 3), which show the good predictive
ability of the models. The statistical results of all the models
are summarized in Table 1. The PLS model developed from
dataset 3 was also validated using a randomization test
through randomly reordering (100 permutations) the depen-
dent variable (logCmax) using the SIMCA-P software.68 Here,
the intercept values for both R2 and Q2 are below the stipu-
lated values (R2

int < 0.4 and Q2
int < 0.05), which confirmed

that the developed model was not obtained by chance (Fig.
S1 in ESI†). We have also checked the intercorrelation
among the modeled descriptors for MLR models based on
the Pearson correlation coefficient using the SPSS soft-
ware.70 The results showed that there is no intercorrelation
between the modeled descriptors.

From the observations obtained from the modeled de-
scriptors, it has been found that the organic pollutants may
interact with the MWCNTs through different mechanisms
like hydrogen bonding interactions, hydrophobic interac-
tions, π–π interactions and electrostatic interactions as
discussed below.

3.1. Dataset 1 : 59 organic pollutants

The significant descriptors obtained from the five MLR
models (see Models M1–M5) for the adsorption properties
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(logKα) of 59 organic chemicals on MWCNTs are X0v,
nArOH, B01[C–O], B06[C–Cl], Ui, F03[O–O], F04[N–O],
ETA_BetaP, minsCH3, B03[O–O] and nHBint4, which regulate
the adsorption properties of the organic pollutants. The con-
tribution of the descriptors can be easily identified from the
regression coefficient of the independent variables. In this
case, all the descriptors contributed positively (positive re-
gression coefficients), except the B01[C–O] descriptor (nega-
tive regression coefficient). The definition, contribution and
frequency of the contributed descriptors are shown in Table
S4 in the ESI.† We have checked the applicability domain of
the developed MLR models using the standardization ap-
proach to confirm whether there is any compound present
outside the applicability domain or not. It was found that
one compound (compound number 41) for model M1 is situ-
ated outside the applicability domain, while compound num-
ber 56 is situated outside the domain of applicability in case
of models M2, M3, M4 and M5; however, these compounds
showed good predictivity based on the models. The scatter
plot of the observed vs. predicted adsorption coefficient for
all the MLR models are shown in Fig. 2.

Model M1. log k∞ = −4.62(±0.337) + 0.834(±0.155) × Ui
+ 0.663(±0.220) × B06[C–Cl]
+ 0.641(±0.057) × X0v
+ 0.600(±0.091) × nArOH
− 0.611(±0.121) × B01[C–O]

n R R S Ftraining adj

PRESS

    



44 0 920 0 908 0 294 85 93

4

2 2, . , . , . , . ,

.2267 0 895 0 851

0 078

2 2

2

, . , . ,

. , ,

Q r

r

 

  

 

 

m LOO

m LOO MAE Good

n Q Q r rtest F1 F2 m test m test        15 0 887 0 886 0 7452 2 2 2, . , . , . , 00 104

0 934

. ,

. ,CCC MAE Good 

Model M2. log k∞ = −8.51(±0.722) + 0.803(±0.048) × X0v
+ 0.681(±0.146) × F03[O–O]
+ 0.415(±0.144) × F04[N−O]
+ 3.27(±0.491) × ETA_BetaP
+ 0.204(±0.067) × minsCH3

Fig. 2 The scatter plot of the observed and the predicted adsorption coefficient property (logK∞) of the developed MLR models (models M1–M5).
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n R R S Ftraining adj

PRESS

    



44 0 912 0 900 0 306 78 66

4

2 2, . , . , . , . ,

.3356 0 892 0 848

0 079

2 2

2

, . , . ,

. , ,

Q r

r

 

  

 

 

m LOO

m LOO MAE Good

n Q Q r rtest F1 F2 m test m test        15 0 916 0 915 0 8172 2 2 2, . , . , . , 00 072

0 952

. ,

. ,CCC MAE Good 

Model M3. log k∞ = −8.68(±0.746) + 0.802(±0.050) × X0v
+ 0.603(±0.272) × B03[O–O]
+ 3.39(±0.503) × ETA_BetaP
+ 0.213(±0.069) × minsCH3

+ 0.412(±0.148) × nHBint4

n R R S Ftraining adj

PRESS

    



44 0 905 0 893 0 318 72 57

4

2 2, . , . , . , . ,

.8840 0 880 0 832

0 075

2 2

2

, . , . ,

. , ,

Q r

r

 

  

 

 

m LOO

m LOO MAE Good

n Q Q r rtest F1 F2 m test m test        15 0 919 0 919 0 8252 2 2 2, . , . , . , 00 069

0 954

. ,

. ,CCC MAE Good 

Model M4. log k∞ = −8.72(±0.782) + 0.785(±0.052) × X0v
+ 0.650(±0.158) × F03[O–O]
+ 3.51(±0.527) × ETA_BetaP
+ 0.202(±0.073) × minsCH3

n R R S Ftraining adj

PRESS

    



44 0 893 0 882 0 334 81 11

5

2 2, . , . , . , . ,

.1164 0 872 0 821

0 092

2 2

2

, . , . ,

. , ,

Q r

r

 

  

 

 

m LOO

m LOO MAE Good

n Q Q r rtest F1 F2 m test m test        15 0 918 0 917 0 8062 2 2 2, . , . , . , 00 074

0 953

. ,

. ,CCC MAE Good 

Model M5. log k∞ = −8.42(±0.773) + 0.785(±0.052)X0v
+ 3.29(±0.526)ETA_BetaP
+ 0.199(±0.072)minsCH3

+ 0.566(±0.137)nHBint4

n R R S Ftraining adj

PRESS

    



44 0 893 0 882 0 333 81 33

5

2 2, . , . , . , . ,

.5543 0 863 0 808

0 086

2 2

2

, . , . ,

. , ,

Q r

r

 

  

 

 

m LOO

m LOO MAE Good

n Q Q r rtest F1 F2 m test m test        15 0 915 0 914 0 7982 2 2 2, . , . , . , 00 076

0 950

. ,

. ,CCC MAE Good 

3.1.1. The descriptors related to hydrogen bonding inter-
actions. The functional group count descriptor, nArOH, repre-

sents the number of aromatic hydroxyl groups present in the
compound. This descriptor influences the adsorption proper-
ties of organic pollutants by MWCNTs as indicated by its pos-
itive regression coefficient. Thus, the compounds containing
a large number of aromatic hydroxyl groups may enhance the
adsorption properties of organic pollutants by MWCNTs as
shown in compounds 13 (pyrogallol) (containing 3-OH
groups), 5 (2-phenyl phenol) (containing 1-OH group) and 14
(2,4,6 trichlorophenol) (containing 1-OH group). On the other
hand, the compounds containing no aromatic hydroxyl
groups are detrimental for the adsorption affinity of organic
pollutants by MWCNTs as shown in compounds 18
(4-chloroaniline), 36 (benzyl alcohol) and 42 (phenethyl alco-
hol) (these compounds contain no aromatic hydroxyl groups).
Although some compounds containing no aromatic hydroxyl
groups still show high adsorption affinity for the organic pol-
lutants by MWCNTs, it is due to some other dominating de-
scriptors present in the model. Thus, the substitution of
electron donating groups like hydroxyl groups in the aro-
matic ring of organic pollutants could enhance the adsorp-
tion on MWCNTs.

A 2D atom pair descriptor, F04[N–O], indicates the fre-
quency of the N–O fragment at topological distance 4. The
positive regression coefficient of the descriptor suggests that
an increase in N–O fragments at topological distance 4 is di-
rectly proportional to the adsorption affinity of organic pol-
lutants. The greater number of fragments correlates to higher
adsorption properties as observed in the case of compounds
19 (2-nitroaniline) and 27 (3-nitrophenol), while the absence
of such fragments at topological distance 4 has no influence
on the adsorption by MWCNTs as shown in compounds 18
(4-chloroaniline), 36 (benzyl alcohol) and 42 (phenethyl-
alcohol). This descriptor also indicates that the frequency of
two electronegative atoms of organic pollutants (electron do-
nating or electron withdrawing groups) should be situated at
topological distance 4 for better adsorption on MWCNTs. In
the case of compound number 19, nitrogen (–NH2 group)
acts as an electron donor and oxygen (–NO2 group) acts as an
electron withdrawing group, whereas in the case of com-
pound number 27, nitrogen (–NO2 group) acts as an electron
withdrawing group, and oxygen (–OH group) acts as an
electron donating group.

The E-state descriptor, nHBint4 indicates the count of po-
tential internal hydrogen bonds separated by four edges. The
positive regression coefficient suggests that hydrogen bonds
of organic pollutants have the propensity to play a dominant
role in enhancing the adsorption properties. Thus, the or-
ganic pollutants bearing hydrogen-bonded groups separated
by four path lengths are conducive to adsorption as shown in
compounds 13 (pyrogallol), 19 (2-nitroaniline) and 48
(3-chlorophenol), whereas the absence of such fragment in
organic pollutants are detrimental to the adsorption affinity
as shown in compounds 6 (benzene), 11 (phenol) and 42 (ph-
enethyl alcohol).

B03[O–O] is a 2D atom pair descriptor that indicates the
presence or absence of the O–O fragment at topological
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distance 3. The positive regression coefficient of the descrip-
tor indicates that the higher the frequency of this fragment,
the higher is the adsorption affinity. Thus, the presence of
the O–O fragment at topological distance 3 favors the adsorp-
tion of organic pollutants by MWCNTs as shown in com-
pounds no. 12 (catechol) and 13 (pyrogallol), while com-
pounds no. 6 (benzene), 42 (phenethyl alcohol) and 36
(benzyl alcohol) show low adsorption because these com-
pounds have no such fragments at topological distance 3.

Hydrogen bonding is one of the key mechanisms for the
adsorption of organic contaminants on CNTs. The informa-
tion obtained from the descriptors nArOH, F04[N–O],
nHBint4, F03[O–O] and B03[O–O] suggested that there may
be some hydrogen bonding interactions between organic pol-
lutants and MWCNTs, which regulate the adsorption affinity
(Fig. 3) of organic pollutants toward MWCNTs. In the case of
the descriptor nArOH, the aromatic hydroxyl group may form
hydrogen bonds with the hydroxy/carboxylic groups on the
CNTs surface and the hydrogen bonds may also form be-
tween the surface-adsorbed aromatic hydroxyl group-
containing organic pollutants (phenolics) and dissolved phe-
nolics. Here, the hydroxyl group is always connected to an ar-
omatic ring. Thus, it is obvious that this aromatic ring of or-
ganic pollutants themselves can interact with CNTs by π–π

interactions. The descriptor, F04[N–O], also suggested that
besides the hydrogen bonding interactions, there may also be
a chance to form electrostatic interactions. The electron-
withdrawing groups like NO2 may also strengthen the π–π in-
teractions formed between the benzene derivatives (acting as
π-acceptor) and CNTs (acting as π-donor). In the case of
B03[O–O], two oxygen atoms (hydroxyl groups) are separated
by topological distance 3 and can interact with CNTs by hy-
drogen bonding interactions. These two electronegative
atoms of organic pollutants could also interact electrostati-
cally with CNTs and strengthen the π–π interactions formed
between the organic pollutants and MWCNTs.39,71 It is worth
noting that although the C–O bond is detrimental to the ad-
sorption of organic pollutants on CNTs, the frequency of the
O–O fragment at topological distance 3 can suppress the det-
rimental effect of the C–O group and influence the adsorp-
tion affinity of organic pollutants on MWCNTs. The descrip-
tors involved in the hydrogen bonding interactions between
the organic pollutants and MWCNTs are depicted in Fig. 3.

3.1.2. The descriptors related to hydrophobic interactions.
A 2D atom pair descriptor, B06[C–Cl], represents the presence
or absence of the C–Cl bond at topological distance 6. The
positive regression coefficient of this parameter suggests that
the presence of such a fragment at topological distance 6 en-
hances the adsorption affinity of organic pollutants towards
the MWCNTs as shown in compounds 50
(4-chloroacetophenone) and 57 (2-chloronapthlene). On the
other hand, compounds like 11 (phenol), 22 (4-methylphenol)
and 43 (3-methylbenzyl alcohol) show poor adsorption affinity
for the MWCNTs due to the absence of such a fragment.

The descriptor X0v indicates a valence connectivity index
of the order 0, which can be calculated through Kier and

Hall's connectivity index as shown below. This descriptor
contributed positively to the adsorption affinity of organic
pollutants for the MWCNTs. Thus, the size of the organic pol-
lutants plays a crucial role in regulating the adsorption affin-
ity of organic pollutants to MWCNTs. It has been found that
on increasing the numerical value of this descriptor, the ad-
sorption affinity of organic pollutants for MWCNTs also in-
creases, as shown in the case of compounds 1 (pyrene), 58
(azobenzene) and 5 (2-phenyl phenol) (bigger in size), while
the adsorption affinity of organic pollutants for MWCNTs de-
creases in the case of compounds 6 (benzene), 11 (phenol)
and 36 (benzyl alcohol) (smaller in size).

The valence connectivity index of the zeroth order can be
calculated by the following:

X v v0
0 5

1
  


  i
i

n .

 i
i

i i

Z hi
Z Z

v
v

v


 1

In the above equation, δvi = the valence vertex degree, Zvi =
valence electrons in the ith atom, hi = the number of hydro-
gen atoms connected to the ith atom, Zi = the number of
electrons in the ith atom.

The E-state indices of a particular atom in a certain mole-
cule provide information on its electronic state of that partic-
ular atom, which in turn depends on π bonds, the lone pair
of electrons and ∂ bonds that inform the quantitative avail-
ability of the valence electrons.72 The descriptor minsCH3 in-
dicates the minimum atom type E-state CH3. The positive re-
gression coefficient of this descriptor indicates that the
presence of the CH3 group has an important role in influenc-
ing the adsorption properties of organic pollutants. The nu-
merical value of this descriptor is directly proportional to the
adsorption property, which suggests that with increasing the
numerical value of this descriptor, the adsorption affinity of
the organic pollutants also increases as evidenced by com-
pounds 10 (2,4-dinitrotoluene), 50 (4-chloroacetophenone)
and 52 (1-methylnaphtalene). On the other hand, the adsorp-
tion affinity of organic pollutants decreases with the absence
of the CH3 group as shown in compounds 6 (benzene), 11
(phenol) and 36 (benzyl alcohol).

Hydrophobic interactions between organic pollutants and
CNTs are also an important mechanism for better adsorp-
tion. The descriptors, B06[C–Cl], X0v and minsCH3 suggest
that the organic pollutants may be adsorbed onto the
MWCNTs by hydrophobic interactions. In the case of B06[C–
Cl] and X0v, the size of the molecules (for B06[C–Cl], the dis-
tance between C and Cl atoms is six, which reflects the size
of the molecules) plays an important role in the adsorption
affinity. The size enhances the surface area of molecules,
which can regulate the hydrophobic interactions between or-
ganic pollutants and MWCNTs. The methyl group (informa-
tion obtained from minsCH3 descriptor) and CNTs are hydro-
phobic in nature. Thus, an increase in the minsCH3 value
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would indicate a higher degree of unsaturation and would
enhance the reactivity. There is, therefore, a chance for hy-
drophobic interactions between organic pollutants and
MWCNTs, which reflects better adsorption. The descriptors
involved in hydrophobic interactions between organic pollut-
ants and CNTs are depicted in Fig. 4.

3.1.3. The descriptors related to π–π interactions. The de-
scriptor, Ui, gives information about the unsaturation index,
which contributes positively to the adsorption affinity of or-

ganic pollutants by MWCNTs as indicated by the positive re-
gression coefficient. From this descriptor, it has been
suggested that the presence of unsaturated inorganic pollut-
ants plays a crucial role in enhancing the adsorption affinity.
This was demonstrated in compounds 1 (pyrene), 10 (2,4-
dinitrotoluene) and 58 (azobenzene) (the numerical values of
this descriptor are 3.392, 3 and 3, respectively), and vice versa
in the case of compounds 11 (phenol), 36 (benzyl alcohol)
and 42 (phenethyl alcohol) (the numerical values of this

Fig. 3 Mechanistic interpretation of the descriptors related to hydrogen bonding interactions between organic pollutants and MWCNTs (dataset 1).

Fig. 4 Mechanistic interpretation of the descriptors related to the hydrophobic interaction between organic pollutants and MWCNTs (dataset 1).

Environmental Science: Nano Paper

Pu
bl

is
he

d 
on

 1
6 

N
ov

em
be

r 
20

18
. D

ow
nl

oa
de

d 
on

 4
/2

4/
20

19
 8

:1
2:

34
 A

M
. 

View Article Online

http://dx.doi.org/10.1039/c8en01059e


234 | Environ. Sci.: Nano, 2019, 6, 224–247 This journal is © The Royal Society of Chemistry 2019

descriptor are 2 in each compound). Here, the compounds, 1
(pyrene), 10 (2,4-dinitrotoluene) and 58 (azobenzene) have a
higher range of unsaturation index values due to the pres-
ence of a large number of double bonds.

The ETA index, ETA_BetaP, gives a measure of sigma, pi
and non-bonded (i.e., lone pairs capable of forming resonance
with the aromatic system) electrons relative to the molecular
size. Therefore, electron-richness (unsaturation) relative to
the molecular size of organic pollutants is an important pa-
rameter for regulating the adsorption properties. The positive
regression coefficient of this parameter indicates that the
electron densities of the molecules should be higher for in-
creasing the adsorption affinity of organic pollutants for
MWCNTs, as found in compounds 1 (pyrene), 28 (1,3-
dinitrobenzene) and 58 (azobenzene), whereas the compounds
with low electron density show a lower range of adsorption af-
finities as shown in compounds 36 (benzyl alcohol), 42 (ph-
enethyl alcohol) and 43 (3-methylbenzyl alcohol). Thus, it can
be concluded that the molecules should be electron-rich for
higher adsorption properties of organic pollutants.

The π–π interaction is another important mechanism in-
volved in the adsorption of organic pollutants to CNTs. The
information obtained from Ui and ETA_BetaP descriptors
suggested that the organic pollutants can adsorb to MWCNTs
by strong π–π interactions. The descriptors B03[O–O], F03[O–

O] and F04[N–O] suggested that the [O–O] fragments at topo-
logical distance 3 and the [N–O] fragments at the topological
distance 4 may strengthen the π–π interactions formed be-
tween organic pollutants and MWCNTs. The descriptor Ui
suggested that unsaturation plays a crucial role for the ad-
sorption of organic pollutants to MWCNTs. CNTs also con-

tain a large number of double bonds (unsaturation), so there
is a chance to form strong π–π interactions between organic
pollutants and MWCNTs, which reflects the better adsorption
of these pollutants to MWCNTs; hence, a higher number of
double bonds of organic pollutants enhance the adsorption
affinity to MWCNTs. The descriptor, ETA_BetaP suggested
that unsaturation (electron-richness) relative to the molecular
size of organic pollutants plays a crucial role in regulating
the adsorption properties. From this descriptor, it can be in-
ferred that the adsorption affinity of organic pollutants to
MWCNTs is increased due to the π–π interactions. The de-
scriptors involved in π–π interactions between organic pollut-
ants and CNTs are described graphically in Fig. 5.

3.1.4. The descriptors related to electrostatic interactions.
F03[O–O], a 2D atom pair descriptor, indicates the frequency
of the O–O fragment at topological distance 3. The positive
regression coefficient of this descriptor suggests that pres-
ence of a greater number of O–O bonds at the topological dis-
tance 3 might be beneficial for the adsorption affinity of or-
ganic pollutants for MWCNTs as shown in compounds 12
(catechol) and 13 (pyrogallol), whereas the opposite happens
in the case of compounds 6 (benzene), 42 (phenethyl alcohol)
and 43 (3-methylbenzyl alcohol) (where, no O–O fragment is
present at topological distance 3). This fragment may also
strengthen the π–π interactions formed between organic pol-
lutants and MWCNTs.73,74 Like B03[O–O], this descriptor also
suppresses the detrimental effect of the C–O group as
discussed earlier in this section.

The information obtained from the descriptors, F03[O–O],
B03[O–O] and F04[N–O] suggests that the organic pollutants
can adhere to the surface of the MWCNTs by strong

Fig. 5 Mechanistic interpretation of the descriptors related to the π–π interactions between organic pollutants and MWCNTs (dataset 1).
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electrostatic interactions. The descriptors F03[O–O] and
B03[O–O] indicate that the frequency or presence/absence of
two electronegative atoms (electron donating group) at the to-
pological distance 3 is essential to enhance the adsorption af-
finity of organic pollutants to MWCNTs. Thus, there may be
a chance to form electrostatic interactions between organic
pollutants (negatively charged atom like oxygen atom of the
hydroxyl group) and MWCNTs (the sidewall of the CNTs are
electrically polarizable and thus polar molecules can easily
adhere to their surface). The descriptors involved for electro-
static interactions between organic pollutants and CNTs are
represented graphically in Fig. 6.

The 2D atom pair descriptor, B01[C–O], indicates the pres-
ence or absence of the C–O bond at topological distance 1.
The negative regression coefficient of the descriptor supports
that the presence of this fragment at topological distance one
is detrimental to the adsorption affinity of organic pollutants
by MWCNTs, though it can form hydrogen bonds with
MWCNTs. For example, compounds like 1 (pyrene), 57
(2-chloronaphthalene) and 58 (azobenzene) have higher ad-
sorption affinity value due to the absence of such fragments
at topological distance 1, whereas compounds like 11 (phe-
nol), 36 (benzyl alcohol) and 42 (phenethyl alcohol) have
lower adsorption affinity due to the presence of one C–O
bond in each compound.

3.2. Dataset 2 : 69 organic pollutants

The significant descriptors obtained from the five MLR
models using the adsorption properties (logKSA) of 69 or-
ganic pollutants related to the specific surface area of

MWCNTs are Eta_Epsilon_3, X1A, X2A, nOHp, VAdjMat,
F04ĲO–Cl), B05ĲO–Cl), MLOGP2, T(N⋯N), O%, and T(O⋯Cl).
We have discussed here all the significant descriptors, which
are the key properties for altering the adsorption properties
of organic pollutants. The definition, contribution and fre-
quency of the modeled descriptors are shown in Table S5 in
the ESI.† The applicability domain of the developed models
using the standardization approach showed that one test set
compound (compound number 10) for model N1, two test set
compounds (compound number 10 and 21) for model N2,
one test set compound (compound number 21) for model N3
are situated outside the applicability domain, while in the
case of model nos. 4 and 5, all the test set compounds are sit-
uated within the domain of applicability. The scatter plot of
observed vs. predicted adsorption coefficient related to the
specific surface area of MWCNTs for all the MLR models are
shown in Fig. 7.

Model N1. logKSA = 4.29(±2.194) + 0.0965(±0.014) × O%
− 16.4(±4.397) × X1A + 0.145(±0.032)
× T(N⋯N) − 0.0279(±0.009)
× T(O⋯Cl) − 1.01(±0.294)
× B05(Cl⋯Cl) + 0.203(±0.022)
× MLOGP2

n R R Q Straining adj

PRESS

     52 0 845 0 824 0 798 0 4332 2 2, . , . , . , . ,

  

  

 

 

11 003 40 79 0 709

0 087

2

2

. , . , . ,

. ,

F r

r
m LOO

m LOO MAE Moderatte

Fig. 6 Mechanistic interpretation of the descriptors related to the electrostatic interactions between organic pollutants and MWCNTs (dataset 1).
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n Q Q r rtest F1 F2 m test m test        17 0 809 0 795 0 7832 2 2 2, . , . , . , 00 048

0 908

. ,

. ,CCC MAE Moderate 

Model N2. logKSA = −7.19(±0.571) + 0.0805(±0.015) × O%
− 0.662(±0.323) × nOHp
− 0.0358(±0.009) × T(O⋯Cl)
− 0.943(±0.294) × B05(Cl⋯Cl)
+ 0.185(±0.019) × MLOGP2
+ 0.958(±0.144) × VAdjMat

n R R Q Straining adj

PRESS

     52 0 842 0 821 0 790 0 4372 2 2, . , . , . , . ,

  

  

 

 

11 41 39 97 0 723

0 114

2

2

. , . , . ,

. ,

F r

r
m LOO

m LOO MAE Moderatee

n Q Q r rtest F1 F2 m test m test        17 0 830 0 818 0 8052 2 2 2, . , . , . , 00 050

0 918

. ,

. ,CCC MAE Good 

Model N3. logKSA = −42.3(±7.527) + 0.0973(±0.013) × O%
− 0.622(±0.323) × nOHp
+ 0.154(±0.031) × T(N⋯N)
− 0.0407(±0.008) × T(O⋯Cl)
+ 0.160(±0.20) × MLOGP2
+ 89.8(±17.51) × ETA_Epsilon_3

n R R Q Straining adj

PRESS

     52 0 842 0 821 0 788 0 4362 2 2, . , . , . , . ,

  

  

 

 

11 512 40 07 0 714

0 081

2

2

. , . , . ,

. ,

F r

r
m LOO

m LOO MAE Good

Fig. 7 The scatter plots of the observed and the predicted adsorption coefficient properties related to the specific surface area of MWCNTs (log
KSA) of the developed MLR models (models N1–N5).
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n Q Q r rtest F1 F2 m test m test        17 0 783 0 768 0 7122 2 2 2, . , . , . , 00 14

0 890

. ,

. ,CCC MAE Good 

Model N4. logKSA = −42.0(±7.743) + 0.101(±0.014) × O%
+ 0.159(±0.032) × T(N⋯N)
− 0.0411(±0.008) × T(O⋯Cl)
+ 0.168(±0.021) × MLOGP2
+ 88.9(±18.01) × ETA_Epsilon_3

n R R Q Straining adj

PRESS

     52 0 829 0 811 0 785 0 4492 2 2, . , . , . , . ,

  

  

 

 

11 722 44 73 0 709

0 087

2

2

. , . , . ,

. ,

F r

r
m LOO

m LOO MAE Good

n Q Q r rtest F1 F2 m test m test        17 0 812 0 799 0 7482 2 2 2, . , . , . , 00 044

0 903

. ,

. ,CCC MAE Moderate 

Model N5. logKSA = 2.49(±1.36) + 0.0757(±0.016) × O%
− 17.3(±3.773) × X2A + 0.145(±0.036)
× T(N⋯N) − 0.721(±0.144)
× F04(O⋯Cl) + 0.158(±0.023)
× MLOGP2

n R R Q Straining adj

PRESS

    



 52 0 793 0 77 0 743 0 4952 2 2, . , . , . , . ,

113 955 35 17 0 709

0 087

2

2

. , . , . ,

. ,

F r

r

 
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 

 

m LOO

m LOO MAE Good

n Q Q r rtest F1 F2 m test m test        17 0 890 0 882 0 8362 2 2 2, . , . , . , 00 090

0 940

. ,

. ,CCC MAE Good 

3.2.1. The descriptors related to the hydrophobic interac-
tion. The descriptor, X1A, indicates an average connectivity
index of the order one, it encodes the ‘chi’ value across one
bond, which can be calculated on the basis of Kier and Hall's
connectivity index and defined as follows:

1 0 5

1
X    


  i j b
b

B .

In this equation, b runs over the 1st order subgraphs hav-
ing n vertices with B edges; δi and δj are the number of other
vertices attached to vertex i and j, respectively. The negative
regression coefficient of this descriptor implies that the
higher numerical values of this descriptor are not favorable
to enhance the adsorption properties of organic pollutants re-
lated to the specific surface area of MWCNTs as shown in
compounds 3 (benzene), 56 (ethylbenzene) and 57 (benzyl al-

cohol) (the corresponding numerical values of these com-
pounds are 0.5, 0.491, 0.491, respectively, showing a lower
range of adsorption affinity). On the other hand, compounds
like 35 (tetracycline), 22 (pyrene) and 26 (phenanthrene)
show better adsorption affinity (logKSA) due to their lower
numerical values of this descriptor.

Another significant descriptor, X2A, indicates an average
connectivity index of the order 2, and encodes the ‘chi’ value
across two bonds, which can be calculated on the basis of
Kier and Hall's connectivity index, defined in the following
equation:

2 0 5

2
X    


  i j b
b

B .

Here, b runs over the 2nd order subgraphs having n verti-
ces with B edges, δi and δj are the numbers of other vertices
attached to vertex i and j, respectively. This descriptor also
has a negative contribution towards the adsorption profile
(logKSA) of organic pollutants by MWCNTs as evidenced by
the negative regression coefficient. This indicates that the ad-
sorption properties of organic pollutants decrease with an in-
crease in the numerical value of this descriptor as shown in
compounds 3 (benzene), 18 (aniline) and 40 (bromobenzene),
and vice versa in the case of compounds 22 (pyrene), 26
(phenanthrene) and 35 (tetracycline).

The VAdjMat descriptor represents the vertex adjacency in-
formation and gives information about molecular dimension
and hydrophobicity. This descriptor can be calculated by
using the following formula:

VAdjMat = 1 + log2(m)

Here, m depicts the number of heavy–heavy bonds. This
descriptor contributed positively towards the adsorption
properties (logKSA) of organic pollutants as indicated by the
positive regression coefficient. Thus, the higher numerical
value of this descriptor is influential toward the adsorption
affinity of organic pollutants. This indicates that hydropho-
bicity plays a crucial role in altering the adsorption properties
of organic pollutants by MWCNTs. For example, compounds
22 (pyrene), 26 (phenanthrene) and 35 (tetracycline) show a
higher range of adsorption properties as these compounds
contain higher numerical values of this descriptor. Com-
pounds 3 (benzene), 55 (iodobenzene) and 46 (chloroben-
zene) show a lower range of adsorption properties as these
compounds contain higher numerical values of this descrip-
tor. It is therefore suggested that the hydrophobic organic
pollutants can easily be adsorbed by MWCNTs through hy-
drophobic interactions between the pollutants and CNTs.

The next descriptor, MLOGP2, represents the squared
Moriguchi octanol–water partition coefficient, calculated
from the regression equation of the Moriguchi logP
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model75,76 consisting of 13 parameters as depicted in the fol-
lowing equation.

log P = −1.244(CX)0.6 − 1.017(NO)0.9 + 0.406PRX − 0.145(UB)0.8

+ 0.511HB + 0.268POL − 2.215AMP + 0.912ALK
− 0.392RNG − 3.684QN + 0.474NO2 + 1.582NCS
+ 0.773BLM − 1.041

‘CX’ depicts the summation of the weighted number of
carbon atoms; ‘NO’ depicts the total number of N and O
atoms; ‘PRX’ represents the proximity effect of N/O; ‘UB’ rep-
resents the number of unsaturated bonds including semi-
polar bonds; ‘POL’ depicts the number of aromatic polar sub-
stituents; ‘AMP’ depicts the amphoteric property; ‘ALK’ rep-
resents the dummy variable for alkanes and alkenes; ‘RNG’
depicts the indicator variable for the presence of a ring struc-
ture, except for benzene and its condensed ring; ‘QN’ repre-
sents quaternary nitrogen; ‘NO2’ represents the number of
nitro groups; ‘HB’ represents a dummy variable for the pres-
ence of intermolecular hydrogen bonds; ‘NCS’ depicts iso-
thiocyanato or thiocyanato; ‘BLM’ represents a dummy vari-
able for the presence of β-lactam.

The positive regression coefficient of this descriptor indi-
cates that hydrophobicity plays a crucial role in regulating
the adsorption properties of organic pollutants. The highly
hydrophobic organic pollutants can easily be adsorbed by
MWCNTs as evidenced by compounds 22 (pyrene), 26 (phen-
anthrene) and 34 (azobenzene) as their corresponding
MLOG2 values are 22.653, 18.762 and 10.539, respectively,
whereas hydrophilic molecules are poorly adsorbed by
MWCNTs as evidenced by compounds 18 (aniline), 57

(benzylalcohol) and 63 (3-nitroaniline) as their corresponding
MLOGP2 values are 2.268, 2.532 and 1.816 respectively.
Therefore, it can be inferred that the organic pollutants are
adsorbed onto the CNTs through hydrophobic interactions.
Thus, for proper adsorption, organic pollutants should be hy-
drophobic in nature. Note that this was also observed in the
case of the VAdjMat descriptor as discussed previously.
MLOGP2 is not strictly a 2D descriptor. Here, the term ‘intra-
molecular H-bonds’ is used to calculate the MLOGP value,
which is conformation dependent.

The information obtained from the descriptors X1A, X2A,
VAdjMat and MLOGP2 suggested that the adsorption of or-
ganic pollutants related to the specific surface area of
MWCNTs may occur through hydrophobic interactions. The
molecular connectivity index (X1A and X2A) has a direct rela-
tionship with the count of interacting C–H bonds present in
a molecule. The number of C–H bonds in a molecule is equal
to the number of H atoms. As the C–H bond increases, the
hydrophobicity of the molecule increases. The δ value (de-
pends on the number of H atoms, the definition of a δ value
for a carbon atom in a molecular graph is: δ = 4 − H) de-
creases with the average connectivity index. Thus, the hydro-
phobic interactions between the organic contaminants and
MWCNTs are reduced and the adsorption of organic pollut-
ants related to the specific surface area of MWCNTs may also
be reduced.77

The descriptors VAdjMat and MLOGP2 give information
about the hydrophobicity of molecules. It is obvious that the
hydrophobic organic pollutants will interact with hydropho-
bic CNTs through hydrophobic interactions. This implies that
the hydrophobic organic pollutants can be easily adsorbed by

Fig. 8 Mechanistic interpretation of the descriptors related to the hydrophobic interactions between organic pollutants and MWCNTs (dataset 2).

Environmental Science: NanoPaper

Pu
bl

is
he

d 
on

 1
6 

N
ov

em
be

r 
20

18
. D

ow
nl

oa
de

d 
on

 4
/2

4/
20

19
 8

:1
2:

34
 A

M
. 

View Article Online

http://dx.doi.org/10.1039/c8en01059e


Environ. Sci.: Nano, 2019, 6, 224–247 | 239This journal is © The Royal Society of Chemistry 2019

MWCNTs through hydrophobic interactions. The descriptors
involved for hydrophobic interaction are graphically depicted
in Fig. 8.

3.2.2. The descriptors related to the π–π interactions. A
functional group count descriptor, nOHp, describes the num-
ber of primary alcohols. The negative regression coefficient
of this descriptor points out that the primary alcoholic group
is not favored to enhance the adsorption properties (logKSA)
of organic pollutants as found in compounds 13 (3-methyl
benzyl alcohol) and 57 (benzyl alcohol). On the contrary, or-
ganic pollutants that do not contain any primary alcoholic
groups have higher adsorption affinities (logKSA) as shown in
compounds 22 (pyrene), 26 (phenanthrene) and 34
(azobenzene). Thus, the organic pollutants that do not con-
tain any primary alcoholic groups may be highly adsorbed by
MWCNTs.

F04[O–Cl] is a 2D atom pair descriptor that indicates the
number of (O–Cl) fragments at a topological distance of 4.
The negative regression coefficient of this descriptor indi-
cates that the frequency of the O–Cl fragment at the topologi-
cal distance 4 is inversely proportional to the adsorption
properties of organic pollutants. A higher number for this
fragment correlates to lower adsorption properties of organic
pollutants, as observed in compounds 7 (dicamba), 61
(3-chlorophenol) and 66 (2,4,5-trichlorophenoxyacetic acid)
(these compounds contain 3, 1 and 1 such fragments, respec-
tively, at a topological distance of 4), while a lower numerical
value of this descriptor correlates to a higher adsorption
property of organic pollutants as observed in compounds 22
(pyrene), 26 (phenanthrene), 34 (azobenzene) and 69 (2,4-
dinitrotoluene) (these compounds contain no such fragments
at topological distance 4). Thus, the presence of this frag-
ment at the topological distance 4 may hinder the adsorption
of the organic pollutants by MWCNTs. The adsorption of or-
ganic contaminants to the CNTs decreases when the fre-
quency of the (O–Cl) fragment at topological distance 4 in-
creases. Compound 2 (2,4,6-trichlorophenol) also contains a
O–Cl fragment but not at topological distance 4. Therefore,
the adsorption affinity related to the specific surface area of
the MWCNTs value of compound 2 is (logKSA value = −0.81)
not low as compared to compounds 7 (dicamba), 61
(3-chlorophenol) and 66 (2,4,5-trichlorophenoxyacetic acid)
(these compounds contain 3, 1 and 1 such fragments, respec-
tively, at topological distance 4 and the logKSA values are
−2.64, −1.75 and −2.51, respectively).

T(O⋯Cl), a 2D atom pair descriptor, indicates the sum of
the topological distance between oxygen and chlorine. The
negative regression coefficient of this descriptor suggests that
a higher numerical value of this descriptor is detrimental to
enhancing the adsorption properties of organic pollutants re-
lated to the specific surface area of MWCNTs as shown in
compounds 2 (2,4,6-trichlorophenol), 7 (dicamba) and 66
(2,4,6-trichlorophenoxyacetic acid). On the other hand, the or-
ganic pollutants containing no such fragments have higher
adsorption properties as shown in compounds 22 (pyrene),
26 (phenanthrene) and 34 (azobenzene). From this observa-

tion, it can be inferred that the organic pollutants without
(O⋯Cl) fragments may be better adsorbed onto the MWCNTs
surface.

A 2D atom pair descriptor, B05ĲCl–Cl), describes the pres-
ence or absence of Cl–Cl fragments at topological distance 5.
The negative regression coefficient of this descriptor indi-
cates that the presence of the Cl–Cl fragment at the topologi-
cal distance 5 may reduce the adsorption property of organic
pollutants related to the specific surface area of MWCNTs
(logKSA). A higher number of this fragment correlates to
lower adsorption property of organic pollutants as observed
in compounds 7 (dicamba), 41 (1,2,4-trichlorobenzene) and
66 (2,4,5-trichlorophenoxyacetic acid) (containing one such
fragment each) while absence of this fragment in organic pol-
lutants correlates to higher adsorption property as evidenced
from compounds 22 (pyrene), 26 (phenanthrene) and 34
(azobenzene). From this descriptor, it can be suggested that
the presence of this fragment at topological distance 5 may
retard adsorption of the organic pollutants by MWCNTs.

Another 2D atom pair descriptor, T(N⋯N), indicates the
sum of the topological distances between two nitrogen
atoms. A positive contribution towards the adsorption prop-
erties of organic pollutants related to the specific surface area
of MWCNTs (logKSA) indicates that for better adsorption of
organic pollutants by MWCNTs, the topological distance be-
tween two nitrogen atoms should be greater, as shown in
compounds 4 (oxytetracycline), 35 (tetracycline) and 69 (2,4-
dinitrotoluene) (as their corresponding topological distances
between two nitrogen atoms are 5, 5 and 4, respectively), and
vice versa in the case of compounds 42 (isophorone), 43
(4-fluorophenol) and 44 (acetophenone). Thus, it can be in-
ferred that the topological distances between two nitrogen
atoms should be greater for the better adsorption of organic
pollutants by MWCNTs.

As discussed earlier in the introduction section, π–π inter-
actions are one of the key mechanisms for the adsorption of
organic pollutants to CNTs. The information obtained from
these descriptors, nOHp, F04[O–Cl], B05[Cl–Cl], T(N⋯N) and
T(O⋯Cl), strongly support this statement. The descriptor
nOHp weakens the π–π interaction that occurs between the
organic pollutants and CNTs. In this case, the hydroxyl group
is alcoholic in nature (aliphatic hydroxyl group) and cannot
donate the lone pair of electrons to the aromatic ring (not di-
rectly bonded to the aromatic carbon) and ultimately weaken
the π–π interactions of the aromatic ring, though it can form
hydrogen bonds with the surface modified CNTs. On the
other hand, the phenolic hydroxyl group can donate the lone
pair of electrons to the aromatic ring (bonded directly to the
aromatic carbon atom) as discussed previously (section 3.1),
thus strengthening the π–π interactions between organic pol-
lutants and CNTs. In the case of the phenolic hydroxyl group,
it can also act as a π donor, but this is not possible in case of
the alcoholic hydroxyl group. From this observation, it can be
suggested that the aliphatic hydroxyl (alcoholic) group is not
favorable for the adsorption affinity of organic pollutants to
the CNTs. In case of the descriptors B05[Cl–Cl], T(O⋯Cl) and
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F04[O–Cl], the chlorine atom has an electron inductive effect
and decreases the electron density in the benzene ring, which
compensates for the electron-donating effect of the oxygen
atom (in the case of compounds 7 and 66), even after –OH dis-
sociated into –O−. The withdrawing inductive character of
chlorine substituents decreases the electron density of the
p-chlorophenol ring as compared with that of the phenol ring.
Thus, when the O–Cl or Cl–Cl fragment is present in an aro-
matic molecule, it decreases the electron density of that aro-
matic ring (as compared with that of the –OH substituted ben-
zene ring (phenolic) or the benzene ring itself) and ultimately,
electron donor–acceptor interactions do not occur easily be-
tween CNTs and organic contaminants. Hence, the compound
could not be easily adsorbed to the MWCNTs. In case of the
descriptor T(N⋯N), the lone pair of electrons of the nitrogen
atom can be donated to the ring system (when directly at-
tached) and enhance the π–π interaction with the CNTs. The
nitrogen can be present as the amino form (electron donat-
ing) or in the nitro form (electron withdrawing). Both forms
strengthen the π–π interactions between the organic pollut-
ants and CNTs by increasing or decreasing the π-electron den-
sity of the aromatic ring system and act as π electron donor or
acceptor, respectively. If the nitrogen is not directly attached
to the aromatic ring system, then adsorption happens
through electrostatic interactions between the nitrogen of the
pollutants and the hydrogen of CNTs by forming dipoles
when they are close to each other; the position of the nitrogen
atom hardly matters here. The descriptors influencing the π–π

interaction are graphically represented in Fig. 9.

3.2.3. The descriptors related to hydrogen bonding inter-
actions. The descriptor, O%, indicates the percentage of oxy-
gen atoms present in a particular molecule. The positive re-
gression coefficient of this descriptor suggests that the
presence of oxygen atom is highly influential in the adsorp-
tion of the organic pollutants on the surface of MWCNTs. For
example, compounds 4 (oxytetracycline), 35 (tetracycline) and
69 (2,4-dinitrotoluene) show better adsorption affinity as their
corresponding percentages of oxygen atoms are 15.8, 14.3 and
21.1, respectively. In contrast, compounds 3 (benzene), 18 (an-
iline) and 24 (4-chloroaniline) show poor adsorption affinity
as these compounds do not contain any oxygen atoms. The
oxygen atom may be present in different organic pollutants in
keto, phenolic (favorable for adsorption) or alcoholic forms
(not favorable for adsorption as discussed previously). These
different types of oxygen may interact with CNTs in different
ways, e.g., hydrogen bonding, strengthening the π–π interac-
tions and electrostatic interactions. On the other hand, a high
percentage of oxygen atoms may enhance the polarity of the
pollutants. Since the sidewalls of the CNTs are also electrically
polarized, the polar group of organic pollutants can easily ad-
here to the surface of the CNTs. The descriptor involved for
hydrogen bonding interactions is given in Fig. 10.

3.2.4. The descriptors related to the electrostatic interac-
tions. The descriptor, Eta_Epsilon_3, indicates the summa-
tion of epsilon values relative to the total number of atoms
including hydrogen in the connected molecular graph of the
reference alkane, which can be calculated by the following
equation.

Fig. 9 Mechanistic interpretation of the descriptors related to π–π interactions between organic pollutants and MWCNTs (dataset 2).
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ε3 = εR/NR

ε denotes electronegativity, NR denotes the number of
atoms present in the reference alkane. This descriptor has a
positive contribution towards the adsorption properties of
organic pollutants related to the specific surface area of
MWCNTs. This indicates that the electron-rich organic pol-
lutants will be highly adsorbed by MWCNTs. Thus, the
higher numerical value (due to strong electrostatic interac-
tions between organic pollutants and CNTs) of this descrip-
tor is required to increase the adsorption properties of or-
ganic pollutants by MWCNTs as shown in compounds 22

(pyrene), 26 (phenanthrene) and 35 (tetracycline) and vice
versa in the case of compounds 7 (dicamba), 13
(3-methylbenzyl alcohol) and 18 (aniline) (due to weak
electrostatic interactions between these organic pollutants
and CNTs).

The information obtained from the descriptor O% sug-
gests that the organic pollutants can adhere to the surface of
MWCNTs by electrostatic interactions. There may be a
chance to form electrostatic interactions between organic pol-
lutants (negatively charged atoms like the oxygen atom of the
hydroxyl group) and MWCNTs (sidewalls of the CNTs are
electrically polarizable, thus polar molecules can easily ad-
here to their surface). The descriptors involved in electro-
static interactions are shown graphically in Fig. 11.

3.3. Dataset 3 : 29 organic solvents

The significant descriptors obtained from the PLS model
using the dispersibility index (logCmax) values of 29 organic
solvents to SWCNTs are minsssN, SpMin3_Bhe, VPC-6 and
SpMin6_Bhi (arranged according to the variable importance
plot, Fig. S2 in ESI†). The modeled descriptors, which are the
key properties altering the dispersibility indexes of organic
solvents, are discussed below. We have also checked the ap-
plicability domain of test set compounds using the DModX
approach (99% confidence level) to find out whether any test
set compounds lie outside of the AD (D-critical = 4.559). The
results suggested that the entire test set compounds lie
within the AD, except for compound number 29 (Fig. S3 in
ESI†). The scatter plot of the observed vs. predicted
dispersibility index of SWCNTs in different solvents are
presented in Fig. 12.

Fig. 10 Mechanistic interpretation of the descriptors related to
hydrogen bonding interactions between organic pollutants and
MWCNTs (dataset 2).

Fig. 11 Mechanistic interpretation of the descriptors related to the electrostatic interactions between organic pollutants and MWCNTs (dataset 2).
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Model P1. logCmax = −1.379 + 1.379 × VPC-6 − 0.949
× SpMin3_Bhe + 0.659 × minsssN
− 0.375 × SpMin6_Bhi

n R R S Ftraining adj

PRESS

    



22 0 830 0 810 0 372 29 34

5

2 2, . , . , . , . ,
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 

  

 

 

m LOO

m LOO MAE Good,

n Q Q r rtest F1 F2 m test m test        7 0 945 0 938 0 909 02 2 2 2, . , . , . , .. ,

. ,

048

0 991CCC MAE Good 

The most significant descriptor, minsssN, indicates the mini-
mum atom type E-state >N-. The E-state variable encodes the
intrinsic electronic state of each atom present in the molecu-
lar graph. The intrinsic electronic state of the atom is
changed by the electronic influence of all other atoms in the
molecule within the context of the topological character of
the molecule. Atoms that posses π and lone pairs of electrons
or are terminal atoms possess higher positive values for the
E-state index. Atoms that do not have π and lone pairs of
electrons and are present at the interior part of a molecule
possess lower E-state values. An increase in the minsssN
value would indicate the higher electronegativity of the or-
ganic solvents, which is beneficial for the dispersibility of
SWNTs. The positive regression coefficient of this descriptor
indicates that nitrogen atoms connected to other heavy
atoms play an important role in influencing the dispersibility
of SWNTs in different organic solvents. The numerical values
of this descriptor are directly proportional to the
dispersibility of SWCNTs, suggesting that the dispersibility
index of the SWNTs will increase with increasing the number
of such fragments as evidenced by the compounds 1 (1,3-
dimethyltetrahydro-2Ĳ1H)-pyrimidinone), 2 (1-butylpyrrolidin-2-

one) and 5 (3-(2-oxo-1-pyrrolidinyl)propanenitrile). On the
other hand, the absence of such fragments in different or-
ganic solvents decreases the dispersibility index of SWCNTs
as shown in compounds 24 (cyclohexanone), 27 (formamide)
and 28 (benzyl alcohol). Thus, from this descriptor, it can be
suggested that the dispersibility of CNTs may be enhanced
through electrostatic interactions.

The second highest significant descriptor, SpMin3_Bhe, is
defined as the smallest absolute eigenvalue of Burden modi-
fied matrix-n3/weighted by the relative Sanderson electroneg-
ativities.78 The negative contribution shown by SpMin3_Bhe
indicates that the dispersibility index of SWCNTs in various
solvents can be increased by decreasing the numerical value
of SpMin3_Bhe as shown in compounds 9 (dimethyl-
imidazolidinone), 10 (dimethyl acetamide) and 16 (acrylic
acid). On the other hand, the dispersibility of SWCNTs can
be decreased by increasing the numerical value of
SpMin3_Bhe as shown in compounds 22 (benzyl benzoate)
and 26 (triethyleneglycol). The SpMin3_Bhe descriptor
weighted by the relative Sanderson electronegativity suggests
that the electronegativity of the solvents and polar interac-
tions with CNTs play an important role in the dispersibility
of the SWCNTs. It can be concluded that polar interactions
can have an optimum value. Thus, polar solvents with low
donor number are preferred for the dispersibility of the CNTs
or it would be better to state that solvents with medium po-
larity are satisfactory.

The third highest significant descriptor, VPC-6, is a type of
topological descriptor, which indicates the chi valance path
cluster of order 6. This descriptor differentiates the mole-
cules according to their size, degree of branching, flexibility
and overall shape. Chi cluster descriptor (VPC-6) is an indica-
tor of the nth degree of branching and thus implicates the ef-
fect of substitution in a molecule. The organic solvent mole-
cules that are relatively compact have higher values of this
descriptor,79 suggesting that a small sized molecule with
compactness is most probably a better solvent for SWCNTs.
It has a positive contribution toward the dispersibility index
of SWCNTs in different organic solvents. This indicates that
the degree of branching of organic solvents increases the
dispersibility index of SWCNTs as shown in compounds 1
(1,3-dimethyltetrahydro-2Ĳ1H)-pyrimidinone), 3
(1-benzylpyrrolidin-2-one), and 9 (dimethyl-imidazolidinone),
and vice versa in case of compounds 10 (dimethyl acetamide),
16 (acrylic acid) and 17 (2,2′-thiodiethanol).

The least significant descriptor, SpMin6_Bhi indicates the
smallest absolute eigenvalue of Burden modified matrix – n6/
weighted by the relative first ionization potential.

A modified Burden matrix Q is defined as follows:

[Q]ij = Zi + 0.1δi + 0.01 × nπi and [Q]ij = 0.4/dij

where, Zi depicts the atomic number of the ith atom, di de-
picts the number of non-hydrogen neighbors of the ith atom
(i.e., the vertex degree), nπi depicts the number of π electrons,
and dij depicts the topological distance between the ith and

Fig. 12 The scatter plot of the observed and the predicted dispersibility
index of SWCNTs (logCmax) of the developed PLS model (model P1).
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jth atoms.78 A larger ionization potential of a molecule sug-
gests that higher energy is required to convert the molecule
into cationic form, whereas a smaller ionization potential can
easily convert the molecule into cationic form, which helps
in the easy interaction of the cationic form of the molecule to
the π-system of the carbon nanotube through π-cationic inter-
actions. This descriptor is inversely proportional to the
dispersibility of SWNTs, suggesting that with increasing the
ionization potential, the dispersibility index of the SWNTs de-
creases as evidenced by compounds 27 (formamide), 16
(acrylic acid), and 9 (dimethyl-imidazolidinone). On the other
hand, the dispersibility index of organic solvents increases in
the case of compounds 2 (1-butylpyrrolidin-2-one) and 5 [3-(2-
oxo-1-pyrrolidinyl)propanenitrile]. The effects of the contrib-
uted descriptors on the dispersibility of SWCNTs in diverse
organic solvents are summarized graphically in Fig. 13.

4. Overview and conclusions

MLR and PLS regression-based strategies were employed to
develop QSPR models of organic pollutants (datasets 1 & 2)
and organic solvents (dataset 3). Multiple endpoints related
to CNTs (adsorption coefficient, adsorption coefficient re-
lated to specific surface area of MWCNTs and dispersibility
index) were used to explore the key structural features that
influence the adsorption and dispersibility of the investigated
molecules towards MWCNTs and SWCNTs, respectively. The
models were developed using 2D descriptors only. Prior to
the development of the final models, different strategies for
variable selection were performed to extract the most signifi-
cant descriptors for the generation of the final MLR (5

models for both datasets 1 and 2) and PLS (a single model
for dataset 3) models. Extensive validation of the developed
models was performed, which showed good predictibility and
robustness. The QSPR models were developed in compliance
with the OCED principles. We also used the “Intelligent con-
sensus predictor” tool to explore whether the quality of the
predictions of test set compounds could be enhanced
through an “intelligent” selection of multiple MLR models
(in the case of datasets 1 and 2). The results showed that
based on the MAE-based criteria, the consensus predictions
of multiple MLR models are better than the results obtained
from the individual models. In both cases, the winning
model was CM3. The insights obtained from the developed
MLR models for datasets 1 and 2 are as follows: (i) the de-
scriptors like Ui, F03[O–O], F04[N–O], ETA_BetaP, nOHp,
O%, T(N⋯N), T(O⋯Cl) and F04[O–Cl] influence the adsorp-
tion of organic pollutants either by π–π interactions or by
strengthening π–π interactions. (ii) nArOH, F03[O–O], B03[O–

O], nHBint, F04[N–O], Eta_Epsilon_3 and O% descriptors fa-
vor the adsorption of organic pollutants through electrostatic
interactions. (iii) The organic pollutants adsorbed through
hydrogen bonding interactions are indicated by nArOH,
F03[O–O], B03[O–O], nHBint, F04[N–O] and O%. (iv) The de-
scriptors minsCH3, B06[C–Cl], X0v, VAdjMat, MLOGP2, X2A
and X1A are essential for the adsorption of organic pollutants
through hydrophobic interactions. These observations were
further supported by the following discussion: the organic
adsorbates of CNTs were mostly aromatic compounds,
confirming that aromatic compounds have a better interac-
tion with CNTs than the non-aromatic pollutants, due to
their π electron richness and flat conformation. The

Fig. 13 The effects of the contributed descriptors on the dispersibility of SWCNTs in diverse organic solvents.
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systematic understanding of aromatic contaminants is there-
fore critical since aromaticity plays an important role in ad-
sorption. Several studies have suggested that π–π interactions
are crucial for the adsorption of organic compounds to
CNTs,71,80,81 which in turn depends on the size and shape of
the molecules, due to the curvature of the CNTs and its sub-
stituents. The π-system of the organic pollutants interacts
with the π-system of the CNTs through π–π interactions and
the interactions increase with the number of aromatic rings
in the adsorbates.39,82 Both electron withdrawing groups (e.g.
–NO2 and –Cl) and electron donating groups (e.g. –NH2, –OH)
strengthen the π–π interactions between the pollutants and
MWCNTs73,74 by acting as π-electron acceptors and π-electron
donors, respectively. The hydroxyl group was investigated as
an electron donating substituent on adsorptive interactions
among pollutants and MWCNTs, since the hydroxyls, by dis-
sociating to –O− (which has stronger electron donating abil-
ity), strengthen the n–π electron donor–acceptor (EDA) mech-
anism. Compounds with no aromatic ring (no π electrons)
interact through hydrophobic forces. A study also suggested
that CNTs act as strong adsorbents for hydrophobic com-
pounds due to hydrophobic interactions.15,16,33,83–85 Hydroxyl
groups (phenolic form) can interact through various means,
such as (i) hydrophobic interactions (ii) electrostatic interac-
tions (both attraction and repulsion) (iii) hydrogen bonding
interactions and (iv) enhancing π–π interactions. As the num-
ber of hydroxyl groups (phenolics) in the pollutants in-
creases, the hydrophobicity decreases. Thus, it can be consid-
ered as a major factor in the adsorption of phenolics to
CNTs. Hydrogen bonding can also be a major interaction be-
tween hydroxyl-containing pollutants and substituted carbon
nanotubes.86,87 Hydroxyl and amino group interactions can
be related to the electronic features. In one experiment, it
was observed that 1-naphthylamine has better adsorption to
treated CNTs than the untreated CNTs, and there was an ad-
ditional observation that although both 2,4-dichlorophenol
and 2-naphthol contain an –OH group, the adsorption of
2-naphthol was more significant with variation in the func-
tionality of CNTs.88 This indicates that when the adsorbates
possess electronic properties, the functionality of nanotubes
helps with the improvement of adsorption.88 Chen et al.89

reported that nitro group containing pollutants show stron-
ger adsorption than non-polar aromatics. This indicates that
along with hydrophobic interactions, there is some other es-
sential interaction that controls the adsorption, which is
comparable to the π-electron polarizability that is related to
aromatic compounds and electron donating as well as
accepting properties, similar to compounds having more
than two nitro groups. Nitroaromatic compounds, besides be-
ing polar in nature, have electron accepting capacity when
interacting with adsorbents having high electron polarizabil-
ity properties and also have high electron conjugation with
the π-electrons of CNTs. Thus, the higher affinity of nitro aro-
matic compounds as compared to other pollutants is due to
π–π electron donor–acceptor interactions; since nitrogen is a
strong electron-withdrawing atom, it acts as a π-acceptor and

carbon nanotubes act as the π-donor.90–93 Hydrogen bonding
is also possible between nitro groups of the pollutants, which
act as H-acceptors and functional group-substituted carbon
nanotubes. The presence of two chlorine atoms causes the
electron inductive effect, which may cause a reduction in the
electron density of the aromatic ring attached to it, as
suggested by Sulaymon and Ahmed et al.;94 the electron do-
nating effect of the hydroxyl atom attached to the aromatic
ring compensates for this by dissociating into the stronger
electron donor like –O− (oxygen). We can, therefore, conclude
that the adsorption of the organic pollutants to the CNTs can
be enhanced by the following: a greater number of aromatic
rings, high unsaturation or electron richness of the molecule,
the presence of polar groups substituted on the aromatic
ring, the presence of two oxygen atoms at a topological dis-
tance of 3, the presence of nitrogen and oxygen atoms at the
topological distance of 4, the size of the molecules, and the
hydrophobic surface of the molecules. On the other hand,
the presence of carbon and oxygen atoms at a topological dis-
tance of 1, aliphatic primary alcohols, the presence of two
chlorine atoms at topological distance 5 and the presence of
oxygen and chlorine atoms at topological distance 4 may be
detrimental and can retard the adsorption of organic pollut-
ants. From the insights obtained from the PLS model for
dataset 3, we have interpreted that the organic solvents bear-
ing the >N- fragment, polar solvents with low donor number,
compact molecules and lower ionization potential may be
better solvents to enhance the dispersibility of SWCNTs.
Dispersibility is directly correlated to the adsorption proper-
ties of molecules to CNTs. This PLS model and contributed
descriptors can help with the understanding of the mecha-
nism of the dispersion process and predict organic solvents
that improve the dispersibility of SWCNTs and may overcome
the drawbacks of SWCNTs. This work may, therefore, be
helpful in the removal of the harmful and toxic contami-
nants/disposal of the by-products from the various industries,
making it possible to achieve a pollution-free environment.
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ORIGINAL ARTICLE

Risk assessment of heterogeneous TiO2-based engineered nanoparticles
(NPs): a QSTR approach using simple periodic table based descriptors

Joyita Roy, Probir Kumar Ojha and Kunal Roy

Drug Theoretics and Cheminformatics Laboratory, Department of Pharmaceutical Technology, Jadavpur University, Kolkata, India

ABSTRACT
Nowadays, the risk assessment of engineered nanoparticles (NPs) on human health and animals
is of great importance. We have used here simple periodic table based descriptors for mixture
compounds to predict the cytotoxicity for the heterogeneous NPs. We have developed mono
parametric quantitative structure-toxicity relationship (QSTR) models for 34 TiO2-based NPs
modified with (poly) metallic clusters of noble metals (Au, Ag, Pt) to assess the cytotoxicity (-log
EC50) towards Chinese Hamster Ovary cell line. After critical statistical analysis of the developed
five linear regression (LR) models, we found that the derived models are close to each other in
terms of different metric values (R2 = 0.922–0.926; Q2 = 0.907–0.911; R2adj = 0.918–0.922; Q2

F1 =
0.930–0.938; Q2

F2 = 0.924–0.932). Thus, we have developed a partial least squares (PLS) model
using the five descriptors obtained from the five LR models. The developed PLS model showed
good predictivity and robustness in terms of both internal (R2 = 0.925; Q2 = 0.911) and external
validation (Q2

F1 = 0.944; Q2
F2 = 0.938) parameters. The descriptors, Electrochemical equivalent

(Eq), 2nd ionization potential (2vpi), covalent radius (Rc), amount of Ag (Agamt) and thermal con-
ductivity (Tc) obtained from the final PLS model well explained the cause of cytotoxicity of the
heterogeneous NPs without requiring any computationally expensive descriptors. The insights
obtained from the developed models suggested that higher electronegativity, lower oxidation
state, and release of metal cation from its oxide increase cytotoxicity through various mecha-
nisms. Thus, these models can be used as efficient tools to assess the toxicity with physiological
property of the new heterogeneous NPs in the future.
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1. Introduction

Nanotechnology has taken the frontline in the mod-
ern world of science (Islam and Miyazaki 2010).
Nanoscale materials are substances comprising one
or more features less than 100 nm in at least one
dimension. In theory, nanoparticles can be engi-
neered from any substance like semiconductors
nanocrystals, organic dendrimers, and carbon fuller-
enes, and they possess properties like electrical,
thermal, mechanical which are highly desirable in
commercial, medical and environmental sectors
(National Research Council 2002). There are two
major classes of nanoparticles: (a) carbon nanopar-
ticles (b) metal oxide nanoparticles (Gajewicz et al.
2012). Metal oxide nanoparticles (NPs) have unique
property due to their size and high density of edge
or corner sites. There is an increase in the use of

nanoparticles in different areas like space technol-
ogy, pharmacy, environmental engineering, cos-
metic, stain-resistant clothing, environmental
monitoring, and so on (Artiles et al. 2011; Puzyn
et al. 2010). By the end of 2019, their worldwide
market is estimated to be $79.8 billion (Highsmith
2014). It has been noted that metal oxides induce
toxicity to some organisms (Dreher 2004), and it is
believed that an exponential growth in the use of
nanoparticles may endanger human health through
the potential induction of cytogenetic, mutagenic,
or neurotoxic health effects (Cattaneo et al. 2010;
Hansen et al. 2008). The assessment and character-
ization of risk posed by metal nanoparticles to
human beings and animals are complex, as they
have a wide range of shapes, sizes, surface modifi-
cations, and different chemical compositions, and
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all of these may affect toxicity towards the bio-
logical cells. The heterogeneous NPs (Memix@MeOx,
where Memix, is a bimetallic cluster and MeOx is a
metal oxide nanoparticle) could serve as photocata-
lysts for degrading a variety of inorganic and
organic compounds (Serpone and Emeline 2012)
and can be used in visible light induced process to
remove the hazardous pollutants from both aque-
ous and gaseous medium (Mikolajczyk et al. 2016).
Heterogeneous NPs are of great interest to the
industries but they too possess adverse impact on
the environment and human beings (Handy et al.
2008a; Handy et al. 2008b). Hence, a great deal of
work is going on to develop a defined method for
characterization, engineering control, transport, fate
as well as an assessment of their life cycle and
exposure of the metal oxide NPs (Morris et al.
2011). The need to develop a novel, cost-effective
and fast method to minimize the toxic behavior,
properties and environmental impact of metal oxide
nanoparticles is stressed in the REACH legislature
(European 2006), the European Chemical Agency
(ECHA 2012), United States-Canadian Regulatory
Cooperation Council (RCC-NI 2011), and also OECD
(Organization for Economic Co-operation
Development) (OECD 2014) in order to cope up
with the situation of metal oxide toxicity. The pro-
posed alternative procedure (method) should not
only be able to perform risk assessment but also to
reduce the extensive animal testing and provide
detailed information about toxicity mechanism at
the molecular level. As the conventional process or
method of risk assessment is expensive and time-
consuming, a computational-based assessment
method should be alternatively used which not
only reduces the number of experiments but also
the cost of consumable reagents.

Different computational methods have been
developed over the past several years, but quantita-
tive structure-activity/property/toxicity relationship
(QSAR/QSPR/QSTR) models originally introduced by
Corwin Hansch for the first time in 1962 is the
promising one. The fundamental assumption of
QSAR is that the molecular structures are respon-
sible for the chemical, physical and biological prop-
erties of the studied samples (Tropsha 2003). Each
compound can be described in terms of descriptors;
for this purpose, different features of chemical
structures are represented within a mathematical

context (matrix or coordinates) and then trans-
formed into numbers or descriptors (Puzyn et al.
2010; Todeschini and Consonni 2009). Nano–QSAR
is based on the mathematical dependency between
the variance in the molecular property (encoded by
nano descriptors) and biological activity (Puzyn
et al. 2011; Zhu et al. 2009). This means that one
can easily predict the missing data from the theor-
etically generated descriptors, if one has access to
the toxicological data and calculated descriptors for
a group of homogeneous or alike nanoparticles.
QSAR models work on the three R’s (3Rs) principle,
i.e. replacement, refinement and reduction in ani-
mal research (Benigni and Giuliani 2003). In the
past few years, the development of nano-QSAR
models has been impacted by the introduction of
the perturbation theory. Its main aim was to predict
simultaneously ecotoxicity and cytotoxicity of NPs
against various assay organisms (plants, crustaceans,
algae, bacteria, and cells lines, fungi, nematodes,
amphibians, fishes etc.) by taking into consideration
of multiple measures of ecotoxicity (EC50, IC50, LC50,
TC50, CC50) at under various experimental condi-
tions, including varying exposure time, multiple bio-
logical targets, compositions, different sizes, diverse
measures of toxicities and also conditions to meas-
ures those sizes, shapes, times during which the
biological targets were exposed to NPs and coating
agents (Concu et al. 2017; Kleandrova et al. 2014a;
Kleandrova et al. 2014b; Luan et al. 2014; Speck-
Planche et al. 2015). QSAR has been proven to be
an efficient tool for predicting the adverse effects
of chemical entities in terms of chemical screening,
risk assessment, and priority setting (Roy and
Das 2013).

In the present work, we have explored the devel-
opment of predictive models for cytotoxicity (-log
EC50) of metal oxide nanoparticles to the Chinese
hamster ovary cells using a data set of 34 modified
TiO2 NPs. This data set was also previously modeled
by Mikolajczyk et.al. (2018) using quantum chemical
descriptors. Calculation of quantum descriptors is
computationally demanding. Hence, we have
attempted to develop nano-QSTR models here
using periodic table based descriptors and exten-
sively validated the models with different strategies.
The periodic table based descriptors can be calcu-
lated involving less computational resources, and
they can provide good interpretability.
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1.1. Integral additive descriptors

According to the results from various works of lit-
erature (Hewlett and Wilkinson 1967), additive
schemes are appropriate for the preliminary model-
ing of multiple mixture chemical toxicity. The
modes of action (generally four major types) for
some mixture of conventional organic compounds
were defined previously as, (a) simple additive, i.e.
the combined toxic response is equal to the total of
the single chemical toxicity, (b) greater than syner-
gism or additive that means that the joint effect is
more than the sum of the toxicity of individual
chemicals, (c) the total toxicity is less than the over-
all individual chemical toxicity, i.e. less than additive
or partial additive, (d) independent or no inter-
action which means the combined toxic effect is
equal to that caused by the component with high-
est toxicity (Hewlett and Wilkinson 1967; Plackett
and Hewlett 1967). The joint effect of the non-react-
ive chemicals might be significantly different from
the scheme of simple addition as studied from the
previous literature (Hewlett and Wilkinson 1967).
Hence, we have decided to develop nano-QSTR
models using additive descriptors which were first
explored by Mikolajczyk et.al (2018) for the hetero-
geneous TiO2 based modified nanoparticles. We
have assumed here that each individual component
contributes additively to the toxicity, and its contri-
bution is proportional to the individual component
mole fraction in the mixture (Hewlett and Wilkinson
1967; Plackett and Hewlett 1967). Summation of the
concentration of the individual components in the
mixture was carried out after multiplying each with
a scaling factor that indicates the contribution of
property of the individual components (Ci), and
hence the sum of the concentration (a) is the prop-
erty of mixture based NPs (Cmix).

Cmix ¼
Xn

i¼1

aCi (1)

Here, we have applied the concept of integral
additive descriptors which was previously proved
efficient for modeling the heterogeneous organic
mixture systems (Altenburger et al. 2004; Melagraki
and Afantitis 2014; Roy and Ambure 2016; Tropsha
2010; Wang et al. 2014; Xu and Nirmalakhandan
1998; Zhang et al. 2007) and used them to describe
the influence of the amount of the noble metal in

the structure of the TiO2 NPs. The individual com-
ponent can be expressed as a set of 2 D and 3 D
descriptors in the framework of integral additive
scheme, and the descriptor is expressed as mole
weighted average and mole fraction of each com-
ponent as follows:

Dmix ¼ R1D1 þ RnDn (2)

where Dmix corresponds to the mixture descriptor,
R1 and Rn represent the mole fraction of the indi-
vidual component in the mixture, and D1 and Dn

stands for descriptors of each component in
the mixture.

2. Methods and materials

2.1. Data set

In the present work, we have developed nano-QSTR
(Nano-Quantitative Structure-Toxicity Relationship)
models for 34 TiO2 (Mikolajczyk et al. 2018) NPs
(nanoparticles) modified with varying amount and
types of mixture of noble metals like Ag, Au and Pt
(expressed in mole %). The cytotoxicity data
towards the Chinese hamster ovary cell line (CHO-
K1, ATCCVR CCL-61TM) was expressed in -logEC50
(negative logarithm of EC50) for the development of
Nano-QSTR models. For the purpose of modeling,
all the nanoparticles were utilized and no single
NPs were omitted. All the NPs used in the Nano-
QSTR modeling were obtained from microemulsion
method (Mikolajczyk et al. 2018). The details of the
dataset are given in the Supplementary section
(Table S1).

2.2. Descriptor calculation

The Nano-QSTR models were developed from the
fundamental information of the noble metals
obtained from the periodic table to relate it to the
toxicity towards hamster ovary cell line and to
investigate the modified TiO2 based NPs in order to
identify the key structural features responsible for
the toxicity. For this purpose, we have taken the
information about different properties of various
metals used to modify the surface of the NPs dir-
ectly from the periodic table. These properties were
converted to integral additive descriptors which
were used for model development purpose as
described later in this section. Note that, we have
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generated 30 descriptors directly or indirectly from
the periodic table derived information, and three
descriptors were calculated based on the number
of different metals used to modify the surface of
TiO2 based NPs. The used periodic table based
descriptors are given in the Supplementary section
(Table S2). The periodic table descriptors can be
adopted for calculation of integral additive descrip-
tors of modified TiO2 based NPs. To understand the
structural changes in the heterogeneous NPs after
modification of TiO2 NPs using single metal clusters
or with varying amount and types of noble metals
with different concentration, the modified form of
Equation (2) has been used here for model develop-
ment purpose. The calculation of the proposed mix-
ture descriptors used in this work can be
represented by the following equation,

Dmix ¼ % molMe 1ð Þ � P1 þ . . . þ % molMe nð Þ � Pn
(3)

where, Dmix means mixture descriptor, % molMe1

means concentration of each metal/component in
the mixture – contribution by weight of metal in
the NP sample of the mixture and Pn means the
periodic table descriptor of an individual metal. This
method is used in order to treat each individual
metal in the cluster as a mixture system, and each
metal is described as a set of descriptors (calculated
from the periodic table). The descriptor selected for
the metal (used for coating of TiO2 based NPs) from
the periodic table is multiplied with the amount of
the metal present in the mixture (TiO2 based modi-
fied NPs), and the resulting sum defines a new set
of descriptors for the complex mixture system.
Periodic table based descriptors are more advanta-
geous than others as they are easy to obtain with-
out any significant calculation unlike quantum
chemical descriptors (De et al. 2018; Kar et al. 2014;
Kar et al. 2016). The list of periodic table descriptors
is given in the Supplementary section (Table S3).

2.3. Data set division

Data set division is a very crucial step for develop-
ment of Nano-QSTR models. The data sets in the
present work were divided into training (75% of
the total dataset compounds) and test (25% of the
total dataset compounds) sets based on “Modified
k-Medoid” clustering technique. This method

categorizes compounds into clusters so that the
compounds in the same cluster are similar and
compounds from different clusters are dissimilar.
This method tends to select the “k” most centered
compounds or objects as the initial Medoids. Here,
three clusters were obtained for 34 NPs. The pur-
pose of the training set is to develop the models,
and the test set is utilized for validating the models
in terms of significance and robustness.

2.4. Model development

After performing the data set division, we have
developed mono parametric Nano-QSTR models
employing the Best Subset Selection v2.1 software
(http://teqip.jdvu.ac.in/QSAR_Tools/DTCLab) using
mixed descriptors (33 descriptors) and selected five
mono parametric LR models based on the MAE
based criteria. After that, we have performed PLS
regression of all the descriptors obtained from the
previously developed five linear regression (LR)
models with one latent variable.

2.4.1. Model selection

The selection of the best descriptors for mono-para-
metric models is performed using software devel-
oped in our laboratory (http://teqip.jdvu.ac.in/
QSAR_Tools/DTCLab). The evaluation of the additive
descriptors of mixture system was done from the
evaluation of different statistical parameters (R2, Q2,
Q2

F1, Q
2
F2) (Chirico and Gramatica 2011). In the pre-

sent work, we performed the Best Subset Selection
v2.1 with the 34 periodic table descriptors and
selected five LR models based on the MAE based
criteria (Roy et al. 2016).

2.4.2. Chemometric tools

The mono-parametric Nano-QSTR models were
developed using the Best subset selection software
v2.1 available from our laboratory (http://teqip.jdvu.
ac.in/QSAR_Tools/DTCLab). Partial least squares
(PLS) regression (Chin 1998) was used for the devel-
opment of the final model using all the individual
descriptors obtained from the LR models. In case of
PLS regression, overfitting is avoided by checking
the number of PLS components; if a new PLS com-
ponent is insignificant then the PLS run is stopped.
Clustering of the data set was performed by
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“Modified K-Medoid” tool version 1.3 (http://teqip.
jdvu.ac.in/QSAR_Tools/DTCLab) for splitting the data
sets into a training set and a test set.

2.5. Validation metrics

To determine the predictability and reliability of the
models, internal (R2, R2a, Q

2
LOO, variance ratio (F), and

standard error of estimate(s)) and external (R2pred, Q
2
F2

and concordance correlation coefficient (CCC)) valid-
ation metrics were computed. Additionally, rm

2para-
meters like rm

2
(LOO) and Drm

2
(LOO) for internal

validation and rm
2
(test) and Drm

2
(test) for external valid-

ation (Ojha et al. 2011) were also calculated. We have
also judged the models based on MAE (mean absolute
error) criteria, as the R2pred and Q2

F2 (Q2
ext based met-

rics) are not always able to provide a true indication
of the prediction potential, as they are influenced by
the data range and distribution of the response value
in the training set and the test set (Roy et al. 2016).
The purpose of the predictive performance of QSAR
models is to detect the prediction errors of the test
set (external set).

2.6. Applicability domain (AD)

Technically, AD (applicability domain) represents
the chemical space suggested by the structural

information of the chemicals used in model devel-
opment (the training set compounds) in a QSTR
analysis. Here, we have used DModXP approach
(Umetrics 2013) for the PLS model and
Standardization approach (Roy et al. 2015) for LR
models to determine whether the test compounds
under consideration is within or outside the AD.

The methods involved for the development of
final model are schematically represented in
Figure 1.

3. Results and discussion

Based on the cytotoxicity data of 34 TiO2 modified
NPs towards Chinese hamster ovary cells and easily
calculated 34 periodic table based descriptors, we
have developed five simple but statistically signifi-
cant LR based Nano-QSTR models. We have
checked both the internal (R2 = 0.922–0.926; Q2 =
0.907–0.911; R2adj = 0.918–0.922) and external (Q2

F1

= 0.930–0.938; Q2
F2 = 0.924–0.932) validation

parameters for all the individual models which
showed good in silico predictivity of the models as
depicted in Table 1. For the external validation, Q2

F1

or R2pred and Q2
F2metrics were used, and their values

are much higher than the threshold value, i.e. 0.5.
The MAE based criteria were also checked for the
models, and each individual model passed the MAE

Figure 1. Schematic representation of the steps involved for the development of QSTR models.
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based criteria. We have calculated rm
2 parameters

like r2mðlooÞ and Dr2mðlooÞ and Q2
ðLooÞ for the internal set

and r2mðtestÞ and Dr2mðtestÞ for the external set, and the
resultant values passed the critical values proving
statistical reliability of the models. The descriptors
obtained from the five LR models are discussed
elaborately below. In the presented equations,
ntraining means number of compounds in the train-
ing set/internal set used to develop the models,
and ntest means number of compounds in the test
set/external set used to judge the quality of the
models. The test compounds showed good predic-
tivity based on the models. The scatter plot of
observed vs predicted cytotoxicity for all the LR and
PLS models are shown in Figure 2.

Model 1

The mono parametric equation is as follows:

�logEC50 ¼ 4:673 60:034ð Þ þ 0:458 60:003ð ÞEq

ntraining ¼ 25; R2 ¼ 0:926; R2adj ¼ 0:922; S ¼ 0:127;

F ¼ 286:07;

PRESS ¼ 0:440;Q2 ¼ 0:911; r2
m LOOð Þ ¼ 0:880;Dr2m LOOð Þ

¼ 0:045;MAE based criteria ¼ Moderate;

ntest ¼ 9;Q2
F1 ¼ 0:937;Q2

F2 ¼ 0:931; r2m testð Þ

¼ 0:828;Dr2m testð Þ ¼ 0:049; MAE based criteria

¼ Good

Electrochemical equivalent (Eq)

The descriptor Electrochemical Equivalent (g/amp-hr)
(Eq) of a chemical element indicates the mass of
that element (in grams) transported by 1 coulomb of
electric charge. Electrochemical Equivalent can be
calculated as follows,

Electrochemical Equivalent = Gram molecular
mass of the substance/number of electrons
(involved in reaction)

This indicates that the atoms containing lower
number of valence shell electrons will have higher
descriptor values, as it is inversely proportional toTa
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the number of electrons in the principle valence
shell taking part in the chemical reaction. The
descriptor also determines the kinetics of corrosion
rate and estimates the oxidizing power of metal in
specific environment. The oxidizing power can be
determined through the oxidation potential of a
metal, which gives the measure of the likelihood of
a metal to move from lower oxidation state to
higher oxidation state. The transition metals can
exist in different oxidation state as they have par-
tially filled -d and -f orbital shells. The elements
with low number of valence electrons will have less
oxidation state and metals with less oxidation state
are more harmful than the elements with higher
oxidation or stable oxidation state (Walker et al.
2003). The positive regression coefficient of this
descriptor suggests that the toxicity towards ham-
ster ovary cell will increase with an increase in the
numerical value of this descriptor as shown in case
of nanoparticles 6.5Ag_0.5Pt and 6.5Ag_0.25Pt (the
Electrochemical Equivalent values are 27.06975 and
26.614825 (g/amp-hr) and their corresponding tox-
icity values are 5.8 and 5.84 respectively) and vice

versa as shown in nanoparticles 0.05Au_0.05Pt and
0.1Au (the Electrochemical Equivalent values are
0.213465, 0.24496 (g/amp-hr) and their respective
toxicity values are 4.67 and 4.56).

Mechanism of toxicity

The toxicity of a metal ion depends on its electro-
chemical features, solubility, and stability. Chelating
ability of the metal ion with the particular ligands
of biological macromolecules also affect the toxicity
to the biological cells. Toxicity of the metal depends
both quantitatively and qualitatively on the oxida-
tion state of the metals. The lower oxidation state
metals are more toxic than their higher oxidation
state due to its tendency to get oxidized to form
stable oxides, i.e. higher valence state hence dis-
rupting cellular processes (Walker et al. 2003).
Electron detachment from metal NPs initiates lipid
peroxidation by reactive oxygen species (ROS) such
as superoxide (O��

2 ) and hydroxyl radicals (�OH)
(Lovri�c et al. 2005; Neal 2008)). Using TiO2 NPs as
example, ROS is produced as per the following
scheme in presence of light radiation:

Figure 2. The scatter plot of the observed and the predicted cytotoxicity (-logEC50) values of the LR and PLS models. Figure (A-E)
represents LR models and Figure F represents PLS model.

NANOTOXICOLOGY 7



Tio2NPsþ hm⟶Tio2 hþ þ e�ð Þ

e� þ O2⟶O�
2

O�
2 þ 2Hþ þ e�⟶H2O2

H2O2 þ O�
2 ⟶ � OHþ OH� þ O2

Hþ þ H2O⟶ � OHþHþ (4)

The cellular damage as per true toxicity mechanism
may involve release of metal ions. The extent of ROS
production increases by direct contact of the nano-
particles (NPs) with the cell (Kang et al. 2007). NPs
can increase the oxidative stress as per the given
mechanism by generating reactive oxygen species
(ROS) which reduces the antioxidants (Lin et al.
2006b; Lin et al. 2006a) that eventually leads to cell
injury and death of the cell. The production of the
high energy species may attack lipids, proteins,
nucleic acid or other biological macromolecules thus
causing damage to the cells. They may hamper the
mitochondrial structure and depolarize the mem-
brane, even may cause impairment of the electron
transport chain and activation of the NADPH system
(Xia et al. 2006). Damage to the DNA may lead to
cell cycle arrest and apoptosis.

Model 2

�logEC50 ¼ 4:643 60:036ð Þ þ 0:0001 60:00001ð Þ2vpi

ntraining ¼ 25; R2 ¼ 0:923; R2adj ¼ 0:920; S ¼ 0:129;

F ¼ 277:15;

PRESS ¼ 0:452;Q2 ¼ 0:909; r2
m LOOð Þ ¼ 0:877;

Dr2m LOOð Þ ¼ 0:047;MAE based criteria ¼ Moderate;

ntest ¼ 9;Q2
F1 ¼ 0:938;Q2

F2 ¼ 0:932; r2m testð Þ

¼ 0:843;Dr2m testð Þ ¼ 0:042;MAE based criteria ¼ Good

2 nd ionization potential (2vpi)

The next significant descriptor, 2nd ionization
potential (2vpiÞ; also contributes to the cytotoxicity
of the hamster ovary cell. This descriptor defines
the energy needed to remove a second electron
from each ion in one mole of gaseous 1þ ion to
give gaseous 2þ ions.

M⟶Mþ þ e2� (5)

Here, M is the atom, Mþ and M2þ are the metal
ions and e- is the electron, i.e. ionization energy.

Ionization potential is the difference of energy
between the ground state and state of ionization,
and this amount of energy is required to com-
pletely remove the loosely attached electrons. The
2nd ionization potential is greater than 1st ioniza-
tion potential and depends upon the size, charge
and the type of electrons removed from outer shell
of the atom. Ionization potential also determines
the electronegativity and electron affinity of an
atom. The low ionization energy of an atom (the
energy required to remove the outer shell electron)
indicates that the atom can easily lose its outer
shell electron and has fewer tendencies to gain
electrons. Thus, it clearly indicates that the atoms
with high ionization potential will have high elec-
tronegativity. The electronegativity is responsible
for the catalytic property of the cationic form of the
metal and therefore increases the cytotoxicity. The
positive regression coefficient of this descriptor indi-
cated that an atom with higher 2nd ionization
potential increases the cytotoxicity of the hamster
ovary cell and vice versa. As for example, the nano-
particles 6.5Ag_0.5Pt and 6.5Ag are highly toxic (tox-
icity values are 5.8 and 5.88 respectively) towards
the cytotoxicity to hamster ovary cell due to their
higher range of 2nd ionization potential (14350.5
and 13455 respectively), whereas in case of nanopar-
ticles 0.25Pt and 0.1Au, the cytotoxicity (4.56 and
4.67 respectively) decreases with its 2nd ionization
potential (447.75 and 198 kJ/mol respectively).

Mechanism of toxicity

Electronegativity depends on the atomic radius
and on the formal charge of the cationic metal.
Metal nanoparticles containing higher electronega-
tivity have a tendency to gain electrons from the
bonding pair of the electrons. Therefore, an
increase in electronegativity suggests an increase
in the catalytic properties of the cationic metal,
and thus it increases the toxicity of the metal nano-
particles as described by the Haber–Weiss–Fenton
cycle (Koppenol 2001). Electronegativity reduces
with the number of valence electrons.

8 J. ROY ET AL.



Electronegativity of the metal separates the metal
cation from the metal oxide NPs during the toxic
effect. Oxidative stress caused here due to gener-
ation of intracellular ROS levels causes oxidative
damage to the cells leading to apoptosis (Ozben
2007). The number of ROS as OH radicals (Cho et al.
2004), superoxide ions (Sawai et al. 2000), hydrogen
peroxide (H2O2) is found to be responsible for the
generation of oxidative stress in the cell.

The Haber–Weiss–Fenton cycle is explained using
copper metal as an example:

O��
2 þ Cu2þ⟶O2 þ Cuþ

Cuþ þ H2O2⟶Cu2þ þ OH� þ �OH
Usually, � OH radicals are produced in all aerobic
organisms in the form of byproducts of cellular res-
piration as they use oxygen (molecular) to obtain
energy. The problem arises when there is an imbal-
ance between the oxidative and reductive products
due to increase ROS production.

O2 þ e�⟶O��
2

Superoxide anion radicals are products of one-
electron reduction of the O2 atom.

The electrons required for this reaction is utilized
from electron transfer chain at the time of cellular
respiration (Ames et al. 1993).

H2O2 þ O��
2 ⟶

cuþ=cu2þ
O2 þ OH� þ �OH (6)

Thus, in the presence of the metal cation, the
hydroxyl radical (�OH) is formed more readily than
the normal. The high concentration of the hydroxyl
radical becomes elevated than natural scavengers
in the cell, which causes an imbalance in the anti-
oxidants in the cell, ultimately leading to oxidative
stress and cell death.

Model 3

�logEC50 ¼ 4:641 60:036ð Þ þ 0:0013 60:0001ð ÞRc
ntraining ¼ 25; R2 ¼ 0:923; R2adj ¼ 0:920; S ¼ 0:129;

F ¼ 276:74;

PRESS ¼ 0:452;Q2 ¼ 0:909; r2
m LOOð Þ ¼ 0:877;

Dr2m LOOð Þ ¼ 0:047;MAE based criteria ¼ Moderate;

ntest ¼ 9;Q2
F1 ¼ 0:938;Q2

F2 ¼ 0:932; r2m testð Þ

¼ 0:842;Dr2m testð Þ ¼ 0:042;MAE based criteria ¼ Good

Covalent radius (Rc)

The covalent radius (RcÞ descriptor is a measure of
the size of an atom that forms a part of one cova-
lent bond, and it is the third common measure of
the size of the atom. It is primarily calculated from
the nuclear charge, i.e. atomic number and elec-
tronic configuration of the atom. The positive
regression coefficient of the descriptor suggests
that the numerical value of this descriptor is directly
correlated with the cytotoxicity as shown in nano-
particles 6.5Ag_0.1Pt and 6.5Ag, where the cytotox-
icity (5.63 and 5.88 respectively) increases with
covalent radius of nanoparticles (956.1(pm) and
942.5(pm) respectively). On the other hand, when
the covalent radius of the nanoparticles decreases
as in case of nanoparticles 0.25Pt (34 pm) and
0.1Au_0.25Pt (47.6 pm), the respective toxicity 4.67
and 4.7 also decreases. If the size of atomic radius
increases, the number of shells also increases,
shielding the outer electrons from the electrostatic
pull of the nucleus. Again, the outer valence shells
can easily lose electrons to form cation radical
that may cause further modification to DNA bases
and enhance lipid peroxidation ultimately causing
cytotoxicity.

Mechanism of toxicity

The presence of metal cations instigates the forma-
tion of sufficient amount of radicals (�OH) than the
metals do naturally. The elevated level of the react-
ive hydroxyl radical makes it impossible for the nat-
ural scavengers to keep the normal physiological
balance in the cell. The metal cation increases the
production of the free radicals both in cell and
mitochondria which attack the DNA and mtDNA
(mitochondrial DNA) respectively and causes frag-
mentation of the DNA. When metal radical attacks
the protein, it causes blockade of the protein syn-
thesis by oxidizing them leading to autocatalytic
lipid peroxidation. This mechanism decreases the
mitochondrial membrane potential, which leads to
the loss of the mitochondrial membrane fluidity,
and thus the content of the matrix is spilled out
into the inner membrane
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Model 4

�logEC50 ¼ 4:709 60:338ð Þ þ 0:181 60:011ð ÞAmount of Ag

ntraining ¼ 25; R2 ¼ 0:922; R2adj ¼ 0:919; S ¼ 0:130;

F ¼ 272:26;

PRESS ¼ 0:459;Q2 ¼ 0:907; r2
m LOOð Þ ¼ 0:875;Dr2m LOOð Þ

¼ 0:048;MAE based criteria ¼ Moderate;

ntest ¼ 9;Q2
F1 ¼ 0:930;Q2

F2 ¼ 0:924; r2m testð Þ

¼ 0:806;Dr2m testð Þ ¼ 0:059;MAE based criteria ¼ Good

Amount of Ag (Agamt)

The descriptor, amount of Ag, determines the meas-
urement of silver metal concentration. The positive
regression coefficient indicates that with an increase
in the amount of the silver metal as shown in case
of nanoparticles 6.5Ag_0.5Pt and 4.5Ag_0.5Pt (6.5
and 4.5 mol %_respectively), the cytotoxicity (5.8
and 5.65 respectively) of the metal towards the
hamster ovary cell also increases. On the other
hand, when the amount of silver is reduced as
shown in case of nanoparticles 0.5Ag_0.1Pt and
1.5Ag (0.5 and 1.5 mol % respectively), the corre-
sponding toxicity value (4.64 and 4.89 respectively)
also decreases, which clearly depicts that silver
metal has a dominant role for cytotoxicity towards
the hamster ovary cell. Silver metal has an anti-
microbial effect and induces toxicity in many types
of species (Bilberg et al. 2011) and chronic exposure
of silver metal may cause argyria or argyrosis in
humans as suggested by some authors (Drake and
Hazelwood 2005). Silver metal has a better water
solubility than the other metals and thus its con-
centration is higher in the solution compared to
other investigated metals of equal molar mass. Due
to the higher concentration of silver metal available
in solution, they are more toxic than the
other metals.

Mechanism of toxicity

Different hypotheses have been formulated for the
mechanism of silver ion toxicity to the cell. Among
the various hypotheses, the silver ion release from
the metal oxide (Kittler et al. 2010) and generation
of the reactive oxygen species (ROS) (Cheng et al.
2013; Foldbjerg et al. 2011) is suggested to be most

likely. Silver NPs are believed to produce toxicity
through so-called Trojan-horse mechanism (Lubick
2008). In this mechanism, Ag is released intracellu-
larly after being taken up by the cell and subse-
quently causes death of the cell. Ag NPs
accumulate into the cell and produce ROS directly
or may indirectly increase ROS production by reduc-
ing antioxidants production. Thus, it decreases the
viability of the cells and also induces damage of
DNA and chromosomes (Foldbjerg et al. 2011; Jiang
et al. 2013; Kim et al. 2010) ultimately leading to
apoptosis of the cell. Smaller Ag NPs are more toxic
than the larger ones because of their high surface
to volume ratio, which further facilitates the release
of the Ag ions in the cell.

Model 5

�logEC50 ¼ 4:682 60:035ð Þ þ 0:0004 60:000026ð ÞTc
ntraining ¼ 25; R2 ¼ 0:922; R2adj ¼ 0:918; S ¼ 0:130;

F ¼ 270:44;

PRESS ¼ 0:463;Q2 ¼ 0:907; r2
m LOOð Þ ¼ 0:874;

Dr2m LOOð Þ ¼ 0:048;MAE based criteria ¼ Moderate;

ntest ¼ 9;Q2
F1 ¼ 0:934;Q2

F2 ¼ 0:932;

r2m testð Þ ¼ 0:829;Dr2m testð Þ ¼ 0:052;

MAE based criteria ¼ Good

Thermal conductivity (Tc)

Thermal conductivity (TcÞ is a property of metals. It
determines the rate at which heat passes through a
particular material; it is expressed as the amount of
heat that passes through unit area per unit time
and possesses temperature gradient per degree per
unit distance. According to the band theory, the
atoms of metal crystals are very close to each other
causing the orbitals to overlap each other, suggest-
ing that there is presence of large number of elec-
trons in a small piece of metal and due to their
closeness they are referred to as bands. The filled
bands are known as valence bands and partially
filled bands with delocalized electrons are called
conduction bands. Since in metals the closeness is
very small, therefore it becomes easy for the elec-
trons to move from valence band to conduction
band. The ability of metals to conduct electricity
depends on the proximity of the valence and
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conduction bands. Band theory also explains the
possibility of the movement of delocalized electrons
which is due to the overlapping of the molecular
orbitals. The positive regression coefficient of this
descriptor indicates that the cytotoxicity of the
nanoparticles increases with its thermal conductivity
and vice versa. It has been observed in case of
nanoparticles 6.5Ag_0.25Pt and 6.5Ag that the cyto-
toxicity of these nanoparticles (5.84 and 5.88
respectively) increases as the thermal conductivity
also increases (2806.4 (W/(m�K) and 2788.5 (W/
(m�K) respectively), whereas the reverse occurs in
the nanoparticles 0.25Pt and 0.1Au where the cyto-
toxicity (4.67 and 4.56 respectively) decreases with
thermal conductivity (17.9 and 31.8 respectively).
Thus, increase in the thermal conductivity means
that there is a decrease in the band gap, which
makes it easier for the movement of electrons to
the conduction band, and hence overlapping of the
band gaps causes oxidative stress and acute pul-
monary inflammation compared to the material
whose band gaps does not overlap (Zhang
et al. 2012).

Mechanism of toxicity

ROS production and oxidative stress occur due to
the band gap of the nanoparticle energy band. The
intracellular redox processes occurring in the bio-
logical media initiates electron transfer process
from the valence band to conduction band. Burello
and Worth et.al (2012) stated that redox potential
(E0) of the naturally occurring reaction in the cell in
the context with the values of conduction band
energy (Ec), and valence band energy (Ev) may be
the main reason for the toxicity of the nanoparticle
oxides. The overlapping of the Ec and Ev band
causes oxidative stress which leads to the imbal-
ance between the production of free radicals and
the ability of the body to detoxify or counteract
their harmful effects through neutralization by anti-
oxidants. The toxicity arises due to detachment of
the electron from the modified metal oxide NPs, i.e.
reductive potential. Electron release in the cell inter-
acts with various molecules to produce a free rad-
ical (�OH) that attacks the DNA double strand and
blocks the replication or otherwise block the pro-
tein and oxidize them which impairs their function.

When there is a sufficient DNA damage, then the
cell undergoes apoptosis.

The PLS model

After critical analysis of the statistical results (both
internal and external validation parameters)
obtained from the five LR models, we found that all
five descriptors were significant in modeling toxicity
in the Chinese hamster ovary cell. Therefore, we
performed PLS regression with the same data set
division using the five descriptors obtained from
the LR models. The final PLS equation was devel-
oped using only one latent variable.

�logEC50 ¼ 4:669þ 0:00918Eq þ 0:00002vpi

þ0:00026Rc þ 0:03627 Agamt þ 0:00009 Tc

Ntrain ¼ 25; R2 ¼ 0:925; R2adj ¼ 0:922; S ¼ 0:127;

F ¼ 284:75; PRESS ¼ 0:0:381;Q2
LOOð Þ ¼ 0:911;

LV ¼ 1; r2
m looð Þ ¼ 0:883;Dr2m looð Þ ¼ 0:048

Ntest ¼ 9; Q2
F1 ¼ 0:944; Q2

F2 ¼ 0:938; r2m testð Þ ¼ 0:922;

Dr2m testð Þ ¼ 0:031; MAE based criteria ¼ Good:

Using the variable importance plot (VIP) (Figure S1),
the significance level of the descriptors was found
to be in the following order: Eq, 2vpi, Rc, Agamt, and
Tc. Both external and internal validation results
showed good predictivity pattern. The
Q2
F1 0:944ð Þmetric proves high predictability of the

developed model. The applicability domain (AD) of
the LR models was checked; it is noteworthy to
mention that the test set compounds are within the
AD of the developed QSTR model based on the
standardization approach. We have also checked
the AD for the test set compounds based on the
developed PLS model using the DModX approach.
It was found that all the test set compounds are
within the AD (D-critical = 1.897) (Figure S2). The
various descriptors obtained in the PLS equation
are already elaborately explained with the probable
mode of action towards cytotoxicity to the Chinese
Hamster ovary cells.

The detailed mechanisms of the toxicity in terms
of the descriptors are depicted in Figure 3.
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4. Conclusions

Nanotechnology has a very important impact in our
daily life by giving useful solution to many global
problems. The influence of nanotechnology is not
fully established yet. According to the reviews of
recently published papers (Gajewicz et al. 2012),
there are still many gaps in the experimental data
devoted to risk assessment of the nanoparticle
available in today’s market. The application of the-
oretical methods is still in its developing stage
whereas the usefulness of nanoparticle is rising day
by day. In this context, we have developed inter-
pretable QSTR models and predicted the cytotox-
icity of modified TiO2 based nanoparticle towards
the Chinese hamster ovary cells using simple and
easily calculated periodic table descriptors and
examined the applicability of such descriptors to
model metal oxide nanoparticles like any other

computational approaches. One of the aims of this
work is to establish the simple periodic table
descriptors useful for the modified nanoparticles for
future use. It is believed that this type of descrip-
tors can be used to develop the QSTR or QSAR
models for other inorganic compounds also. The
periodic table descriptors such as electrochemical
equivalent (Eq), 2nd ionization potential (2vpi), cova-
lent radius (Rc), amount of Ag (Agamt) and thermal
conductivity (Tc) can well explain the cytotoxicity
without any exhaustive calculation, and thus it
brings simplicity to the presented work. All the
descriptors positively contributed to the response
which means that increasing the descriptor values
will also increase the cytotoxicity. Oxidation num-
ber, electronegativity, molecular weight as sug-
gested by the various periodic table based
descriptors play an important role in the

Figure 3. Mechanism of cytotoxicity of modified TiO2 NPs towards the cell.
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cytotoxicity of TiO2 based NPs coated with various
metal or mixture of metals in different concentra-
tions. The transfer of electron from the valence
band to the conduction band, the detachment of
the metal cation from the surface of the modified
metal oxide surface, increase of amount of silver
ion in the cell and production of radicals due to
lower oxidation number induce oxidative stress,
depolarization of the mitochondria impair protein
function, cause fragmentation of the DNA and thus
cause apoptosis and death of the cell. The major
finding of the work can be summarized below:

1. Simplicity of the proposed models: The models
are developed with the additive mixture based
descriptors, which is a relatively new concept
to characterize and encode the modified het-
erogeneous nanoparticles. The advantage of
this type of descriptors is that they allow the
description of the heterogeneous nanoparticles
taking into account the modification on the
NPs as an example of the various amount of
metal on the surface of TiO2 NPs, and the var-
iety of concentration of single metal clusters
are effective in the calculation of the additive
descriptors and interpretative nano-QSTR.
Hence, the proposed models and approach
have practical significance. The calculation of
the periodic table descriptor is also not compu-
tationally demanding, and they can be easily
obtained without any quantum chem-
ical background.

2. Mechanistic approach: All the descriptors (Eq,
2vp, Rc, Agamt and Tc) are important for the cyto-
toxicity of the Chinese hamster ovary cell. Metals
with high electronegativity, low oxidation state,
tendency to lose electrons and easy detachment
of the metal cations from the modified metal
oxide surface may contribute to the cell toxicity.
The success of this work is to use simple
descriptors for the prediction of the cytotoxicity
of the modified metal oxide with the probable
mechanistic interpretation.

3. Cost effective and time effective: These simple
descriptors as used in this study do not involve
any hard or laborious calculation thus making
the use of such descriptors simple and easy.
For the calculation of descriptors, there is no
need to use any computational software, only

the knowledge of periodic table is enough,
making it both cost and time effective.

The periodic table based descriptors may thus be
used to calculate the toxicity of any type of metal
oxides in future studies also.
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