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Chapter 1 

Introduction 

1.1 Neurological image analysis: relevance to brain   

activity and neuro diseases 

Neuroimaging or brain imaging[1] is a technique to depict the structure, 

function of the nervous system[2]. It is an important discipline within 

medicine, neuroscience, and psychology.  

 

Figure 1-1 Central Nervous System of Mammals[2] 
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Neuroimaging can be classified into two broad categories: 

Structural imaging [3] ,which tries to interpret the structure of the 

nervous system and deals with the diagnosis of intracranial disease and 

injury. 

Functional imaging [4] , which is used to detect metabolic diseases, 

lesions, and also for neurological and cognitive psychology research and 

developing brain-computer interfaces. 

The resultant images of neuroimaging techniques are not only useful to 

detect neurological diseases such as Tumours, Bleeding (which can be 

due to an injury), Blood clots, Inflammation, Birth defects, Stroke, 

Alzheimer’s disease, Epilepsy, Dementia, Memory disorders but also 

leads researchers and doctors to understand the brain activities and 

helps to invert better techniques to identify the diseases at an early stage. 

The classified data collected from several neuroimaging process can be 

used to develop a database to record the patient’s medical history to 

make more efficient machine learning algorithm which in turn can help 

the doctor to diagnose and predict the diseases from the feature 

symptoms[5]. 

 

1.2 Imaging Modalities 

Due to the advancement of the technologies to collect neurological 

images of multidimensional and multi-parameterised data[6], it has been 

easier to visualise the medical data and compute several algorithms to 

ease the diagnosis by the physician. Bio-medical image processing 



3 
 

methods have been improved because of the advance technologies 

(including enhanced detector, instrumentation and computing methods) 

adapted to capture the physical parameters such as density, 

concentration, tissue properties, and surface area etc. of the biological 

data which leads to the decision parameters and information extraction 

algorithm of any knowledge based system. 

Imaging modalities can be classified into three categories depending 

upon the experiment involved are Ex-vivo, In-vivo, and In-vitro 

imaging[7]. 

Ex-vivo refers to the experiment modality where the subject (organ, 

tissue, cell etc.) is placed outside the living organism and in a changed but 

controlled environmental conditions. 

In-vivo refers to the experiment modality where the image is taken from 

a living or dead organism without changing its natural environment. 

In-vitro refers to the experiment modality where the subject (organ, 

tissue, cell etc.) is cultured in a laboratory environment using test tubes, 

Petri dishes, etc. 

Data gathered from several image modalities predicts the protein-protein 

interaction, neural networks, and dendritic spine topology and tries to 

improve the knowledge base. 

The structural imaging technique includes methods such as CT 

(computed technology) scan, MRI (Magnetic Resonance Imaging) scan, 

Angiography. The functional imaging technique includes methods such as 

Positron emission tomography (PET), Electroencephalography, 
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Functional MRI, Transcranial magnetic stimulation (TMS), 

Magnetoencephalography. 

The neuroimages used in the present work is collected by high resolution 

optical microscope. As images gathered from several different 

microscopic imaging tools differs in the parameters including depth of 

field, resolution and magnification of images, the comprehensive analysis 

of pathological and clinical data changes. Fluorescence microscopy, 

confocal microscopy, multiphoton microscopy, atomic force microscopy 

and electron microscopy come under microscopic imaging modalities. 

Confocal microscopy[8]  is an optical imaging technique that blocks all 

out of focus light using a small pinhole and considers only the reflected 

light from object in the focal plane to measure fluorescent properties of a 

specimen. Confocal laser scanning microscopy (CLSM) or laser confocal 

scanning microscopy (LCSM)[9]  adds a laser to look over an object one 

pixel and one slice. This method is also useful for digitalisation of any 3D 

volume of data, obtaining high resolution slice by slice structures of ex-

vivo or in-vivo cells, and investigating structural and morphological 

properties of living cells. 

Furthermore, Multiphoton method[10]  for confocal imaging technique 

uses in which the excitation wavelength is longer than the emission 

wavelength which results in near-infrared excitation light which can also 

excite dyes. This method can get the internal structure of a living tissue 

up to the depth of one millimetre. But multiphoton microscopy (two 

photons) exhibits limited temporal resolution. Stimulated Emission 

Depletion (STED) is a super resolution technique[11] which selectively 

deactivates the fluorophores, minimises the area of illumination at the 

https://en.wikipedia.org/wiki/Fluorophore
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focal point, and thus enhances the achievable resolution (~30 nm). 

Electron microscopy reconstructs the topology of biological objects in 

their original states in 3D with resolution of ~5nm.  

1.3 Mouse model to human model 

Researchers and scientists greatly rely on Mice and rats for any clinical 

and pathological experiments[12]. One of many reasons is rodents are 

small, easily housed and can be maintained, and can adapt well to new 

surroundings. Their lifespan is short and they can reproduce easily, so 

several generations of mice can be observed in a relatively short period 

of time. There are a significant number of similarities as well as 

dissimilarities between human and mice but there share a common 

ancestor and have evolved through 100 million years which can be 

justified by the phylogenetic tree analysis by biologists. Researchers 

claim that the mammalian brain and nervous systems do share some 

genetic, structural and functional similarities. Mice exhibit same dendritic 

morphology as that of the human and share same social 

behaviour[13].Although the 5% genome structure differ from human but 

at sequence level, approximately, half of the human genomic DNA can be 

aligned with mouse genomic DNA. Like all mammalian species mice are 

prone to diseases like hypertension, cancer, diabetes and osteoporosis. 

But there are neurological diseases such as Cystic fibrosis and 

Alzheimer’s[14] that affect humans but normally do not hit mouse. Mouse 

can be easily manipulated at genomic level and susceptible to 

environment change hence they are best choice for genetic engineering.  
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1.4 Motivation 

 The challenge in neuro image processing lies in the process of 

image acquisition. The images captured through confocal 

microscopy shows problems like low contrast, low resolution and 

presence of noise etc. Also the choice of parameters involved in 

confocal laser microscopy is subjective in nature and expert’s 

supervision is highly sought. 

 In 3D image processing is computationally expensive and often 

researches prefer 2D neuro images for extracting dendritic 

morphology, spine density calculation of dendritic spine 

registration etc. The most popular algorithms including MIP, EDF 

etc. have their drawbacks such as high time complexity, data loss 

etc.; hence more accurate algorithm formulation is sought after. 

 Optimum binariation is needed for skeletonization and automatic 

reconstruction of dendrite and dendritic spine in 3D. 

 The 3D microscopic images of neuronal culture are highly 

intertwined and complex. In 2D projection image of this 3D 

volume, the structures often lead to misleading ideas about the 

spine distributions due to overlapping structures. The sub stack 

generation out of the overall volume stack for improved 

visualisation and accurate 2D projection is necessary henceforth. 

 It is of great importance that the captured microscopic images 

align with the computational architectures as well as image 

processing methodologies. So approaches in solving these 

aforesaid problems are motivations leading this thesis. 
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1.5 Scope of Current Work 

 Neuro Images shows noises due to the image acquisition 

modalities; in the proposed thesis and the built program module 

the noise minimizing filters are incorporated.  

 The developed methods try to solve the problems of the data loss 

which occurs during Z-projection of any three dimensional image. 

Maximum Intensity Projection (MIP) is vastly used by the 

community of researchers and has its drawbacks. Two 

dimensional spine analysis[15] tools rely on MIP and their results 

can get better by using the proposed method, Locality sensitive 

Intensity Projection.  

 Three-dimensional image binarization[16] is complex problem and 

for confocal microscopic images they produce inconsistent results. 

Proposed methods partially solve this problem and needs little 

expert intervention to collect the correct optimised data. 

 Three dimensional neurological images show “Bridge” like 

structures in the 3D stack but visualisation[17] as well as slice by 

slice rendering can get complicated which leads to false 

interpretation of the cell morphology. The proposed method tries 

to generate multiple 3D images from one 3D image for better 

understanding. 

 The scope of the thesis lies in the pre-processing of neuro images 

which in turn would help to achieve better results for the existing 

algorithms of 2D projection, skeletonization, Spine reconstructions 

in 2D dendritic spine analysis. 
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1.6 Organisation of the Thesis 

In Chapter 1, we discussed the basic introduction of neurological image 

analysis and its importance in clinical, pathological research work and 

disease diagnosis. We elaborated the microscopic image modalities and 

discussed how rodent model resemblance with human model. We also 

discussed about the motivation behind this thesis and scope of this work. 

In Chapter 2, we have done a brief survey of different on some classical 

image pre-processing modalities. 

 In Chapter 3, we have proposed the algorithm Locality Sensitive 

Intensity Projection (LSIP) and discussed in details and compared the 

result with the existing algorithm outputs. 

In Chapter 4, we discussed about the three dimensional binarization 

techniques and analysed the result of the proposed method. 

In Chapter 5, we explain the process of developing the GUI for pre-

processing module for 3D images using basic QT GUI module. The steps 

to use the GUI are also including here. 

In Chapter 6, an overall discussion of the work related to its advantage, 

shortcomings, future scopes are also discussed and concluded. 
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Chapter 2 

Image Pre-processing Modalities  
 

2.1 Noises of Neurological images 

Various sources including external causes in transmission system and 

environmental factors can cause noises[18] in neurological images taken 

by confocal microscopes.  Noises produce unwanted artefacts, unrealistic 

edges, blurred objects and unwanted information in digital images. 

Noise model[19] can be broadly classified into following categories: 

Gaussian Noise 

Gaussian noise[20] follows the curve of probability distribution function 

of normal distribution. The mathematical formulation[21]  is given 

below: 

𝑃(𝑔) = √
1

2𝜋𝜎2
𝑒

−(𝑔−𝜇)2

2𝜎2                 

Where σ is the standard deviation value,  μ is the mean value,  g is the 

grey-level intensity value. 

Salt and pepper Noise 

Due to the sharp and unexpected change in the input signal this type of 

noises[22] occurs in digital images. In low quality images high and low 

intensity data pixel values occurs in dark and bright regions respectively. 

Hence small dots of white pixel colour can be observed in dark 
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background and vice versa. The following diagram depicts the salt and 

pepper noise. The central pixel value is corrupted by pepper noise. 

 

Figure 2-1Salt and Pepper Noise in Digital Images 

Speckle Noise 

Speckle noises[23] can be seen in MRI images mostly due to poor data 

signal transmission and produced by interfering echoes of a transmitted 

waveform originating from diversity of the studied objects. These noises 

are granular in nature present all over the images resulting degraded 

quality of images. This is a multiplicative noise and its probability 

distribution follows gamma distribution[24] . 

𝐹(𝑔) =
𝑔𝛼−1𝑒−𝑔/𝑎

𝛼 − 1! 𝑎𝛼
       

Where g is a grey-level intensity, α is the standard deviation value. 

 

Poisson noise[25] occurs when the energy carrying partially slightly 

gives variation in transmitting medium and as the name suggests its 

probability distribution function follows Poisson distribution[26] . 

 Poisson Noise 
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𝑃(𝑓(𝑃𝑖)) = 𝐾 ∗
𝜆𝐾𝑖𝑒

−𝜆

𝐾!
 

Where K is the number of pixels considered or the number of event, λ is 

the mean value, e is Euler’s constant. 

Blurred Noise 

Blurred noise[27] can be caused by low intensity and external factors. 

Images captured by hand held devices under low light give rise to this 

kind of noise. 

2.2 Noises minimizing filters 

Noise reduction mechanism[28] is a quintessential step for digital 

medical image processing. The images are prone to noise due to image 

acquisition process and it is very important to obtain mechanism to get 

rid of various types of noises which is again a subjective noise. Surgeons 

and doctors need improved multi-dimensional images for better 

diagnosis and disease detection. As we are going to propose several pre-

processing algorithm for three dimensional data, hence 3D image 

filtering are of our subject of study. 

Arithmetic Mean Filter 

Arithmetic mean filtering[29]  is a simple, easily implementable method 

of smoothing images. Smoothing reduces the amount of intensity 

variation between one pixel and the next. The idea is to replace each 

voxel intensity value by the mean intensity value of the neighbouring 

voxel and itself. Mathematically it can be presented as follows: 
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𝑓(𝑥, 𝑦, 𝑧) =
1

𝑚𝑛
∑ 𝑔(𝑥, 𝑦, 𝑧)

(𝑠,𝑡)∈𝑆

 

Where Sxyz represent the set of coordinates in a cuboid sub image 

window (neighbourhood) of size m × n × p , concentrated at 

point(x, y, z), 𝑔(𝑥, 𝑦, 𝑧) is the source image and 𝑓(𝑥, 𝑦, 𝑧) holds resultant 

values. 

Mean filtering reduces the variance of any voxel’s value with its 

surroundings and gives a blurred effect you the image. The mask for 

mean filter is given below:  

 

𝑔(𝑖, 𝑗) =
1

3.3
 [

1 1 1
1 1 1
1 1 1

] 

Median Filter 

It is an order-statistics filtering mechanism[30] . In this process for each 

voxel the neighbourhood is checked and the median value is chosen. This 

method decides whether or not the pixel is representative of its 

surroundings. 

𝑓(𝑥, 𝑦, 𝑧) =
median

(𝑠, 𝑡) ∈ 𝑆𝑥𝑦𝑧
{𝑔(𝑠, 𝑡)} 

Where 𝑔(𝑥, 𝑦, 𝑧) denotes the grey-level intensity value for the source 

image, and 𝑓(𝑥, 𝑦, 𝑧) denotes the output median filtered digital image. 
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Median filtering is effective in random noises and it shows relatively less 

blurring than arithmetic mean filtering. This method works well both for 

unipolar and bipolar noises.  The formulation for median filter is given 

below:  

𝑔(𝑖, 𝑗) = 𝑂𝑚,𝑛[ℎ(𝑚, 𝑛)𝑓(𝑖 − 𝑚, 𝑗 − 𝑛)] 

 

Figure 2-2Median filtering value calculation from a 3X3 window 

Neighbourhood Values: 115, 119, 120, 123, 124, 125, 126, 127, 150 

Median Value: 124 

Gaussian Filter 

Gaussian blurring filter[31]  follows normal distribution function and its 

mathematical form is given below: 

𝐺(𝑥) =
1

√2𝜋𝜎2
𝑒

−
𝑥2

2𝜎2  

For two dimensional images the formula would be 

𝐺(𝑥, 𝑦) =
1

2𝜋𝜎2
𝑒

−
𝑥2+𝑦2

2𝜎2  
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Where σ is the standard deviation of the distribution is, G(x, y) denotes 

the distance from origin in horizontal and vertical directions. Values from 

this distribution can be useful to build a convolution matrix. Each pixel’s 

new value is set to a weighted average of that pixel’s neighbourhood. The 

original pixel’s value receives the heaviest weight (having the highest 

Gaussian value) and neighbouring pixels receive smaller weight as their 

distance to the original pixel increases. This results in a blur that 

preserves boundaries and edges better than other, more uniform 

blurring filters: 

𝑔(𝑖, 𝑗) =

[
 
 
 
 
 
 

1 4 7 10 7 4 1

4 12 26 33 26 12 4

7 26 55 71 55 26 7

10 33 71 91 71 33 10

7 26 55 71 55 26 7

4 12 26 33 26 12 4

1 4 7 10 7 4 1 ]
 
 
 
 
 
 

             Where 𝜎2 = 2, i , j =7.  
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Chapter 3 

Locality Sensitive Intensity Projection 

3.1 Literature Survey 

Maximum Intensity Projection 

Maximum Intensity Projection[32]  is a method which projects the 

maximum intensity value that comes along the way of the ray traced from 

the upper layer to the bottom layer of the 3D image stack. Essentially the 

2D image or projection resulting from this algorithm holds the maximum 

intensity of the voxel mapped to the pixel. 

The main drawback[33]  is highly discontinuous index map which means 

that the consecutive pixel information may belong to two voxels from 

different layers of the image stack. So it can be said that MIP does not 

depict depth relationship and convey actual information of overlapping 

structures. Structures having higher intensity values behind lower values 

structure would appear in front of them in 2D projection. 

Extended Depth Field Method 

In extended depth field[34]  method the idea is to merge a stack of 2D 

images, which are taken at different focal positions into a single but 

entirely focused composite image. Here the focal length of a projector is 

periodically changed and this fast change in focal length results in 

forward and backward sweeping of focal length which in turn makes the 

point spread function of each pixel projected integrate. This approach 
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uses wavelet transform, which uses selection rule based on maximum 

absolute coefficient. 

All though in this method the issue of discontinuous index map is 

addressed but it mainly results a smooth index map but does not pass 

any judgement on foreground and background data identification. 

As colour channels are independently processed in a systematic manner 

here it is not taken into account.in the resulting image one colour pixel 

can be made up of colour component of different voxel at different level. 

This method is not parameter free and this can be said to be subjective 

choice[35]. 

Smooth Manifold Extraction 

Smooth Manifold Extraction[36] maintains continuous index map 

obtained from single channel in the projection both within the channel 

and also between different channels. This method identifies the 

foreground information among the background details. The local 

variance ensures smooth index map. 

𝑍∗ = 𝑊 × 𝐻 ⊂ 𝑁2 → 𝐷 ⊂ 𝑅 [This tries to find optimal map] 

 By solving,  

 

𝑍∗ =
𝑎𝑟𝑔𝑚𝑖𝑛

𝑍
∑ 𝑐(𝑥, 𝑦)

(𝑥,𝑦)

|𝑍𝑚𝑎𝑥(𝑥, 𝑦) − 𝑍(𝑥, 𝑦)| + 𝐷𝑍(𝑥, 𝑦) 

Zmax = Maximum focus map having weighted class map C and the local 

spatial standard deviation σZ 
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Zmax(x, y) =
argmax

Z
F(x, y, Z) 

F(x, y, Z) = {
I(x, y, Z) for confocal image

SML(G ∗ I(x, y, Z)for widefield image
 

I = input image 

SML = sum of modified Laplacian 

G = Gaussian Filtering 

Calculation of weighted index map: 

FZ(x, y) is a 2 D volume manifold  , PZ(x, y) is a power spectra and formulated as 

PZ(x, y) = |FFT(FZ(x, y))|
2 

FFT = Fast Fourier Transform. 

Calculating class-specific control: 

c(x, y) = {

cP if PZ(x, y) belongs to foreground class

cV if PZ(x, y) belongs to uncertain class

0 if PZ(x, y) belongs to background class

 

Calculating local spatial Standard Deviation: 

σx is computed over a 3× 3 window around each pixel (x, y) in the cost 

function to minimize. This ensures the smoothness. The algorithm is 

stated below: 

SME is a time consuming process and susceptible to noise. This algorithm 

doesn’t produce optimal result for confocal microscopic images. 
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Figure 3-1 Flow Chart of Smooth manifold extraction Algorithm 

3.2 Research Gap 

It can be said that MIP does not account the problem of spatial 

consistency and for detailed and fine microscopic structure it generates 

misleading result. MIP can give below average result for noisy result. 

EDF projection is a subjective choice because adjusting the pinhole and 

taking multiple images of live cells needs expert’s supervision. 

SME creates continuous index map but it does not account for noise and 

it is time consuming. 

3.3 LSIP Algorithm 

Locality Sensitive Intensity Projection is an advance approach to solve 

the rudimentary problem associated with the 2D projection of any 3D 

volume. 

Studies show that in case of the confocal microscopic neuro-images 

depending upon the pinhole optimisation of the device the images vary 
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greatly. However, it is common that the rays converge at the focal point of 

the lens, resulting the image clearer at the middle layer of the volume 

stack. So the upper and lower layers of the stack are very much 

susceptible to noise. 

Here two statistical assumptions are taken to establish the algorithm.The 

algorithm considers that the standard deviation should be high between 

the background and the foreground data of the image stack.The second 

presumption is that the standard deviation between two adjacent voxel 

should be very low at the data region. 

Standard deviation show the range of the data spread in a given region. A 

low standard deviation value indicates that the data points tend to be 

close to the mean of the data set, while a high standard deviation value 

indicates that the data points are spread over a wider range of the values. 

The algorithm (Figure: 3-2) is stated here below: 

 

Figure 3-2 Flow Chart of Locality Sensitive Intensity projection 
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The fundamental idea is to optimise the result of Maximum Intensity 

Projection. A ray is traced from the upper to lower layer of the stack 

examining the standard deviation value of each voxel with respect to its 

neighbours and the intensity. The goal is to find the minimum standard 

deviation of such a voxel in traversal which holds the c% of the maximum 

intensity of that pass. 

This technique significantly reduces noise and produces continuous 

index map. 

On contrary to existing methods this method generates optimised results 

on neuro-images upon changing two parameters, i.e. the neighbourhood 

window size and the intensity tuning factor(c). 

 

3.4 Result Analysis 

It is evident form (Figure 3-3, 3-4, 3-5), that the developed method 

Locality sensitive Intensity projection significantly reduces noise in the 

2D projection keeping the relevance of the 3D data intact. The 

background and foreground identification is also optimal. 

Figure 3-6 shows that LSIP algorithm can be more efficient if the window 

size taken for locality sensitivity is larger. The figure 3-6 shows the result 

of the several projections keeping the window size 5*5*5 voxel. 
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(a) 

 
 

(b) (c) 

 
 

(d) (e) 

Figure 3-3(a) Section of image projection (b) MIP Plot Profile,(c) EDF plot profile, (d) SME 
Plot Profile,(e) LSIP plot profile 
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(a) 

 
 

(b) (c) 

  

(d) (e) 

 

Figure 3-4(a) Section of image projection (b) MIP Plot Profile,(c) EDF plot profile, (d) SME 
Plot Profile,(e) LSIP plot profile 
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(a) 

  

(c) (d) 

  

(e) (f) 

 

Figure 3-5a) Section of image projection (b) MIP Plot Profile,(c) EDF plot profile, (d) SME 
Plot Profile,(e) LSIP plot profile 
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(a) (b) (c) 

  
 

(d) (e) ( f ) 

 

Figure 3-6 (a),(b),(c) shows selected line on the projection taking,(d),(e),(f) show the LSIP 
plot profile for the same respectively 
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Chapter 4 

3D Binarization 

Image binarization[37] is a technique of image processing which 

converts grey-scale image into a binary image. Hence only one bit is 

sufficient to represent one voxel. Although binarization does not deliver 

accurate and high quality data due to poor source type and the image 

acquisition process but however, this process essentially contributes to 

the identification of foreground and background data. For neurological 

image processing binarization can lead results which will depict the basic 

structures of the dendritic spines closer to the actual cell. 

In case of microscopic images the data volume is a 3D stack which 

contains multiple layers hence finding the background and foreground 

data is more complex. Identification of noise in the foreground is 

necessary for accurate result. 

On contrary to 2D image binarization[38], 3D image binarization will be 

more complex as the resultant binary image will contain noise even more 

at the upper and lower layer of the stack. So, it is important to find to 

choose a binarization method that restricts erroneous pixels from 

becoming the subject for processing and potential cause of errors for 

post-processing steps. 

 

4.1 Literature Survey 

Image Binarization is also known as Image Thresholding[39]. It simply 

separates the region which holds the intensity value higher than the set 
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threshold. Binarization can be done in two classical ways: Global 

Thresholding and Local Thresholding. 

In case of global thresholding[40][41] a fixed intensity value is 

considered as threshold for the whole image. The pixels containing 

higher intensity than the said threshold will be set as bright regions and 

the pixels containing lower intensity value lower that the said threshold 

will be set as dark region. 

In case of local thresholding[42], for every pixel adaptively local 

threshold is calculated within a given window size. 

Few Global Thresholding techniques are as follow: Fixed Thresholding 

Method, Otsu’s method. 

Few Local Thresholding techniques are as follow: Adaptive Binarization, 

Ni-Black method, Sauvola Method, Brennsen method. 

 

Fixed Thresholding Technique 

In fixed thresholding technique[43] one global threshold value is 

considered to assign 0’s and 1’s to every voxel position of the 3D volume. 

The basic formulation is given below: 

𝑏(𝑥, 𝑦, 𝑧) = {
1
0
 
if 𝑔(𝑥, 𝑦, 𝑡) > 𝐶

otherwise
 

Where 𝑏(𝑥, 𝑦, 𝑧) is the binary intensity value at voxel(x, y, 

z), 𝑔(𝑥, 𝑦, 𝑧) is the grey-level intensity value, C is a fixed global grey 

level intensity value. 

Now, setting threshold intensity for complex images is a subjective choice 

and hence this is not an optimised method. 
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Otsu’s Method 

This method[44], depending on the shape of the histogram, is used for 

automatic binarization level decision. Otsu’s thresholding method 

calculates all the possible threshold values iteratively and calculates a 

measure of spread for the voxel levels each side of the threshold value to 

check if the voxel falls in foreground or background. The goal is to find 

that threshold where minimum value of the sum of foreground and 

background spreads is. 

Local Adaptive Binarization 

In this technique instead of a global threshold a local threshold is 

calculated by scanning the whole image by an N*N*N block. This window 

slides over the image and calculates the local threshold for that particular 

centre voxel. This technique essentially gives optimised and meaningful 

information when the image is affected by blurring, low resolution. The 

local threshold calculation can be done by Ni-Black, Sauvola or Bernssen 

method.  

 

𝑏(𝑥, 𝑦, 𝑧) = {
0
1
 
if 𝑔(𝑥, 𝑦, 𝑧) ≤ 𝑇(𝑥, 𝑦, 𝑧)

otherwise
 

Where b(x, y, z) is the binary intensity value at (x, y, z) voxel,  g(x, y, z) is 

the grey intensity value at (x, y, z) voxel, T(x, y, z) is calculated threshold 

value for binarization. 

Ni-Black Method 

In this technique[45] the standard deviation and the mean of the 

intensity values of the window of size N*N is calculated. Depending on 

these value the following formula to calculate the threshold- 
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𝑇(𝑥, 𝑦, 𝑧) = 𝑚(𝑥, 𝑦, 𝑧) + 𝑘 ∗ 𝑆(𝑥, 𝑦, 𝑧) 

Where  T(x, y, z) is the threshold intensity calculated at (x, y, z) voxel, 

m(x, y, z) is the mean intensity value around (x, y, z) voxel within the 

window size, S(x, y, z) denotes the standard deviation value of voxel (x, y, 

z) around N*N window, k is a bias and gives satisfactory result at -0.2. 

Sauvola Method 

This technique[46] is a modified form of Ni-Black technique as the idea of 

calculating standard deviation and mean in the N*N window is same but the 

formula is different which is used to calculate the threshold. The 

formulations are given below- 

𝑇(𝑥, 𝑦, 𝑧) = 𝑚(𝑥, 𝑦, 𝑧) ∗ [1 − 𝐾 ∗ (
𝑆(𝑥, 𝑦, 𝑧)

𝑅
− 1)] 

Where  T(x, y, z) is the threshold intensity calculated at (x, y, z) voxel, 

m(x, y, z) is the mean intensity value around (x, y, z ) voxel within the 

window size, S(x, y, z) denotes the standard deviation value of voxel (x, y, z) 

around N*N window,  R denotes the dynamics of standard deviation fixed to 

128 and K refers to a fixed value of 0.5. 

Brenssen Method 

Brenssen Method is a simple local binarization technique where the 

threshold intensity value of each pixel will be computed from the values 

of its neighbouring pixels. The formula is given below- 

 

𝑇(𝑥, 𝑦, 𝑧) = 0.5(𝐼𝑚𝑎𝑥(𝑥, 𝑦, 𝑧) + 𝐼𝑚𝑖𝑛(𝑥, 𝑦, 𝑧)) 
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Where  T(x, y, z) is the threshold intensity calculated at (x, y, z) voxel,  

Imax (x,y,z) and Imin(x, y, z) are maximum and minimum grey values within 

the local window provided contrast: 

[𝐶(𝑥, 𝑦, 𝑧)] = 𝐼𝑚𝑎𝑥(𝑥, 𝑦, 𝑧) − 𝐼𝑚𝑖𝑛(𝑥, 𝑦, 𝑧) ≥ 15 

   b(x, y, z) = {
0
1
 
          if  m(x, y, z)  <  T(x, y, z)

otherwise
 

Where  T(x, y, z) is the threshold intensity calculated at (x, y, z) voxel, 

m(x, y, z) is the mean intensity value around (x, y, z) voxel within the window 

size, g(x, y, z) is the grey-level intensity calculated at (x, y, z) voxel, b(x, y, z) 

is the threshold intensity calculated at (x, y, z) voxel,, S(x, y, z) denotes the 

standard deviation value of voxel (x, y, z) around N*N*N window. 

4.2 Developed Algorithm 

The basic idea is to design an efficient technique where the binarization 

of 3D stack is based on the approaches used in 2D binarization[47]. To 

develop the binarization threshold for any complex biological data it is 

important to simultaneously identify the foreground and background 

data. Most of the laser microscopic images are prone to noises hence it is 

important to reduce those noises by using filters. 

This method(Figure: 4-1) uses Mean Filtering on the grey-scale data to 

minimize the noises and uses the locality sensitivity to calculate the 

standard deviation in each voxel with respect to its N*N*N 3D window. 

The resultant of the mean filter holds the grey-scale intensity, and the 

standard deviation value calculated for each pixel with respect to the 

neighbouring pixel in the window size N*N*N is stored . One 
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predetermined constant C is taken into account and the subjective choice 

of the value of the constant is ideally between 1 and 2. 

The proposed formula for local thresholding of each voxel is  by the following 

formula: 

𝑇(𝑥, 𝑦, 𝑧) = 𝑆(𝑥, 𝑦, 𝑧) ∗ 𝐶 ∗ 𝑔(𝑥, 𝑦, 𝑧) 

 

Figure 4-1 Flowchart for proposed algorithm of 3D Binarization 
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4.3 Result Analysis 

 

Figure 4-2 (a) Original image of Dendritic Spine at its middle layer, (b) Binarized image of 

(a) using Ni-Black Method 

 

Figure 4-3(c) Binarized image of (a) using Sauvola Method, (d) Binarized image of (a) using 

Brenssen Method 
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Figure 4-4 (e) binarized imaged of Figure4-1(a) using proposed method 

An algorithm is designed for local thresholding and analysed the obtained 

results with Ni-Black, Sauvola, and Brenssen methods. As the result is a 

3D volume and we predominantly analyse the most relevant data hence 

for simplicity only one layer from middle of 3D binary volume is shown 

here. It is observed that due to binarization by the aforesaid techniques 

some data are lost and original protrusions around the dendritic spines 

are not preserved its shape. 

4.4 Conclusion 

The algorithm is designed for local thresholding and analysed the 

obtained results with Ni-Black, Sauvola, and Brenssen methods. 

 Because the result is a 3D volume, for simplicity only the middle layer of 

the 3D volume is projected here and it is evident that all the aforesaid 
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methods are not information preserving and the protrusions are not 

coherent with the actual structure. 

The proposed method is easy, effective and generates optimised result 

from 3D volumes. The spine morphology depicted in the binarized image 

is comparable to that of the original 3D volume. 
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Chapter 5 

Dynamic Image partitioning 

3-Dimensional images are a stack of several 2D images and difficult to 

render or process[48]. Confocal light microscopy images of dendritic 

spines are one of the most complex 3D data while cancer cells[49], 

microscopic images of several tissues show very complex 3D structures. 

Due to overlapping bridge like dendritic spine structure the 3D to 2D 

conversion algorithms do not give satisfactory results. The misleading 

information comes from the noisy non-data part of those images. 

Any further processing on the 3D data is prone to data loss and 

algorithmically complex. So an automatic algorithm would help the 

biologists to identify different layers of such a complex 3D volume which 

somehow hide any morphological structure[50] behind it. 

Our proposal would divide that complex image stack into multiple 3D 

volumes which would contain the original data and would be helpful to 

the subject experts. 

 

5.1 Developed Algorithm 

Step 1: The maximum Intensities along Z-axis is calculated for every 

voxel. 

Step 2: If the voxel intensity is greater than the set threshold then we 

consider that particular voxel to be part of our information cluster. 

Step 3: Find that Z layer where the information cluster count hit is 

maximum. 
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Step 4: Find those layers where the information cluster hit is greater than 

a pre-set value (which is comparable to the image’s X and Y dimensions). 

And mark those layers to be part of multiple 3D data volumes. 

Step 5: The layers which are not part of such clusters are the break points 

of 3D images. 

Step 6: Slice the image along Z volume wherever the breakpoints are 

encountered. 

5.2 Result Analysis 

   

(a) (b) (c) 

     

(d) (e) (f) 

 

Figure 5-1 (a),(b),(c),(d) show 3D visualization of Synthesised data from different plane,(e), 

(f), (g ) show the segmented phantoms 

It can be observed from the above result image that our proposed 

algorithm dynamically partitioned one 3D volume resulting multiple 3D 
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images with maximum information in every volume. The results are of 

synthesised phantoms and depicted as 3D segmentation. The original 

image shows in (Figure: 5-1(a),(b),(c),(d),(e ),(f)) a complicated image 

with intervening 3 phantoms in Z plane. Our algorithm successfully 

divided the phantoms into 3 images and gives better visualisation of the 

3D volume. 

5.3 Conclusion 

It can be concluded that our algorithm effectively identifies the data from 

the background in every x-y plane. The plane with maximum information 

having background plane in between can be considered as the terminal 

slice of one given volume. Thus our algorithm considers a plane with less 

information adjoining two planes with maximum possible information as 

the plane of division. 

The resultant image can be used for 3D spine analysis and can be 

subjected to our proposed 2D projection algorithm, Locality Sensitive 

Intensity Projection, to observe more accurate spine structures and to 

analyse the same.   
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Chapter 6 

Development of the GUI 

6.1 Introduction of QT GUI 

Qt[51] is a cross-platform framework usually used as design graphical 

user interface and application. It provides system integration, event 

handling, OpenGL and OpenGL ES integration, 2D graphics, basic imaging, 

fonts and text. It provides programmer friendly environment and does 

not requires high level training. Mainly Qt  IDE is in C++ but one can 

integrate OpenCV, python with Qt if required.   

For application developers writing user interfaces, Qt provides higher 

level API's, like Qt Quick, that are much more suitable than the enablers 

Qt GUI module 

.  

 Figure 6-1 GUI of the pre-processing application 
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6.2 User Manual 

In this Section we are going to discuss about the GUI (Figure 6-1) for our 

proposed algorithm.  

The Load Image(Figure: 6-1) option upon clicking enables users to select any 

3D data. The Save Image option upon clicking user can save 2D image files 

into the disk. 

Pre-processing  

Button Mean Filtering: On clicking this button (Figure: 6-1) 3D mean filter 

will be applied on the chose 3D image. 

Button Median Filtering: On clicking this button (Figure: 6-1) 3D median 

filter will be applied on the chosen image. 

Button Gaussian Filtering: On clicking this button (Figure: 6-1) 3D 

Gaussian filter will be applied on the chosen image. 

 

  

Figure 6-2 Options and Button functions 
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Figure 6-3 On Load Image clicked            

  

Figure 6-4 Uploaded 3D image in the GUI 

 



40 
 

 

 

Figure 6-5 on Save clicked 

  

Figure 6-6 Default MIP button clicked 
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2D Projection 

Button MIP: In default mode (Figure: 6-6, Figure: 6-7) the maximum 

intensity projection is done on the overall stack. In parameterised mode 

user can manually change the tuning parameters and get the MIP result. 

Button LSIP: In default mode (Figure: 6-8, Figure: 6-9) the Locality 

sensitive intensity projection is done on the overall stack. In 

parameterised mode user can manually change the tuning parameters 

and get the LSIP result. 

3D binarization 

Button 3D Binarization: On clicking this button (Figure: 6-10) 3D 

binarization algorithm run on the loaded 3D image.  

Button 3D Binary volume: On clicking this button the generated 3D image 

stack is written in an .img file in debug folder of the project. 

3D Partitioning 

Button Generate: On clicking this button (Figure: 6-11) multiple 3D image 

will be generated from a given image stack. 

Textbox No. of image generated: the number appears inside the text box 

indicates the number of image generated by the algorithm. 
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Figure 6-7 Parameterised MIP button clicked 

 

Figure 6--8 On Default LSIP button clicked 
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Figure 6-9 On Parameterised LSIP button clicked 

 

 

Figure 6-10 3D Binarization and Write Button clicked 
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Figure 6-11 On Generate button clicked 
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Chapter 7 

Conclusion 

In this thesis a method is designed which is useful for pre-processing any 

neurological confocal microscopic images. Any further algorithm upon the 

2D projection of 3D images is dependent on the pre-processing of the 3d 

image. The microscopic images are susceptible to noises and the focus of the 

microscope depends on the pinhole optimization. The high resolution 

structures are concentrated in the middle layer of the image stack. This 

makes the visualization of the image stack difficult. 

This thesis acknowledges these problems and provides solutions for the 

same. Noise minimizing 3D filters is incorporated in this thesis. Those are 

essential to be applied in any biological images before further processing. 

This thesis has proposed Locality sensitive intensity projection which gives 

better result in case of our dataset and likely to optimise the result in every 

case. It ensures that the result is not degraded from MIP image. This gives a 

significance improvement not only in terms of the pre-processing but also 

this projection will generate better result in 2D spine analysis algorithm. 

This thesis also proposes a 3D adaptive local binarization technique which 

fundamentally uses the Locality sensitivity. 3D binarization is highly prone to 

noise and it is very important to categorise the background and foreground 

of those data. Our proposed algorithm generates results which preserves the 

actual structure of the spines in 3D volumes although they are concentrated 

at the middle layers of the stack. 
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The visualization of entwined complex neurological images and further 

processing of the whole stack is computationally challenging and also it 

generates misleading results in 2d projections. Our proposed method 

dynamically generates multiple 3d images from a single 3D image stack. 

Nevertheless, this method has few limitations. The proposed Z-projection 

Is not parameter-free, and to tune the parameters the users must have 

expertise in the subject. The proposed method is computationally 

challenging when the window size exceeds. These problems can be solved in 

future. The binarization result is not information preserving on the lower and 

upper slices of the stack. Advance studies can be done on this issue. Dynamic 

Image partitioning has given good result on synthetic data set but further 

scope of improvement for better time complexity can be done. 
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