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Abstract 

 

Artificial intelligence (AI) refers to the simulation of human intelligence by software-

coded heuristics. It is based on the principle that human intelligence can be defined in a way 

that a machine can easily mimic it and execute tasks, from the simplest ones to the more 

difficult or complex ones. Its ideal characteristic is its ability to rationalize and take actions that 

have the best chance of achieving a specific goal. A subset of AI is machine learning (ML), 

which refers to the concept that computer programs can automatically learn from and adapt to 

new data without being assisted by humans. Deep learning techniques enable this automatic 

learning through the absorption of huge amounts of unstructured data such as text, images, or 

video. 

The applications for AI in today’s society are endless. The technology is applied to many 

different sectors and industries such as healthcare, astronomy, gaming, finance, data security, 

social media, transport, automotive industry, robotics, entertainment, e-commerce, agriculture, 

education, etc. AI is making our daily life more comfortable and fast.  

In this thesis, research on some of the applications of AI involving deep learning in healthcare 

sectors is highlighted. Research is being carried out in exploring the use of deep learning in 

ophthalmology in diagnosing retinal images for detection of some diseases through use of 

Optical coherence tomography (OCT) images.  Here three diseases, viz. diabetic macular edema 

(DME), choroidal neovascularization (CNV), and drusen are considered. These diseases are 

classified using six different convolutional neural network (CNN) architectures and a 

comparison has been drawn in terms of accuracy, precision, F-measure and recall. The CNN 

architectures used are coupled with or without transfer learning. The designed models are found 

to identify the specific disease or no pathology when fed with multiple retinal images of various 

diseases. The training accuracies obtained for the different CNN architectures viz., four-

convolutional layer deep CNNs, Google’s Inception v3 and v4 with transfer learning and VGG 

(VGG-16 and VGG-19) with transfer learning are 87.15%, 91.40%, 93.32%, 85.31% and 

83.63% respectively; while the corresponding validation accuracies are 73.68%, 88.40%, 

86.95%, 85.30% and 79.50%.  
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Another application of deep learning in healthcare is depicted in the form of detection of gastro-

intestinal (GI) tract diseases using Wireless Capsule Endoscopy (WCE) images. Here, a well-

defined methodology for the detection of eight classes of diseases viz., Vascular Ectasia, 

Tapeworm, Crohn's disease, Erosion, Esophagitis, Polyp, Ulcerative-Colitis as well as Normal 

case is proposed. Leveraging the power of Deep Neural Networks, the approach combines 

Generative Adversarial Networks (GANs) for image augmentation and Auto-Encoder for feature 

extraction. Furthermore, an attention-based CNN is employed for accurate classification of 

different disease classes. To enhance the detection performance, the classified outputs are further 

refined using a Faster Region-Based CNN architecture. The resulting hybridized framework, 

Encoder-Attention DeepNet, exhibits outstanding performance achieving a remarkable 

classification accuracy of 98.80% with an Intersection over Union (IoU) score of 0.9 as 

compared to existing architectures. 

In recent years, computer vision is found to have wide applications in maritime surveillance with 

its sophisticated algorithms and advanced architecture. Automatic ship detection with computer 

vision techniques provide an efficient means to monitor as well as track ships in water bodies. In 

this thesis, a deep learning based model capable enough to classify between ships and no-ships as 

well as to localize ships in the original images using bounding box technique is proposed. 

Furthermore, classified ships are again segmented with deep learning based auto-encoder model. 

The proposed model, in terms of classification, provides successful results generating 99.5% and 

99.2% validation and training accuracy respectively. The auto-encoder model also produces 

85.1% and 84.2% validation and training accuracies. Moreover the IoU metric of the segmented 

images is found to be of 0.77 value. The experimental results reveal that the model is accurate 

and can be implemented for automatic ship detection in water bodies considering remote sensing 

satellite images as input to the computer vision system. 

Farm production is an area which requires various resources, labor, money and time for best 

result. Now-a-day's farm production is becoming digital, and AI is emerging in this field as a 

very productive tool for farmers and horticulturist in increasing yield of crops and vegetables. 

Farm production is applying AI as agriculture robotics, solid and crop monitoring, predictive 

analysis, pest and plant disease control and for various other applications. 
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Computer vision finds wide range of applications in fruit processing industries, allowing the 

tasks to be done with automation. Classification of fruit’s quality and thereby gradation of the 

same is very important for the industry manufacture unit for production of best quality finished 

food products and the finest quality of the raw fruits to be sellable in the market. In the thesis, 

detection of rotten or fresh apple has been accomplished based on the defects present on the peel 

of the fruit. The work proposes a semantic segmentation of the rotten portion present in the 

apple’s RGB image based on deep learning architecture. UNet and a modified version of it, the 

Enhanced UNet (En-UNet) are implemented for segmentation yielding promising results. The 

proposed En-UNet model generated enhanced outputs than UNet with training and validation 

accuracies of 97.46% and 97.54% respectively while UNet as the base architecture attaining an 

accuracy of 95.36%. The best mean IoU score under a threshold of 0.95 attained by En-UNet is 

0.866 while that of UNet is 0.66. The experimental results show that the proposed model is a 

better one to be used for segmentation, detection and categorization of the rotten or fresh apples 

in real time. 

Also the advancement of Deep Learning and Computer Vision in the field of agriculture has 

been found to be an effective tool in detecting harmful plant diseases. Classification and 

detection of healthy and diseased crops play a very crucial role in determining the rate and 

quality of production. Thus the presented work in the thesis highlights a well-proposed novel 

method of detecting Tomato leaf diseases using Deep Neural Networks to strengthen agro-based 

industries. The present novel framework is utilized with a combination of classical Machine 

Learning model Principal Component Analysis (PCA) and a customized Deep Neural Network 

which has been named as PCA DeepNet. The hybridized framework also consists of GAN for 

obtaining a good mixture of datasets. The detection is carried out using F-RCNN. The overall 

work generated a classification accuracy of 99.60% with an average precision of 98.55%; giving 

a promising IoU score of 0.95 in detection. Thus the presented work outperforms any other 

reported state-of-the-art architectures. 
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Chapter-1 INTRODUCTION TO DEEP LEARNING 
 

 

1.1. DEEP LEARNING   

Deep learning is a subset of machine learning that focuses on the development and application of 

artificial neural networks to solve complex problems. Computer vision with deep learning has 

revolutionized the field by enabling computers to understand and interpret visual data. It involves 

extraction, analysis, and understanding of features from images or videos. Traditionally, this was 

accomplished through handcrafted feature engineering, where human experts were involved in 

the task. However, these approaches had limitations in dealing with the inherent complexity and 

variability of visual data. 

On the other hand, deep learning adopts data-driven strategy and automatically extracts 

representations from the data. It uses artificial neural networks that have many layers of 

interconnected nodes, or neurons, to replicate the functionalities of human brain. Owing to their 

depth, or the substantial number of layers, these networks are referred to as deep neural 

networks. 

The most widely used deep learning architecture for computer vision tasks is convolutional 

neural networks (CNNs) [1-4]. CNNs are made to automatically learn hierarchical visual data 

representations. They are made up of several layers, including pooling, convolutional and fully 

connected layers. 

The input image is subjected to filters by convolutional layers, which isolate regional patterns 

like edges, textures, and shapes. The feature maps' spatial dimensions are reduced by the pooling 

layers; thereby making it easier to extract robust and consistent features. On the basis of the 

learned features, the final classification or regression task is carried out by fully connected 

layers, also referred to as dense layers. 

A significant labelled dataset is needed to train a CNN. By minimizing a loss function that 

measures the difference between predicted outputs and ground truth labels, the network learns to 

optimize its internal parameters (weights and biases) during training. Gradient descent 
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algorithms, such as stochastic gradient descent (SGD), are frequently used in conjunction with 

back-propagation to efficiently compute the gradients to achieve this optimization. 

A deep learning model can be trained and then applied to a variety of computer vision tasks, such 

as image classification, object detection, semantic segmentation, image generation, and more. 

The strength of deep learning is its automatic learning of intricate patterns and features from 

unprocessed visual data; eliminating the need for explicit feature engineering. 

Several computer vision benchmarks have shown that deep learning techniques perform 

remarkably well, and thus have been successfully used in a plethora of practical applications. 

They have been deployed for developments in fields like autonomous vehicles, medical image 

analysis, facial recognition, security systems and even imaginative ones like style transfer and 

image generation. Deep learning has significantly advanced computer vision by supplying strong 

tools for complex pattern recognition and automatic feature learning. It has completely changed 

the field by allowing machines to comprehend and analyze visual data with precision and 

effectiveness. 

 

1.2. IMAGE CLASSIFICATION WITH DEEP LEARNING  

Image classification [5-6] is one of the fundamental tasks in computer vision and deep learning 

has proven to be highly effective in solving this issue. Deep learning models, particularly CNNs, 

have achieved state-of-the-art performance in image classification by automatically learning 

hierarchical representations from raw image data. An overview of the image classification 

process using deep learning is as follows: 

A. Dataset Preparation: The first step is to collect and prepare a labeled dataset for training 

the deep learning model. This dataset consists of a large number of images, each 

associated with a corresponding class label. The dataset is typically divided into three 

subsets: training set, validation set, and test set. 

 

B. Model Architecture: The deep learning model's architecture must be designed in the 

next step. CNNs are frequently used for image classification because of their capacity to 

learn spatial feature hierarchies. Multiple convolutional layers, pooling layers, and fully 
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connected layers make up the architecture in most cases. The performance of various 

CNN architectures, including VGGNet, ResNet and InceptionNet, in image classification 

tasks has been astounding. 

 

C. Training the Model: The labeled training set is used to train the deep learning model. By 

minimizing a loss function that gauges the difference between the predicted class 

probabilities and the ground truth labels, the model learns to optimize its internal 

parameters (weights and biases) throughout training. Back-propagation is frequently used 

in conjunction with gradient descent algorithms, such as SGD, to efficiently compute the 

gradients for this optimization. The model is trained iteratively over a number of epochs, 

with each epoch involving running the network with the entire training set. 

 

D. Hyperparameter Tuning: For deep learning models to perform at their best, a number 

of hyper-parameters must be tuned. The learning rate, batch size, network depth, filter 

sizes, etc. are some examples of these hyper-parameters. The validation set is used for 

hyper parameter tuning, where various combinations of the parameters are tested to 

determine the optimized performance. 

 

E. Evaluation: After training, the test set, which consists of unviewed images, is used to 

assess the model. For each test image, the trained model makes predictions, which are 

then compared to the ground truth labels to determine accuracy or other evaluation 

metrics like precision, recall and F1 score. An estimate of the model's performance on 

hypothetical data is provided by this evaluation. 

 

F. Inference: The model can be used to make predictions on test images after it has been 

trained and assessed. The trained model runs a network on an input image to process it, 

and the output layer gives the predicted class probabilities. The predicted label for the 

input image is the class with the greatest probability. It's important to note that methods 

like data augmentation, transfer learning, and fine-tuning are frequently used to increase 

performance and effectiveness for more difficult image classification tasks or when 

working with little labelled data. Creating a labelled dataset, creating and training a deep 
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learning model, analyzing its performance, and using the trained model to make 

predictions on new images are the general steps involved in image classification with 

deep learning.  

 

G. Output Layer: The output layer is typically different from the hidden layers, depending 

on the specific task and the number of classes in the classification problem. For a multi-

class classification task, the output layer usually employs the softmax activation function 

to convert the raw logits (scores) into a probability distribution over classes. The output 

of the classifier, Ŷ_i, for the input sample X_i is given by: 

   Ŷ_i = Softmax(W[L] * Z[L-1] + b[L]) 

   Ŷ_i = Softmax(W[L] * Z[L-1] + b[L]) 

 where,  Softmax is the softmax activation function applied to the output of the final 

 hidden  layer (W[L] * Z[L-1] + b[L]) to obtain class probabilities. 

 The output of a Deep neural network classifier, denoted by Ŷ_i, for each input sample 

 X_i, is  computed using the following mathematical equation: 

  Input Layer: Z[0] = X_i 

  Hidden Layers: For each layer l = 1 to L-1, the output of the l-th hidden layer is  

   computed as: Z[l] = Activation(W[l] * Z[l-1] + b[l]) 

where,  Z[l] is the output of the l-th hidden layer, which is a vector of activation values 

(outputs of neurons) for that layer, W[l] is the weight matrix of the l-th hidden layer, 

which represents the strength of connections between neurons in layer l-1 and layer l, b[l] 

is the bias vector of the l-th hidden layer, which represents the intercept term of each 

neuron in the layer. 

 Activation is a function applied element-wise to the output of the linear transformation 

 (W[l] * Z[l-1] + b[l]). It introduces non-linearity to the model, allowing it to learn 

 complex patterns in the data. Common activation functions include Rectified Linear Unit 

 (ReLU), sigmoid, and tanh. 
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During training, the model's weights (W[l]) and biases (b[l]) are adjusted to minimize the 

classification error (e.g., cross-entropy loss) between the predicted probabilities (Ŷ_i) and 

the true labels (Y_i). This is typically done using optimization algorithms like (SGD) or 

variants such as Adam or RMSprop. The actual architecture of a deep learning classifier 

designed for any specific task can be much more complex, with various optimization 

techniques, regularization and advanced activation functions. However, the above 

mathematical representation captures the fundamental elements of a basic deep learning 

classifier. 

In the present thesis, the research works are focused on three categories of classification: 

i) Multi-Class Classification: In multi-class image classification [7-10], images are 

classified into one of several predefined classes. Each image belongs to only one 

class. For example, classifying images into categories like "cat," "dog," "bird," and 

"car." 

 

ii) Pixel-level Classification (Semantic segmentation): When discussing semantic 

segmentation, the term "pixel-level classification" [11-14] refers to the process of 

giving each pixel in an image a class label with the intention of segmenting and 

identifying various objects or regions of interest within the image. Instead of a single 

label per image or per object, it aims to provide a dense pixel-wise classification. In 

order to divide an image into meaningful and coherent regions for semantic 

segmentation, each pixel is given a class label that denotes the category or class to 

which it belongs. The objective is to provide a detail understanding of the objects and 

regions within the image at the pixel level by giving each pixel a semantic label. A 

pixel-level segmentation map, also known as a segmentation mask or label map is the 

result of semantic segmentation, and it is where each pixel is given a class label. 

Depending on the application and domain, common classes include person, car, tree, 

road, building, sky, etc. The current research work uses the concept of this pixel-level 

classification to separate fresh fruits from rotten fruits. 
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iii) Classification followed by localization: In computer vision tasks, particularly in 

object detection [15-19], classification is frequently followed by localization. The 

main concept is to first categorize an object's presence within an image, and then if 

the object is present, to precisely localize its location within the image. 

Using a classification model, like a deep neural network, to identify the presence or absence of 

particular objects or classes within the image is the first step. The model outputs the odds that 

each class will be present after receiving the entire image as input. The following step is to 

precisely localize the bounding box around the object belonging to that class once the 

classification model predicts that a specific class is present in the image (i.e., a high confidence 

score for a specific class). The name of this procedure is object localization. The localization task 

aims to determine the coordinates of the bounding box that tightly encloses the object of interest 

(typically in terms of top-left and bottom-right corners). 

Classification and localization may occasionally be combined into a single model. They are 

referred to as object detection models. They are made up of two main parts: a localization sub-

network for predicting the bounding box's coordinates and a classification sub-network for 

predicting class probabilities. These models are jointly trained on labelled data, where each 

training sample contains ground-truth bounding box coordinates as well as class labels. Object 

detection algorithms can provide not only the class label of detected objects but also their precise 

spatial location by combining classification and localization. This enables a wide range of 

applications in industries like autonomous vehicles, surveillance, and robotics. 

 

1.3. SOME TYPICAL DEEP LEARNING ARCHITECTURES 

Deep learning classification architectures refer to neural network models designed specifically 

for the task of image classification. These models aim to take an input image and generate at the 

output the probabilities or scores for each class label that the image belongs to. Over the years, 

various deep learning classification architectures have been proposed, each with its unique 

features and strengths. An insight to some of the popular deep learning architectures 

implemented for categorization of digital images are as follows: 
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A. Google’s (Inception): The Google research team created the Inception v3 deep learning 

architecture. It belongs to the group of convolutional neural networks called Inception 

[20] that are made to perform tasks like object and image recognition. The main goal of 

Inception v3 was to develop a deep learning model that is computationally efficient, 

capable of running on a variety of hardware platforms, and capable of achieving high 

accuracy on image classification tasks. The concept of "Inception" modules, also referred 

to as "GoogleNet" modules is used in Inception v3. These modules are made up of 

various parallel convolutional layers with various filter sizes (e.g., 1×1, 3×3, and 5×5) as 

well as pooling operations. The model can effectively capture features at various scales 

and resolutions by combining filters of various sizes, which enables it to learn rich 

representations of the input images. On the ImageNet Large Scale Visual Recognition 

Challenge (ILSVRC) 2012 dataset, a sizable dataset for image classification, Inception v3 

demonstrated state-of-the-art performance. In comparison to earlier iterations of the 

Inception architecture, it showed improved accuracy while maintaining computational 

efficiency. Inception v3 is an effective deep learning architecture that has influenced the 

development of computer vision and served as a model for later Inception iterations like 

Inception v4 and Inception-ResNet. 

 

B. VGG: The Visual Geometry Group (VGG) Net [21] was designed for the ILSVRC 2014 

and demonstrated the power of using deeper convolutional neural networks for image 

classification tasks. The VGG network architecture became a milestone in deep learning 

and played a crucial role in the development of subsequent deeper networks. The VGG 

network architecture is known for its simplicity and uniformity. It consists of 16 or 19 

layers of small 3×3 convolutional filters, followed by max-pooling layers. The use of 

multiple 3×3 filters instead of larger filters was a novel idea at that time and allowed the 

network to learn more complex features. The deeper variants of VGG with 19 layers are 

commonly referred to as VGG-19, while the variants with 16 layers are called VGG-16. 

VGGNet remains a crucial source of information in the field of computer vision and 

served as the foundation for numerous subsequent deep learning architectures. 
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C. UNet: A deep learning architecture created for semantic segmentation tasks, where the 

objective is to identify and categorize each pixel in an image. The UNet architecture [22] 

has been used for other segmentation tasks in computer vision, but it is particularly well 

known and widely used in the medical image segmentation field. UNet's U-shaped 

architecture, which is similar to an encoder-decoder design, is one of its key 

characteristics. It combines the context that the up-sampling path (decoder) provides with 

the localization ability of a fully convolutional network (encoder). With its encoder-

decoder structure, skip connections, and overall U-shaped architecture, UNet is able to 

efficiently capture both local and global context while preserving fine-grained 

localization; particularly in situations where pixel-level accuracy is very essential. 

 

D. FRCNN: Finding and locating objects in an image is the task of object detection. The 

original Region-based Convolutional Neural Network (R-CNN) model suggested using 

region proposals was created by outside algorithms (like selective search) to identify 

potential object regions in an image. Faster R-CNN (FRCNN) is an extension of that 

model. By incorporating the region proposal step directly into the network, Faster R-

CNN significantly increases the speed and effectiveness of the R-CNN methodology. 

Basically, Region Proposal Network (RPN) or Faster R-CNN is a fully convolutional 

network that produces region suggestions right inside the deep learning architecture. A 

set of bounding box proposals (candidate regions) with corresponding objectness scores 

are produced by the RPN. The locations of potential objects in the image are then 

determined using these suggestions. 

In FRCNN [23], the RPN and subsequent object detection network, share the 

convolutional layers which consist of classification and bounding box regression layers. 

By removing unnecessary computations, this sharing of convolutional layers increases 

efficiency and lowers computation. The convolutional layer extracted features are aligned 

to fixed-size feature maps using Region of Interest (ROI) pooling. This makes the model 

more adaptable for detecting objects of various scales by enabling it to handle regions of 

various sizes and shapes. The fixed-size feature maps from ROI pooling are used for 

bounding box regression and object classification. The regression head fine-tunes the 

bounding box coordinates for precise localization while the classification head forecasts 
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the likelihood that each region will belong to a particular object class. Faster R-CNN has 

significantly increased object detection accuracy and has become the de-facto method for 

many computer vision applications. It serves as the foundation for many cutting-edge 

object detection models and has contributed significantly to the development of computer 

vision. 
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Chapter-2 IMPLEMENTATION OF DEEP LEARNING 
ARCHITECTURES FOR CLASSIFICATION OF 
DIGITAL IMAGES 

 

 

2.1. INTRODUCTION TO CLASSIFICATION OF DIGITAL IMAGES  

Deep learning has revolutionized the field of computer vision by enabling highly accurate and 

efficient classification of digital images. Deep learning models present cutting edge technologies 

in variety of image classification tasks to the growing availability of large-scale labelled image 

datasets and improvements in hardware and algorithms. 

The process of classifying images into predetermined classes or labels is referred to as image 

classification. CNNs, in particular, have demonstrated outstanding success in this field. The 

purpose of CNNs is to automatically learn how to represent images in a hierarchical manner by 

using multiple layers of interconnected neurons. These networks can effectively distinguish 

between different image classes because they can capture intricate patterns and features at various 

scales. The classification process using deep learning typically involves Data preparation, model 

architecture, training, evaluation, fine-tuning and optimization, deployment.  

Numerous industries, including healthcare, autonomous driving, surveillance, e-commerce, and 

others, use deep learning-based image classification. It paves the way for sophisticated image 

recognition systems and intelligent decision-making based on visual inputs by enabling machines 

to automatically comprehend and interpret visual information. 

By utilizing CNN architectures and sizable labelled datasets, deep learning has significantly 

advanced the field of image classification. This method has proved to be very successful in 

categorizing digital images automatically, and it has created new dimensions for computer vision 

applications. 

The classification of digital images has been successfully applied to a number of deep learning 

architectures. Some of the most widely used architectures are as follows: 

1. Convolutional Neural Networks: The most popular deep learning architecture for image 

classification uses convolutional neural networks. Convolutional, pooling, and fully 
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connected layers are just a few of the many layers of interconnected neurons that make 

them up. By identifying regional patterns and features, CNNs excel at automatically 

learning hierarchical representations of images. 

2. AlexNet: One of the first deep learning models to receive widespread attention in the field 

of image classification was AlexNet. In 2012, it took first place in the ILSVRC. Compared 

to earlier techniques, AlexNet significantly reduced error rates by introducing the idea of 

using multiple GPU devices to speed up training. 

3. VGGNet: The Visual Geometry Group at the University of Oxford created VGGNet, 

which is known for its uniform architecture and ease of use. It has many convolutional 

layers with small (3×3) filter sizes, pooling layers, and fully connected layers after that. 

VGGNet performed admirably in the ILSVRC 2014 competition. 

4. GoogleNet (Inception): Also known as Inception, GoogleNet introduced the idea of 

"inception modules" that permit the network to process various receptive fields in parallel. 

The number of parameters was significantly decreased while still maintaining high 

accuracy with this architecture. The ILSVRC 2014 competition was won by GoogleNet. 

5. ResNet: ResNet (short for Residual Network), which addresses the vanishing gradient 

issue in very deep networks, introduced the concept of residual connections. ResNet 

architectures, like ResNet-50, ResNet-101, and ResNet-152, have incredibly deep 

structures and have excelled at a number of image classification challenges. 

6. DenseNet: This architecture uses a feed-forward connection between each layer and every 

other layer. It promotes feature reuse and facilitates gradient flow, improving parameter 

efficiency and accuracy. DenseNet has produced results that are competitive for image 

classification tasks. 

7. MobileNet: MobileNet is a compact deep learning architecture made for embedded and 

mobile devices that have constrained computational power. It uses depth-wise separable 

convolutions to simplify the computation while preserving a respectable level of accuracy. 

Real-time systems frequently use MobileNet models. 

These are just a few examples of image classification deep learning architectures. Various other 

architectures and variations have been created to address particular problems and to improve 

performance in various contexts. The task's complexity, the available computational resources, 



33 | P a g e  
 

and the desired trade-offs between accuracy and efficiency all play a role in the architecture 

choice.4-layer CNN, Google’s Inception v3 and v4, VGG-16 and VGG-19 are the classification 

architectures  implemented in the present work for the classification task. The results generated 

with architectures employed with and without transfer learning are also compared. 

 

2.2. IMPORTANCE OF OCT DIGITAL IMAGES AND DEEP LEARNING 

IN OPHTHALMOLOGY  

Eye diseases leading to blindness is a social menace which needs to be eradicated completely for 

the benefit of mankind and society at large. In developing countries, a large section of the society 

suffers from various eye diseases which go undiagnosed at times. The socio-economic condition 

is also a burden which often prevents the patients to treat such diseases at an earlier stage. 

Research is being carried out worldwide to combat the visual impairment and to provide proper 

scientific diagnosis and subsequent treatment of the diseases related to eyes. In this context, 

Optical Coherence Tomography (OCT), a non-invasive optical medical diagnostic imaging 

modality, has played a key role in being an integral imaging instrument in ophthalmology [24-

25]. It generates 3D or cross-sectional images through measurement of echo time delay and 

magnitude of back scattered or back reflected light. The rapid development and tremendous 

impact of OCT imaging in clinical diagnosis is increasing day-by-day with its first study on 

human retina in [26-27]. It provides in-vivo cross sectional imaging of micro-structure in 

biological system [28-30] and facilitates imaging of retinal structure which cannot be obtained 

through other non-invasive diagnostic techniques. The ophthalmic treatment proves to be one of 

the most clinically developed applications of OCT imaging [31-32]. Its popularity across the 

globe is accounted to the availability of 4th generation instruments and half-dozen companies 

commercializing this technology worldwide for ophthalmic diagnosis. Its advantages for earlier 

diagnosis of pathologies are accounted for its textual and morphological variations in properties 

[33-34].  

Artificial Neural Network (ANN), on the other hand, has plethora of applications in computer 

vision, speech processing, medical analysis, etc. The deep learning architectures or models are 

mostly supported by ANN. These architectures are implemented in various fields and have given 

promising results which are superior to human analysis in comparison. A deep learning method 
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was proposed to distinguish between normal OCT retinal images and Age-related Macular 

Degeneration (AMD or ARMD) affected images [35]. Likewise, an automated segmentation 

technique for detection of intra-retinal fluid using deep learning method in macular OCT scans 

was also proposed [36]. The application of deep learning for retinal disease diagnosis in field of 

ophthalmology has led to the development of a fully automated system for detection and 

quantification of macular fluid [37]. The results so obtained are highly perfect in terms of 

accuracy and precision.  A popular approach in deep learning is transfer learning which has paved 

the path of reusing a pre-trained model on a new problem. Transfer learning is widely used in bio-

medical image interpretation medical decision making for eye related diseases using retinal OCT 

images [38]. The retinal OCT images are classified for Diabetic Macular Edema (DME), dry 

AMD or no-pathology based on transfer learning with pre-trained CNN GoogleNet [39].  

Three diseases of eye are considered viz., Diabetic Macular Edema (DME), Choroidal 

Neovascularization (CNV) and Drusen. The aforesaid diseases have been chosen owing to their 

threat in causing irreversible vision loss leading to blindness in developed and developing 

countries [40-42]. Early detection of such diseases would definitely lead to better control and 

overcoming the curse of blindness. Several researchers across the globe are working on OCT 

based image classification of DME [43-45], AMD [46], CNV [47] and Drusen [48-49] using deep 

learning and other CNN tools [50]. In [51], a computer-aided diagnosis model was proposed to 

distinguish DME, AMD and healthy macula based on linear configuration pattern (LCP) features 

of OCT images and Correlation-based Feature Subset (CFS) selection algorithm. An automated 

system using colour retinal fundus images based feature learning approach was developed [52], 

for earlier diagnosis and treatment of DME. Machine learning algorithm using receiver operator 

characteristic (ROC) analysis and Cohen’s statistics was proposed [53] for automatically grading 

AMD severity stages from OCT scans. An automated algorithm was proposed for CNV area 

detection in participants with AMD [54] while automated segmentation of CNV in OCT images 

were carried out for treatment of CNV diseases [55]. The U-Net CNN architecture is applied for 

automated segmentation of Drusen from fundus image and further classification of early or 

advanced stage of AMD [56]. 

In this chapter, the advanced features of OCT images of retina for eye related diseases are 

explored for analysis, detection and subsequent classification using various architectures of Deep 
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Learning. Four pre-trained models viz., Google’s Inception v3, Google’s Inception v4, VGG-16 

and VGG-19 followed by a shallow convnet are used for classification of the eye diseases.  

 

2.3. THEORETICAL BACKGROUND 

2.3.1 Convolutional Neural Network  

A convolutional neural network (CNN or Convnet) is a type of deep feed-forward neural 

network finding a huge number of applications related to image analysis. Its receptive field 

property makes it more suitable for applications related to image processing in areas of bio-

medical imaging, remote sensing and Geographic Information System (GIS), cognitive science, 

etc. The partial extensions of the receptive fields of different neurons aid to cover the entire 

image for its successful processing. The advantage of CNN is the time complexity which is less 

in comparison to other image classification methods. Among several properties, an important 

defining property of CNN makes it Shift Invariant Artificial Neural Network (SIANN) having 

shared weight architecture and translation invariance characteristics. In Deep Learning models, 

instead of only one complex transformation f(D) (where D represents raw data), multiple 

transformations are adopted in sequences (f(D) = k(g(h(D)))) with decision boundaries present in 

the final layer of the CNN architecture. CNNs are universally applied in image processing, 

classification applications and computer vision wherein transformation is achieved through 

filters at each layer. Figure 2.1 depicts the schematic diagram of CNN architecture with several 

eye diseases as inputs and their respective classified outputs. 

 

2.3.2 Different Convolutional Neural Network Architectures 

Amongst the different CNN Architectures, the ones used for study are 4-Convolution Layer 

Deep CNN, VGG (VGG-16 and VGG-19) and Google’s Inception (Google’s Inception v3 and 

Google’s Inception v4). These are chosen owing to their increasing architectural sophistication, 

low error margin on the Imagenet [57] and better efficiency. Table-2.1 depicts the percentage of 

error in connection to the popularly available architectures of CNN. Two of the above mentioned 

architectures viz., 4-Convolution Layer Deep CNN and Google’s Inception v3 are implemented 

with normal training and four architectures viz., Google’s Inception v3 with Transfer Training, 
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Google’s Inception v4 with Transfer Training, VGG-16 and VGG-19 with Transfer Training are 

all implemented with transfer learning. The accuracy in case of transfer learning is observed to 

be more than that for normal training. 

Transfer learning method utilizes a pre-trained neural network and to perform the operation, the 

final classification layer of the network is removed and the next-to-last layer of the CNN is 

extracted. The Inception or VGG models pre-trained with Imagenet [57] dataset to classify 1000 

classes is used as base models for the architectures using transfer learning. A shallow 

convolution neural network is made as the top layer to the base model without freezing the base 

model. The shallow convolution neural network comprises of the following layers: 

 Batch normalization layer to increase speed and accuracy.  

 ReLU activation layer.  

 Dropout layer to prevent overfitting.  

 Dense layer with 4 units/nodes (corresponding to 4 output classes) with softmax 

activation  

 Adam optimizer is used with learning rate of 0.001 

The image data is then fed from the previously built HDF5 dataset files to the base models 

without freezing the base models so that while training the transfer learning models, the pre-

trained base models can have the ability to reconfigure some of its weights according to new type 

of data fed to it for better classification purposes. This feature makes the model less 

computationally expensive than Inception v3 transfer learning model used in [38]. The pre-

trained convolution base model just acts as a feature extractor in the training process without 

adjusting the pre-trained weights any further for different types of dataset that has quite different 

types of features than the ImageNet dataset, fed to it for classification purposes. Hence with only 

10 epochs of run for the used model and the usage of only 16256 images, an accuracy of about 

88% on the validation dataset is achieved. In Table-2.2, the summarization of the different layers 

in each of the architectures is depicted. 
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2.3.3 Training of the CNN Architectures 

CNN has two cycles - forward and backward cycle. Forward cycle involves classification of the 

images and computing loss (i.e. the error between the predicted label and actual label) while 

backward cycle involves correction of the learnable parameters and weights based on the 

computed loss through a back-propagation algorithm. Backward cycle is only employed during 

the training phase. In the training phase, the convolutional neural network architecture is fed by 

batches of images with their actual labels and trained over 10 epochs. 

 

2.3.4 Dataset 

The OCT Image dataset [38] is used here for classification. The dataset contains about 207130 

OCT images in total out of which 108312 OCT images are of 4686 patients (37206 with 

choroidal neovascularization, 11349 with diabetic macular edema, 8617 with drusen and 51140 

normal) with 3 different eye diseases. 16256 OCT images (4,064 with choroidal 

neovascularization, 4,064 with diabetic macular edema, 4,064 with drusen, and 4,064 normal) 

are taken in 127 batches to train our convolutional neural network architectures. 

 

2.3.5 Python Libraries used 

Tensorflow, Tensorboard, Keras, Keras-vis, TFlearn, Numpy, H5py, OpenCV, Matplotlib, 

Requests, Scikit-learn, Pillow. 

 

Figure 2.1 Schematic diagram of CNN architecture 
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Table-2.1 Percentage of error in different architectures of CNN 

 

Networks Error 

AlexNet 16.0% 

VGG-16 7.4% 

VGG-19 7.3% 

GoogLeNet 6.7% 

Google’s Inception v3 5.6% 

Google’s Inception v4 5.0% 

 

 

Table-2.2 Number of layers in different architectures of CNN 

 

 Fully 

connected 

2D 

Conv. 

2D Max 

Pooling 

2D Avg. 

Pooling 

Batch 

Norm. 

Drop 

out 

Merge 

4 Convolution 

Layer Deep CNN 
4 4 4 0 0 1 0 

Inception v3 with 

Normal Training 
2 94 4 9 94 1 10 

Inception v3 with 

Transfer Training 
3 95 4 9 95 1 10 

Inception v4 with 

Transfer Training 
3 150 4 14 150 1 25 

VGG-16 with 

Transfer Training 
3 14 5 0 1 1 0 

VGG-19 with 

Transfer Training 
3 17 5 0 1 1 0 

 

  

2.4 PROPOSED METHODOLOGY 

The methodology of the present work is represented in a workflow diagram shown in Figure 2.2. 

The workflow diagram comprises of different steps involved for the present work. At the onset, 

the raw OCT images of the different eye diseases, shown in Figure 2.3, are taken as inputs and 

are pre-processed by means of normalization resulting in images as shown in Figure 2.4. The 

training and validation datasets comprising of 16256 OCT images for training and 1000 OCT 

images for validation are created in the HDF5 file. The datasets are then converted into feature 

vectors and fed to the neural network architectures for continuous training as well as monitoring 

the accuracy. The training module is followed by testing where validation accuracy is measured 



39 | P a g e  
 

against the unknown image data and classifications of the diseased and normal retina are 

achieved as the output. A brief description of the different modules of the proposed methodology 

is discussed below: 

 

2.4.1 Image Preprocessing 

The OCT images in jpeg file format are all resized into images of size 299 pixel × 299 pixel and 

normalized i.e., the pixel data is mathematically divided by 255 before feeding them into a HDF5 

file to be further fed into the neural network. The pre-processed images are shown in Figure 2.4. 

 

Figure 2.2 Workflow diagram of the proposed methodology 

 

    

(a) 

Normal Retina 

(b) 

CNV 

(c) 

DME 

(d) 

Drusen 

Figure 2.3 Input OCT images of the different eye-diseases along with that of a normal retina 
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(a) 

Normal Retina 

(b) 

CNV 

(c) 

DME 

(d) 

Drusen 

Figure 2.4 Pre-processed images of different eye-diseases along with that of a normal retina 

 

2.4.2 HDF5 files with one_hot encoded labels 

An HDF5 file is a container for two kinds of objects: datasets, which are array-like collections of 

data, and groups, which are folder-like containers that hold datasets and other groups to address 

current and anticipated requirements of modern systems and applications. The HDF5 files helps 

to mathematically operate on huge datasets of terrabytes of data and load them into the RAM 

possible. The pre-processed OCT images created are converted into two HDF5 files as training 

and validation datasets. The 16256 image data forms our feature i.e., ‘X’ and the type of images 

i.e., CNV, DME, DRUSEN or NORMAL with one_hot encoding forms our labels i.e., ‘y’ stored 

in one HDF5 file for the training dataset. Similarly, the 1000 Image data forms our feature i.e., 

‘X’ and the type of images i.e., CNV, DME, DRUSEN, or NORMAL with one_hot encoding 

forms our labels i.e., ‘y’ stored in one HDF5 file for the validation dataset. Anone_hot encoding 

is a representation of categorical variables as binary vectors. It is basically labelling of the image 

data which defines the class of the data for perfect classification at the output stage. This first 

requires that the categorical values be mapped to integer values and then each integer value be 

represented as binary vector, of the size of the different types of categorical values (for our case 

it is four representing three different classes of eye disease and one for the normal eye OCT). 

The binary vector representation corresponding to a type image representing diseased or normal 

eye is marked as binary ‘1’ with all other values marked as binary ‘0.’  

 

 

 



41 | P a g e  
 

2.4.3 H5PY to feed data set as vectors 

The HDF5 files created in the previous step needs the h5py module for reading purposes in a 

python script. The h5py module is used to read the HDF5 dataset files and store the image data 

as feature vector ‘X’ and one_hot encoded labels as ‘y.’ This features and labels are further fed 

into the convolution neural network architectures in batches of 128 images for 10 epochs. 

 

2.4.4 Training module 

Training accuracy gives the percentage of images being used in that training batch labelled with 

the correct class. Validation accuracy gives the true measure of performance of the architecture 

on a particular data set which is not used in the training data set. The total numbers of images 

used for training are 16256 in 127 batches. Each batch contains 128 OCT images. The training 

time is approximately 1hour for the simple convnet with 4-convolution layer deep CNN with 

normal training, 4hours for Google’s inception v3 CNN with normal training and 4hours each for 

Google’s Inception v3, Google’s inception v4, VGG-16 and VGG-19 CNN with transfer learning 

training. With process in progress, accuracy involved in the training is studied. 

 

2.4.5 Monitoring Training Accuracy and Loss 

The training accuracy and loss of the convolutional neural network architectures can be 

monitored using the event log files generated by the TensorFlow Framework while training the 

architecture and reading them with TensorBoard where all accuracy and loss metrics gets plotted 

instantaneously. The instantaneous training accuracy and loss value can also be observed from 

the Keras or TFlearn metrics while training. 

 

2.4.6 Trained module 

A trained neural network is obtained after the training module is continuously trained with the 

said architectures and performance is continuously monitored from keras and TFlearn metrics. 

At the trained module, final test accuracy is performed with random set of test images. This 

testing gives the validation accuracy of the network and by means of which the estimation of the 
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performance on the classification task is also evaluated. The trained module gives the classified 

output as CNV, DME, DRUSEN and normal retina which is the prime goal of the research work. 

 

2.5. RESULTS AND DISCUSSIONS 

The different retinal diseases or malfunctions are evaluated through a comprehensive simulation 

study and the proposed AI model is validated against different parameters for the different CNN 

architectures. All neural networks are trained on Google colabs GPU backend with Tesla k80 

GPU.   

The different CNN architectures under the current study are first compared in terms of training 

accuracy and loss, obtained through simulation using training data sets as inputs, which are 

enlisted in Table-2.3. The respective graphs depicting the training accuracy and loss are shown 

through Figure 2.5 to Figure 2.10. The architectures are then validated using the validation data 

sets and the accuracies so obtained are enlisted in Table-2.4. Thus the already trained 

architectures are now capable enough to classify any given OCT retinal images into the four 

categories of diseases under consideration. Now OCT images are fed to the different architectures 

and the corresponding classified outputs are viewed through Python output window as depicted 

through Figure 2.9 to Figure 2.14.   

 

Table-2.3 Accuracy percentages and losses for the 6 different architectures 

 

Models 
Training Metrics 

Accuracy Loss 

4-Convolution Layer Deep CNN 87.15 % 0.42 

Inception v3 with Normal Training 44.53 % 1.20 

Inception v3 with Transfer Training 91.40 % 0.31 

Inception v4 with Transfer Training, 93.32 % 0.25 

VGG-16 with Transfer Training 85.31 % 0.44 

VGG-19 with Transfer Training 83.63 % 0.52 
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(a) (b) 

Figure 2.5 Training accuracy and loss for 4 convolution layer deep CNN 

 

  
(a) (b) 

Figure 2.6 Training accuracy and loss for Inception v3 with normal training 

 

 

  

(a) (b) 

Figure2.7 Training accuracy and loss for Inception v3 with transfer learning. 
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(a) (b) 

Figure 2.8 Training accuracy and loss for Inception v4 with transfer learning 

 

  
(a) (b) 

Figure 2.9 Training accuracy and loss for VGG 16 with transfer learning 

 

 

  
(a) (b) 

Figure 2.10 Training accuracy and loss for VGG 19 with transfer learning 
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Table-2.4 Performance analysis in terms of validation accuracy 

 

Models Accuracy 

4-Convolution Layer Deep CNN 73.68 % 

Inception v3 with Normal Training 25.00 % 

Inception v3 with Transfer Training 88.39 % 

Inception v4 with Transfer Training 86.95 % 

VGG-16 with Transfer Training 85.30 % 

VGG-19 with Transfer Training 79.50 % 

 

 

 

 

(a). 4-Convolution Layer Deep CNN 

 

(b). Inception v3 with Normal Training 
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(c). Inception v3 with Transfer Training 

 

(d). Inception v4 with Transfer Training 

 

(e). VGG-16 with Transfer Training 

 

(f). VGG-19 with Transfer Training 

Figure 2.11 Classified results with 6 architectures with and without transfer learning 
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For the first architecture, 4-Convolution Layer Deep CNN with normal training, the training 

accuracy obtained is 87.15% with 0.42 cross entropy loss (shown in Figure 2.5) as compared to 

the validation accuracy of 73.68%. From Figure 2.11(a) it is revealed that with this architecture 

proper classification is obtained for the diseased image ‘Drusen’ thereby authenticating the 

validation accuracy.  

For the second architecture which is Google’s Inception v3 CNN, the training accuracy obtained 

is 44.53% (shown in Figure 2.6a) against a validation accuracy of 25% with normal training. The 

cross entropy loss in this case is 1.2 (shown in Figure 2.6b) which is very high in comparison to 

losses associated with other architectures. Thus owing to higher loss and lower values of training 

and validation accuracy, this architecture is not a promising one and leads to misclassification of 

images which is quite evident in case of a typical ‘Drusen’ image being classified as ‘CNV’ as 

revealed in the Python output window shown in Figure 2.11(b). However the same architecture 

trained with transfer learning yields better results in terms of both training and validation 

accuracies of 91.4% and 88.4% respectively with only 0.31 cross entropy loss (shown in Figure 

2.7). Hence the classified output shown in Figure 2.11(c) perfectly classifies the OCT images as 

that of DME which authenticates the results.  

Similar results are also obtained with Google’s Inception v4 architecture where the training 

accuracy, loss and validation accuracy are 93.32%, 0.25 and 86.95% respectively. The plot of 

training accuracy and loss are shown in Figure 2.8 while the classified output image is shown in 

Figure 2.11(d). Thus both Google’s Inception v3 and v4 with transfer learning gives better 

performance with superior classification abilities. 

The next series of architectures with transfer training are VGG-16 and VGG-19 yielding training 

accuracies of 85.31% and 83.63% respectively with corresponding validation accuracies of 85.3% 

and 79.5% (shown in Figure 2.9 and Figure 2.10 respectively). These CNN architectures are 

already been pre-trained with Image Net dataset and thus when trained with transfer learning 

produces higher values of accuracy. They also require less training time due to the pre-trained 

Image Net weights and in such architectures the learning performance is also very fast. In both 

cases the amount of cross entropy losses are less and both gives perfect classified outputs when 

fed with OCT test images as shown in Figure 2.11(e) and Figure 2.11(f) respectively. Thus 
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collectively studying CNN architectures it is concluded that among the six architectures, Google’s 

Inception v3 with transfer learning is recorded with the highest  accuracy than Google’s Inception 

v4 with transfer learning followed by VGG-16, VGG-19, 4-Convolution Layer Deep neural 

network and Inception v3 with normal training. Moreover architectures with transfer learning 

gives better performance than its normal training counterpart and hence Google’s Inception v3 

and v4 architectures with transfer learning are obvious choices for classification amongst the 

proposed ones. 

 

2.5.1 Performance Parameters 

To validate the performance of a system few measures has been taken into consideration viz. 

sensitivity, specificity and accuracy. These statistical metrices are calculated in terms of true 

positive (TP), true negative (TN), false positive (FP), and false negative (FN) through use of 

equations (1) to (4). 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
   ………………….………..  (1) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 ……………………………..  (2) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 ……………………..  (3) 

𝐹𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =
2 × (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 ………………  (4) 

Based on true positive outcome, the system will correctly predict the presence of disease and for 

true negative; it correctly predicts the absence of the disease. Similarly false positive outcome 

predicts the presence of the disease whereas in reality there is no disease and false negative gives 

the absence of the disease in presence of it. The way of summarization of prediction of the results 

classifying as TP, TN, FP and FN is a confusion matrix. The confusion matrices depicting the 

performance of the different CNN architectures on a set of test data for which the true value is 

known are shown in Figure 2.12. The matrices provide visualization of the degree of correlation 

between true labels with the predicted labels for the different architectures. Form the matrices it is 
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quite evident that for all the architectures except Google’s inception v3 with normal training, the 

results obtained are satisfactory thereby reflecting perfect classification of the eye diseases. 

The performance characteristics of the different CNN architectures are further studied in terms of 

precision, recall and F-measure which are calculated from their respective test phase confusion 

matrices. Table-2.5 reports the precision achieved by different classifiers. For each classifier the 

values of Micro, Macro and Weighted Precision are found to be close to each other.  

Table-2.6 shows the performance analysis in terms of Recall. The table establishes the ingenuity 

of “Inception V3 with Transfer Training” as it achieved highest Recall. Finally, Table-2.7 reports 

the comparative analysis in terms of F-Measure. In terms of F-Measure, the performance of 

“Inception V4 (With Transfer Training)” and “VGG-16” (with Transfer Training)” is similar. 

However, the performance of “Inception V3 (With Transfer Training)” is again better than other 

architectures under the current study. 

  
(a). 4-Convolution Layer Deep CNN 

 

(b). Inception v3 with Normal Training 

  
(c). Inception v3 with Transfer Training 

 

(d). Inception v4 with Transfer Training 
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(e). VGG-16 with Transfer Training (f). VGG-19 with Transfer Training 

 
Figure 2.12 Confusion Matrices for the 6 different architectures. 

 

Table-2.5 Performance Analysis in terms of precision 

 

Models 
Precision 

Micro Macro Weighted 

4 Convolution Layer Deep CNN 77.74% 73.10% 77.74% 

Inception v3 With Normal Training 6.25% 25.00% 6.25% 

Inception v3 With Transfer Training 88.95% 88.40% 88.95% 

Inception v4 With Transfer Training 85.05% 84.30% 85.05% 

VGG-16 With Transfer Training 87.77% 85.30% 87.77% 

VGG-19 With Transfer Training 85.43% 82.00% 85.43% 

 

Table-2.6 Performance Analysis in terms of recall 

 

Models 
Recall 

Micro Macro Weighted 

4 Convolution Layer Deep CNN 73.10% 73.10% 73.10% 

Inception v3 With Normal Training 25.00% 25.00% 25.00% 

Inception v3 With Transfer Training 88.40% 88.40% 88.40% 

Inception v4 With Transfer Training 84.30% 84.30% 84.30% 

VGG-16 With Transfer Training 85.30% 85.30% 85.30% 

VGG-19 With Transfer Training 82.00% 82.00% 82.00% 
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Table-2.7 Performance Analysis in terms of F-measure 

 

Models 
F – Measure 

Micro Macro Weighted 

4 Convolution Layer Deep CNN 70.10% 73.10% 70.10% 

Inception v3 With Normal Training 10.00% 25.00% 10.00% 

Inception v3 With Transfer Training 88.25% 88.40% 88.25% 

Inception v4 With Transfer Training 84.14% 84.30% 84.14% 

VGG-16 With Transfer Training 84.60% 85.30% 84.60% 

VGG-19 With Transfer Training 80.94% 82.00% 80.94% 

 

A plot of model metrices for the different CNN architectures is depicted in the form of a bar graph 

shown in Figure 2.13. 

As a test to facilitate the classification process, the vanilla saliency map for the four retinal 

diseases under consideration are obtained as shown in Figure 2.14. Thus any slight variation in 

input OCT images would lead to small variation in the output and these gradients would highlight 

salient image regions that most contribute towards the output. To make the decision for the final 

stage classification, occlusion test is a very efficient technique. Gradient weighted class activation 

mapping (Grad-cam) technique is used in the present work to produce these occlusion maps. The 

occlusion maps for the retinal diseased images shown in Figure 2.15, eminently shows the regions 

of interest of the target OCT image. These regions are the ones where the deformations have 

occurred for the diseased retina and also those in case of a normal retina are clearly visible from 

the occlusion maps for the four categories of OCT images. Occlusion maps are computed over the 

last convolution layer whereas the saliency maps are computed over the dense output layers. 

Occlusion maps contains more details than saliency maps since they use pooling features that 

contains more spatial details which gets lost in the dense layers. 
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Figure 2.13 Plot of model metrices for the different CNN architectures 

 

    

(a) 

CNV 

(b) 

DME 

(c) 

Drusen 

(d) 

Normal 

Figure 2.14 Vanila Saliency maps for the Retinal diseases 

 

 
 

  

(a) 

OCT image of a normal 

Retina 

(b) 

Occlusion Map of normal 

Retina 

(c) 

OCT image of Retina - 

CNV 

(d) 

Occlusion Map of CNV 
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(e) 

OCT image of Retina - 

Drusen 

(f) 

Occlusion Map of Drusen 

(g) 

OCT image of Retina - 

CNV 

(h) 

Occlusion Map of CNV 

 

Figure 2.15 Occlusion maps for the Retinal diseases 

 

2.6 CONCLUSION  

OCT based retinal images have been analyzed for the specific disease detection. The OCT retinal 

images being the input data are implemented with six different CNN models and classified results 

are obtained at the output. The output is correctly classified for the different 4-classes of the 

retinal images as shown in Figure 2.11. The proposed model with and without pre-trained data set 

has given good accuracy percentages except with the model inception v3 without transfer 

learning. Hence, from the present research work it can be concluded that models with transfer 

learning yields more accuracy than without it. At the output layers of the CNN architecture how 

the output is classified based on the region of interest are also shown by the saliency maps and 

occlusion maps for the four categories. These occlusion maps show the accurate regions of the 

affected retina and hence can also be shared with the clinical professionals. Thus the method used 

in the present research work is able to classify among the diseases as well as detect it with a lesser 

number of epochs and with higher accuracy. This ability of the proposed research work can be 

used to assist the clinicians in the future where the number of patient is huge to detect the 

diseases. The research work would definitely open up new window of research amongst the 

research community world-wide to carry out further researches in fields of bio-medical imaging. 
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Chapter-3 IMPLEMENTATION OF DEEP LEARNING 
ARCHITECTURES FOR CLASSIFICATION BASED 
ON SEGMENTATION OF DIGITAL IMAGES 

 

 

3.1. INTRODUCTION TO SEGMENTATION OF DIGITAL IMAGES  

Pixel-level classification, also referred to as semantic segmentation, assigns a class label to each 

individual pixel in an image. It aims to understand the fine-grained details within an image by 

labelling each pixel based on its semantic meaning. This is in contrast to object detection or 

image classification, which operates at a higher level by identifying objects or labelling the entire 

image. 

Pixel-level classification aims to divide an image into regions where each pixel is assigned to a 

particular class or category. For instance, various regions could represent the sky, road, 

buildings, trees, etc. in an outdoor scene. A thorough understanding of the scene's composition 

can be gained and useful data can be extracted for a variety of applications by labelling each 

pixel. Also a foreground object can be classified from the background of an image by 

implementing pixel level classification. 

Due to the complexity and variety of real-world images, pixel-level classification is a difficult 

task. To accurately assign class labels to pixels, models must learn both high-level contextual 

information and low-level features, such as edges and textures. While more recent techniques 

make use of deep learning, particularly CNNs, to automatically learn hierarchical representations 

from data, traditional approaches heavily rely on handcrafted features and segmentation 

algorithms. 

For pixel-level classification, deep learning models typically use an encoder-decoder 

architecture. By gradually down-sampling the input image, the encoder network, which is 

typically built on a pre-trained CNN, captures the low-level features. After up-sampling the low-

resolution features and combining them with skip connections from the encoder to keep the high-
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level contextual information, the decoder network recovers the spatial resolution. This procedure 

enables the model to produce detailed predictions for each input pixel. 

It takes annotated training data, where each pixel is labelled with its corresponding class, to train 

a pixel-level classification model. As it frequently requires manual annotation by human subject-

matter experts, this can be a time-consuming and expensive process. The model can, however, be 

used to automatically classify each pixel in unseen images after being trained, opening up a 

variety of applications like scene understanding, image segmentation, autonomous driving, 

medical image analysis, and more. 

A computer vision task called "pixel-level classification" entails assigning a class to each pixel in 

an image. Deep learning techniques have made significant advancements in this difficult 

problem, enabling more precise and effective semantic segmentation of images. 

For pixel-level classification tasks, semantic segmentation with U-Net is an effective and 

successful method. The encoder-decoder architecture known as U-Net, which was created 

specifically for semantic segmentation, is renowned for its capacity to effectively handle both 

local and global context and capture detailed information. The name "U-Net" comes from the 

network architecture's resemblance to a "U" shape. 

The expanding path (decoder) and the contracting path (encoder) are the two main components 

of the U-Net architecture. While the expanding path creates a dense pixel-wise segmentation 

map, the contracting path extracts features from the input image and captures context. 

The low-resolution feature maps are upsampled by the expanding path, which also restores the 

spatial data that was lost during the downsampling procedure. The upsampling operation is 

followed by a concatenation with the corresponding feature maps from the contracting path in 

each step of the expanding path. As a result, the decoder can produce precise and thorough 

segmentations by utilising both low-level and high-level features. 

U-Net makes use of skip connections to increase localization accuracy and provide more precise 

boundaries. The network can access data at various scales with concatenation which directly link 

the feature maps from the contracting path to the corresponding layers in the expanding path. U-
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Net effectively manages both local and global context by combining features from various levels, 

improving segmentation performance. 

Typically, the cross-entropy loss or another pixel-wise classification loss is used to optimize U-

Net during training. A dense prediction map is created by the network using an image as input, 

and it is then compared to the ground truth annotation at each pixel. The network parameters are 

updated through the use of back-propagation, which enables the model to develop precise pixel-

level segmentations. 

Several semantic segmentation tasks, including medical image segmentation, satellite image 

analysis, and scene understanding in autonomous vehicles, have been successfully completed 

using U-Net. It is a well-liked option for pixel-level classification due to its effectiveness and 

efficiency, and it has served as the foundation for much cutting-edge architecture in semantic 

segmentation. 

 

3.2. IMPORTANCE OF AI / ML IN HORTICULTURE 

Artificial intelligence (AI) with the aid of computer vision is boosting various sectors for 

quality production with high efficiency. In fields of agriculture and food industry, AI extends its 

help to the farmers and the manufacturers to improve their effectiveness and to overcome the 

traditional challenges under environmental hostile impacts. The adoption of AI in the agro-

based industries has strengthened the technology to a greater extent. With the implementation of 

automation techniques, the food processing units have shown promising outcomes owing to 

excellent production and smart packaging. 

In the twenty-first century, both fruit and food processing industries are undergoing soaring 

competitive positions. Global trade and market flow of fruits and vegetables determines 

geographical closeness between exporter and importers. In case of exporting or importing, there 

is a long and time-consuming process of transportation       which causes hindrance in checking the 

quality of rotten or nearly rotten fruits amongst a bulk quantity of fruits. Thus production of 

fruits is likely to shrink to a greater extent as compared to previous years’ world fruit production 

and trade. Besides all other obstacles, uncertain weather conditions, climate change and 
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temperature rise are other major causes of concern behind the declination of trade. Moreover, 

apart from export and import of fresh fruits, the food processing sectors is also severely 

hampered owing to scrutinization of rotten fruit and degradation in its quality. Thus a 

professional and efficient method is required for sorting and gradation of good quality fruits. 

Herein application of computer vision based systems facilitated with the image processing 

techniques yields highly accurate and precise results. The methodological proficiency enables 

computer vision based systems for checking defective fruits and thereby improving the potential 

for healthy fruit production. Computer vision makes possible, practices for monitoring, 

harvesting and managing effectively various types of fruits in the orchards and crops in the 

fields [58]. Quality inspection and the categorization of fruits in the traditional methods require 

skilled persons. Human involvement in performing the task of detecting rotten or defective fruits 

varies from person to person based on just seeing and sensing from outside. Furthermore, the 

requirement for enhanced quality food products is increasing under new governmental 

regulations and consumer market demands. An automated system based on capturing the image 

of the fruit thereby processing on the detailed features of the image results in high precision and 

fast response. Computer vision systems supported with deep learning architectures for detection 

of rotten or fresh fruit are becoming popular among the researchers [59]. These types of 

automated systems generate accurate outcomes.  

Thus, the idea of a computer vision based system for detection of rotten or fresh apple is 

presented in the present chapter. The rotten apple is identified using segmentation technique 

wherein the rotten portion of the fruit is segmented out. The segmentation process has been 

done based on deep learning architecture, taking RGB image of apple (rotten/ fresh) as input to 

the system. Color being the primary identifier by appearance determines the quality of the fruit. 

As every apple is different and are not identical, the conventional image processing techniques 

are not going to help out with better results. In the last 5–6 years with increased computation 

power and availability of the dataset, the deep convolution networks performed excessively well 

in visual recognition and identification. UNet has been widely used for diagnosing medical 

images and the network outperformed the traditional segmentation techniques [22]. UNet or any 

of its modified form has not been implemented so far in horticulture for the purpose of 

segmentation in the fruit’s image. Hence, segmentation task is done here using   UNet and a 
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modified version of it, the Enhanced UNet (En- UNet). The En-UNet is found to produce better 

results than the original UNet in terms of accuracy, precision and other model performance 

parameters and hence can be implemented with a developed automated system in the domain of 

horticulture.  

 

3.3. SOME RELATED WORKS 

Segmentation techniques for fruit detection, identification and classification have been studied 

extensively in the past decades. A deep learning segmentation has been implemented in 

analyzing the blueberry fruit traits like cluster compactness, maturity of the fruit and number 

of berries for ease of the blueberry breeders [60]. A masked R-CNN model has been trained 

and tested for the detection purpose of the blueberries on maturity. The model resulted with 

average precision for validation and test data is 78.3% and 71.6% considering 0.5 over union 

threshold. The accuracies are 90.6% and 90.4% respectively. Green Shoot thinning [61] in 

wine grapes is done for quality wine with an automated process that would yield higher 

efficiency and good performance. Deep learning architectures like Segnet [62] and Fully 

Convolutional Network (FCN) are implemented for the successful semantic segmentation. 

The FCN model viz. FCN VGG-16 achieved better F1 score as compared to Segnet-VGG16, 

Segnet-VGG19 and FCN-Alexnet. In [63], the authors proposed a network model for 

performing real-time detection with segmentation of apples and branches. The developed 

network mainly utilized the atrous spatial pyramid pooling and gate feature pyramid 

arrangement for feature extraction. ResNet-101 with 0.832 F1 score showed very high 

performance in detection of the apples with accuracy of 87.6% on segmentation task. A 

voxel-based convolutional network (VCNN) [64] is implemented for classification and 

segmentation of structural components in maize. The comparison results with some traditional 

clustering techniques and deep learning methods (Pointnet and Pointnet++) showed very 

good results. The Lidar’s implementation for the separation of structural components in maize 

by means of classification and segmentation paved a new path to be applied for other fields as 

well. Detection of foreign objects (eg. dried leaves, paper, packing materials, plastics or metal 

parts) in walnuts has been done using fully convolutional deep network [65]. The proposed 

model acknowledged with the segmentation task generating good outputs. The authors [66] in 
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their paper has proposed a hybrid model for classification of mangoes using segmentation 

technique. The approach is based on BPNN and discriminant analyzer. An enhanced method 

using Fuzzy C-means clustering has been implemented for the segmentation and back 

propagation based discriminant classifier is used in the classification practice. For the process of 

feature selection Maximally Correlated Principal Component Analysis (MCPCA) is utilized.  

Authors in the paper [67] have undergone the segmentation task for cucumber detection. Masked 

R-CNN with Feature Pyramid Network (FPN) has been executed. For identification purpose, 

deep learning architectures have excelled and generated perfect outputs. Identification of flowers 

(apple, peach and pear) by the proposed method [68] generated semantic segmentation. An end-

to-end residual CNN has been employed for the work. Segnet architecture effective for semantic 

segmentation is a fully convolutional network with the deployment of encoder and decoder. The 

network has been compared with FCN [69], Deeplab-large FOV [70], DeconvNet [71] and 

reported to have better segmentation results. 

The traditional machine learning approaches have put forward many detection, segmentation and 

classification algorithms. However the classical methods involve a lot of hand crafted procedures 

for feature selection and extraction. The authors in their paper [72] suggested a method of 

colorful fruit image segmentation taking texture features into account. The process of 

segmentation followed by classification using multi-class support vector machine (MSVM) can 

be used for multi-class classification [73]. Algorithms such as Naive Bayes, ANN and decision 

Tree have also been applied for sorting of fruits like orange [74]. Clustering technique viz. K-

Means clustering have been applied for detecting the rotten part of defective apples [75]. 

Different classical segmentation techniques viz. color, edge and marker segmentations generates 

useful results in detection of rotten portion in vegetables like tomatoes [76]. Mask generation 

[77] for segmentation have been an efficient way for producing desired segmented outputs. Deep 

learning approach introduces mask R-CNN [78] which involves two processes for segmentation–

detection of component and generation of mask. 

In the present research, segmenting the rotten portion of apple has been done with UNet as the 

backbone architecture along with some modification in the network for enhanced output. Unet 

finds wide range of applications in medical imaging for detection and identification functions. 

Segmentation of pancreas [79] for the diagnosis of cancer is one such instance of Unet’s 
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application in medical domain. UNet with different modifications in its architecture have been 

adopted and came up with new names with the variations. The authors in [80] proposed UNet++ 

(a nested UNet), fundamentally designed keeping encoder and decoder blocks with dense skip 

pathways in nested fashion. RIC-UNet [81], AD-UNet [82] and FD-UNet [83] are the other 

modified versions of the UNet architecture designed for segmentation of nuclei in histological 

images, in fundus images or artifacts removal in 2D PET images. The mentioned UNet or some 

of the deep learning architectures have been applied universally for medical imaging analysis. 

However the architectures performing segmentation [84] for the identification [85] of fruits, 

vegetables, detection of defective vegetable or fruit and recognition of anomalies [86] in the field 

of horticulture, can function efficiently with profoundness. Though many segmentation 

algorithms have already been used in recent past but for segmentation of rotten or fresh apple, 

UNet or any of its modified versions is implemented for the first time for such application. 

 

3.4. METHODOLOGY 

The overall methodology of the segmentation procedure is shown in Fig. 3.1. The proposed 

method is initialized with the required dataset [87] to the training model. The data set comprises 

of fresh and rotten apple RGB images. The dataset is preprocessed using image processing and 

are fed to the training module with a continuous monitoring on the training accuracy and loss. In 

the workflow diagram followed by the training module, the testing module validates the 

accuracy of an unknown image (fresh/rotten) and generates the required output based on the 

type of the input image. As the task is activated for segmenting out the rotten portion of an 

apple’s image, hence if any rotten apple’s image is fed as input, the segmented portion of the 

rotten part is achieved at the output of the testing module.  

 

3.4.1 Data Preprocessing 

 

The input RGB images are preprocessed and are converted into gray images. Further, the gray 

images are masked by the means of thresholding and inverse binarization as shown in Fig. 3.2. 

After this step the binary masks of the input RGB images are obtained. In the masked output 

binary image only the rotten portion is present (white color) for a rotten apple’s RGB image 
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and the mask remains completely black for a fresh apple. The approach of generating masks 

has been done to produce a general dataset which reflects the ground truth of the input image 

distinguishing the rotten and fresh apple as shown in Fig. 3.3. The set of masks produced both 

for the fresh and rotten apples are fed to the training module of the automated   system for 

segmenting out the rotten part in any input RGB image of an apple. 

 

 

Figure 3.1 Workflow diagram of proposed methodology 
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Figure 3.2 Data preprocessing and generation of ground truth images (binary masks) 

 

 

3.4.2 Dataset 

 

The fruit image data set [87] is used for the segmentation purpose. The dataset contains many 

categories of fruits but in this case only apple has been taken for the mentioned task. The 

apple’s data is RGB image data, containing 1693 fresh apple’s image and 2342 rotten apple’s 

image. Hence a total of 4035 number of images has been taken to train the UNet / En-UNet 

(Enhanced-UNet) model. 

 

 

Figure 3.3 Conversion of RGB to Gray images (Apples) and the corresponding binary masks 
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3.5  NETWORK ARCHITECTURE 
 

The proposed work is compiled using UNet architecture and a modified version of the same. 

The modified architecture is found to generate enhanced outputs as compared to UNet and 

hence is named as Enhance UNet. The block diagram representation of both the networks is 

shown in Fig. 3.4 and Fig. 3.5 respectively. The UNet architecture is a category of fully 

convolutional network performing down- sampling and up-sampling. The down- and up-

sampling processes are connected with a concatenation operator and hence maintain symmetry 

of the architecture. The UNet architecture predicts a good segmentation map combining the 

localization and contextual information from the sampling process. In the present chapter, 

segmentation has been depicted using UNet and En-UNet.  

 

3.5.1 UNet 

 

In UNet the top-most layer being the input layer an image of size 128 × 128 × 3 is fed. For 

each of the encoder blocks, 2 convolution layers and 1 maxpooling layer is present and a 

sequential interconnection between the encoder and decoder block is retained. The decoder 

blocks consist of the convolution transpose layer for the expansion purpose with a 

concatenation layer. The maximum depth of convolution used is 128. Adam optimizer is present 

in the UNet architecture. Adam optimizer accelerates the search  in the direction of finding out 

the minima, however sometimes it is missed due to the step size of the gradient. Binary cross 

entropy is used to calculate the loss function. 

 

3.5.2 En-UNet 

 

In the modified architecture of the UNet named as En-UNet, each encoder block consists of 2 

convolutional 2D layer, 1 dropout layer with one maxpooling layer and the decoder block 

encompasses 2 convolution 2D layer, 1 dropout layer and Convolution 2D transpose layer with 

the concatenation. Along with these layers, between the encoder and the decoder, an extra layer 

of 2D convolution, maxpooling, 2D convolutional transpose layer is also used in the modified 

architecture. Due to the addition of these extra layers in the architecture the maximum 

convolutional depth is increased to 512. Hence the layers present in the enhanced UNet can be 
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represented as: (i). Encoder: Conv 2D + Dropout + Maxpooling (ii). Decoder: Conv 2D 

Transpose + Concatenate + Conv2D + Dropout. 

 

 

Figure 3.4 Block diagrammatic representation of UNet 

 

 

Figure 3.5 Block diagrammatic representation of En-UNet 

 

The encoder block 1 as shown in Fig. 3.5 consists of 2 convolution layers, each with 16 filters 

of kernel size 3 × 3 followed by the activation function ‘elu’ (exponential linear unit). The 

image is then passed through a pooling layer of size 2 × 2. The procedure is repeated in 

encoder block 2, 3 and 4 with 32 filters, 64 filters and 128 filters each. After these encoder 

blocks an additional layer has been incorporated which enhanced the quality of the output more 
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than the general UNet. Incorporation of this layer increased the depth and thereby extracts 

more features in the feature map producing desired outputs. This layer is a conv 2D with 512 

filters of 3 × 3 kernel size and conv 2D transpose with 256 filters connected directly to the 

decoder. Each decoder block includes the number of filters in the decreasing order as 128, 64, 

32 to 16 for the up-sampling process. Each decoder block is concatenated with the 

corresponding encoder block maintaining symmetry. The output has one filter and ‘sigmoid’ 

activation function. In the output, segmentation of the rotten portion present in the   input RGB 

apple’s image is obtained in white color and the output is entirely black if the input image is that 

of a fresh apple. The segmented output is different for fresh and rotten apple which 

distinguishes the task and generates the actual prediction of being fresh / rotten from the RGB 

input image. The proposed model is compiled using RMS-Prop optimizer and binary cross 

entropy as the loss function. The total number of layers present is reported in Table-3.1. Figure 

3.6 portrays the type of convolutional layers with the number of filters used in segmentation 

task. 

 
3.5.3 Training Module 

 

Training accuracy gives the actual prediction of the input image being rotten or fresh. In the 

training module two types of architectures are trained viz. UNet and En-UNet; UNet being the 

backbone of the modified architecture (En- UNet). In the training module 3102 images of   

size 128 × 128 × 3 are trained in 97 batches. Each batch includes 32 images. The training time 

consumed by UNet is observed to be 37 min while that of En-UNet is 46 min. The instant 

training accuracy and training loss per epoch have been monitored from the event log files of 

the Tensorflow model. 

 

3.5.4 Trained Module 

 

The trained model is the outcome of the training module with the mentioned architectures. In 

the trained model any random input test image (rotten/fresh apple) can be fed and the result 

generated is the actual deciding predictions. The trained model also gives the model accuracy 

estimation performance of the segmentation task. 
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Figure 3.6 The convolutional layers of En-UNet for segmentation 

 

Table-3.1 Type and number of layers in UNet and En-UNet 

Layers architecture 2D Conv. Drop out 2D Max 

Pooling 

2D Conv. 

Transpose 

Concatenation 

UNet 19 9 4 4 4 

Proposed En-UNet 21 11 6 5 4 

 

 

3.6  RESULTS AND DISCUSSIONS 
 

A comprehensive study based on simulation has been accomplished and the proposed deep 

learning segmentation models are validated against various performance parameters. Training 

of the models is done in Google Colabs with GPU Tesla K80 (2496 CUDA cores).  
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The deep learning segmentation architectures (UNet and En-UNet) that are executed in the 

present work are validated against the RGB image data, where En-UNet have shown better 

results than UNet. The objective behind this experiment was to explore the performance of both 

the models on the segmentation task. The UNet achieved training and validation accuracies of 

93.19% and 95.36% respectively on segmentation of apples and encountered training and 

validation loss of 0.07 and 0.1086 respectively. The training and validation accuracies obtained 

by En-UNet are 97.46% and 97.54% respectively against training loss of 0.0657 and validation 

loss of 0.0618. The graphical representation of the accuracies and loss are depicted in Fig. 3.7. 

The predicted output should have a match of ground truth masks generated from the input RGB 

apple’s images. The generated masks and corresponding predicted output for both the 

architectures are shown in Fig. 3.8. From the figure it can be observed that the predicted output 

finds best match with the ground truth images for En-UNet over UNet. 

To evaluate the semantic segmentation model, IoU (Intersection Over Union) metric is very 

effective and commonly used. This IoU is also known as Jaccard Index. The IoU score of each 

class is calculated and then the mean IoU is computed to present a global IoU score on the 

semantic segmentation. The average IoU under a threshold of 0.95 with the input and 

predictions for the models used in the work is reported in Table-3.2 and the differences in the 

values of the mean IoU can be witnessed. The best IoU score achieved is 0.866 with En-

UNet and 0.66 with that of UNet. 

The segmentation results obtained from UNet and En- UNet are represented in Fig. 3.9 for a 

comparable visualization. Better results are obtained from the En-UNet model which can also 

be seen from the figure. The segmented outputs for both rotten and fresh apple are displayed. 

For rotten apple images the segmentation got enhanced in case of En-UNet segmentation and 

every region under rotten portion is present in the output image. 

In UNet, segmentation brings out lesser portion of rotten areas as compared to En-UNet. 

Moreover in case of fresh apples the result shows that UNet has segmented out some portion in 

the fresh apple owing to over segmentation whereas En-UNet has done justice to the task of 

segmentation and produced nearly the same output as the ground truth (black) for fresh apples. 

The total trainable parameters for UNet are 1,941,105 whereas those for En- UNet are 

6,005,617. The optimizer RMS Prop used for En- UNet also facilitated the architecture for 
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perfect finding of the minima. 

 
Figure 3.7 Accuracy and loss plot - (a) training and validation accuracy of UNet, (b) training 

and validation loss of UNet, (c) training and validation accuracy of En-UNet, (d) training and 

validation loss of En-UNet 

 

 

Figure 3.8 RGB image mask and predicted output (a–b) UNet, (c–d) En-UNet 



70 | P a g e  
 

 

 

Figure 3.9 Segmented output images of UNet and En-UNet 

 

3.7  CONCLUSION 

 
Real time semantic segmentation of rotten apples is carried out leading to categorization of fresh 

apples from the rotten ones. The RGB images of the rotten and fresh apples are fed to two 

architectures viz. UNet and En-UNet. Before feeding the image data to the networks, binary 

masks as ground truths are generated and then the predicted outputs are validated against the 

ground truths. Comparisons of both the models are carried out in terms of accuracy and IoU 

score. From the results, UNet achieved validation accuracy of 95.36% whereas En-UNet 

achieved 97.54% validation accuracy. The best mean IoU score under a threshold of 0.95 

attained by En-UNet is 0.866 and that of UNet is 0.66. The ability of the proposed work can be 

very much useful in the horticulture domain as well as fruit industries with fast automation 

system developed for good quality fruit detection and production of quality food products. The 
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present research work will definitely help the researchers with new ideas for building 

sophisticated automation system for smart agriculture and horticulture based industries. 

 

Table-3.2 Semantic segmentation with UNet and En-UNet and performance parameter –  

Mean IoU for different output Images (A stands for UNet and B stands for En-UNet) 

 

 
Input Image with predicted 

Output (UNet) 
 

 
Input Image with predicted 

Output (En-UNet) 

 
IoUA 

 
IoUB 

 
 

 

0.66 

 

0.86 

  

 

0.33 

 

0.35 

 
 

 

0.33 

 

0.45 

  

 

0.21 

 

0.27 

  

 

0.45 

 

0.50 
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Chapter-4 IMPLEMENTATION OF DEEP LEARNING 
ARCHITECTURES FOR CLASSIFICATION AND 
LOCALIZATION OF DIGITAL IMAGES 

 

 

4.1. INTRODUCTION TO CLASSIFICATION AND LOCALIZATION OF 

DIGITAL IMAGES  

In computer vision, the two-step classification and localization approach is used to recognize and 

locate objects in an image. It is frequently used in tasks involving object detection, where the 

objective is to identify the precise location of objects in an image by drawing bounding boxes 

around them, in addition to classifying the objects that are present in the image. 

The entire process of classification followed by localization is also known as detection. Finding 

and identifying numerous objects of interest within an image or a video is the process of object 

detection. Deep learning algorithms have been found to be robust and efficient in the detection 

process used in computer vision. It has revolutionized computer vision tasks, including object 

detection, owing to its ability to automatically learn hierarchical features from raw data. The key 

concepts and techniques involved in the detection process include classification and localization 

with the resultant output as detection. The deep learning algorithms with different sophisticated 

models have proved to be the best in detection procedure with efficacy. The algorithm is first 

trained to divide the entire image into various classes or categories. The classifier's job, for 

instance, would be to identify which class each image in a dataset of images of cars, bicycles, 

and pedestrians belongs to. Convolutional neural networks and other deep learning architectures, 

which are proficient at learning to extract features and make class predictions, are frequently 

used to accomplish this. Localizing the objects in the image is done in the second step after 

classification is complete. Finding the bounding boxes that enclose the objects of interest is the 

process of localization. It can be represented as a collection of four values for each object, 

typically written as (x, y, width, height), where (x, y) stands for the top-left corner coordinates of 

the bounding box and width and height stand for the box's dimensions.  
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An object detection system is created by combining the classification and localization steps. The 

system can recognize multiple objects in an image, classify them according to their respective 

functions, and provide bounding boxes around each object to show where it is in relation to other 

objects. A labeled dataset is necessary to train a classification followed by localization model. 

Images, class labels, and bounding box annotations for each object should all be included in this 

dataset. The model gains the ability to simultaneously categorize the objects and forecast their 

bounding boxes based on the provided annotations during training. 

Although object detection is a difficult task, it has many uses in a variety of industries, including 

robotics, autonomous vehicles, and surveillance. To increase the precision and effectiveness of 

object detection systems, researchers have created a number of methodologies and architectures, 

including Single Shot Multibox Detector (SSD), You Only Look Once (YOLO), and Region-

based CNN. R-CNN and Faster R-CNN are the state-of-the-art algorithms for the detection 

purpose. The development of R-CNN significantly improved the object detection process. It 

separated the region proposal and classification phases of the detection process into two steps. 

To begin, potential object regions were generated using selective search or other methods for 

region proposal. After that, CNNs were used to categorize and improve the bounding boxes of 

these suggested regions. R-CNN produced good accuracy but was slow because each region had 

to be processed separately. A region proposal network was introduced by Faster R-CNN and 

integrated into the object detection architecture. By directly generating region proposals from 

CNN features, the RPN makes the entire process trainable. Accuracy and speed were both 

increased by faster R-CNN as compared to R-CNN. 

In the present work, the localization of the objects is accomplished with the classifier as the 

backend architecture. Classification being the primary task is very important in localization. The 

classifiers are fine-tuned and customized with alteration of the various hyper-parameters for the 

best result generation. Three case studies have been carried out in the present research and the 

architectures are modeled in a new and novel methodology. For better and fast performance of 

the models, new models are designed in a hybridized manner with inclusion of traditional 

machine learning techniques. The hybrid models with customized classifiers for detection has 

proved to out-perform the state-of-the art models depicted in the result sections of each case 
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study. For each of the case studies, a comparative analysis has also been reported in the 

comparison tables. 

 

4.2. IMPORTANCE OF AI / ML IN MARITIME SURVEILLANCE 

The booming shipping industry with incredible rise in its number of ships and cargoes has led to 

prolific growth in maritime transportation accounting for 90% of international trade. It not only 

supports domestic and global manufacturing companies through transportation of their 

commodities and products; it also helps in delivering goods directly to consumers. Shipping is 

the lifeline of worldwide economy for export / import of various raw items and consumer 

products and thus special care needs to be adopted for global maritime safety. Even though 

maritime transportation has been a dominant support of global trade, its advancement also leads 

to traffic violations in the waterways and thus in spite of the growing traffic, the access to major 

trade commodities remains solely the main driving point in setting the maritime networks. The 

maritime trade has truly been struck in recent years owing to detection of illegal activities 

involving maritime terrorism, smuggling and sea-jacking [88]. These menaces put threat to 

global, regional and national economies; which if not curbed would lead to catastrophic 

disaster. Hence pledge for safe navigation of sea vessels and safety of sea activities demands 

surveillance of ocean ships in coastal countries [89-90]. It is herein that the automatic ship 

detection becomes utmost necessity for maritime security management and surveillance [91]. 

The primary functions of it are traffic flow monitoring, prevention of marine pollution and 

detection of illegal fishing and cargo transportation. Intelligent detection of ships by means of 

automation and computer vision makes the task easier and flexible. Sometimes, infiltration of 

the intruders through waterways causes big threat to the nation’s security. Here, movement of 

water vessels in irregular pathways is an identification of abnormality in the oceanic perimeter. 

Thus, computer aided detection system will be efficient in identification of such anomalies. In 

case of military, automatic ship detection helps in enhancement of maritime security through 

Intelligence, Surveillance and Reconnaissance (ISR) efforts [92]. A wide range of functionaries 

in the shipping industry encompasses the defense of territory and naval battles, dynamic harbor 

surveillance, monitoring of traffic and sea pollution, management of fisheries, etc. [93]. ISR 

involves development of highly sophisticated sensor systems required for collection of 
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increased volumes of heterogeneous data. Some typical sensors on-board an ISR enabled 

maritime patrol aircraft includes Electro-Optical/Infrared (EO/IR) camera, radar, Electronic 

Support Measures (ESM), etc. They facilitate capturing of environmental, individual and 

conventional signatures and subsequently generate large volumes of collected data. 

The critical job involving maritime security and civil management is typically accomplished 

with the help of Automated Identification System (AIS), which employs radio frequencies in the 

VHF band to wirelessly broadcast the location of the ships to the nearby receivers on other 

ships and land based systems [94]. The AIS is effective only when connected with transponder 

device on the ships; however the functionality ruptures if the transponder is disconnected or not 

installed on the ships. Satellite imagery under this condition is very helpful in detection and 

identification of the ships in the water bodies with the aid of machine learning algorithms. 

The promising technology for collection of ship / sea vessels related necessary data through 

high resolution images obtained using satellites and aerial remote sensing devices [95] are 

recent topics of worldwide research. Moreover during cyclones, large number of ships in the 

ocean sinks due to the fact that they remain cut-off from the land based systems. Hence, 

automatic ship identification with satellite images can assist in finding and rescuing the ships in 

the heavy cyclones; thereby saving many lives. The detection of ships from the high resolution 

remote sensing images sometimes become tedious owing to the disturbances like clouds, 

islands, mist, haze, coastlines, tides, etc. However, optical remote sensing images for ship 

detection are very popular these days owing to a plethora of applications in defense and civil 

domains. This satellite imagery can provide real-time position information for navigation 

management control and maritime search and rescue operation ensuring success and work 

safety at sea and on inland rivers. Additionally, it contributes to the administration and 

development of important coastal zones and harbors; endorsing ecological protection and sea 

health.  

Ship detection through remote sensing has gained lots of importance owing to the availability of 

high-resolution Synthetic Aperture Radar (SAR) images suitable for object detection and 

environment monitoring. These images are capable of providing high-resolution images of the 

oceans both during day as well as during night. It has proved to be an effective technology for 
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detection of ships and a hot research area throughout the globe [96-97]. These images are 

weather independent and are most suitable for monitoring maritime activities like ship detection 

and oil spills. The quad-polarization SAR (QP SAR) mode, amongst the different available 

polarimetric SAR modes, is found to capture the richest information of the observed area [98]. 

However, the linear dual-polarization SAR mode having lower system complexity supports a 

wider swath width [98] while the compact polarimetric SAR (CP SAR) mode provides a 

compromise between swath width and scattering information [99]. In [100], the authors have 

developed a novel algorithm for ships detection using low resolution SAR imagery for ships 

greater than 35 m length and using high resolution SAR imagery for ships greater than 32 m 

length. In [101], a segmentation method from CP SAR images is proposed for detection of ships 

in which pixel-wise detection is based on a fully convolutional network, U-Net. In [102], an 

enhanced GPU based deep learning method for ship detection using SAR images is reported. 

The authors proposed a modified deep learning framework called You Only Look Once version 

2 (YOLOv2) to model the architecture and train it. Moreover a new architecture with less 

number of layers called YOLOv2-reduced is also developed. The results exhibited better 

accuracy in ship detection with appreciable reduction in computational time. In [103], an 

absolute new detection method is reported to differentiate sea vessels from complex 

backgrounds from SAR image using proposed local contrast variance weighted information 

entropy (LCVWIE). 

The unique and state-of-the-art performance for detection of ships using optical remote sensing 

is reported in literature [104-105]. In [104], the authors proposed a fast and robust ship 

detection algorithm based on deep CNNs. Here, initially deep CNN is used for feature 

extraction and subsequently a RPN is applied for discrimination of ship targets. In [105], a 

Rotation Dense Feature Pyramid Networks (R-DFPN) framework was proposed which was 

found to detect ships effectively in different scenes including ocean and port. The surveillance 

video system is also reported to be used for ship detection [106-107]. In [106], the authors 

applied dynamic fusion technique on background subtraction (BS) and saliency detection (SD) 

technique results for final boat detection from maritime surveillance videos while in [107], the 

authors used a vision based autonomous landing algorithm for the same. For smart monitoring 

concerning effective utilization of port resources, detection and recognition of ships are very 
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vital aspects. However it imposes serious challenges owing to several issues like complex ship 

profiles, ship background, object occlusion, variations of weather, light conditions, etc. In [108], 

the authors propose an on-site processing approach called Embedded Ship Detection and 

Recognition using Deep Learning (ESDR-DL), in which the video stream is processed using 

embedded devices for accurate ship detection and recognition. In [109], an object detection 

system based on Histogram of Oriented Gradients (HOG) is proposed for finding ships in 

maritime videos. The work is further extended in [110], in which the author applied HOG-SVM 

(Support Vector Machine) detector to a ship detection system for quantitative evaluation. The 

results were very promising for ships with resolutions larger than 128 × 64. In [111], a novel 

multi-level ship detection algorithm is proposed for different offshore ships detection under all 

possible imaging variations using Multi-Scale Analysis and Fourier HOG Descriptor. In [112], a 

FCN with task partitioning for inshore ship detection in optical remote sensing images is 

reported. In [113], the authors proposed novel hierarchical complete and operational ship 

detection from space-borne optical images (SDSOI) approach based on shape and texture 

features, which is considered a sequential coarse-to-fine elimination process of false alarms. 

The rapid and continuous increase in the hardware computing power has resulted in the faster 

development of deep learning based algorithms for object detection. Deep learning algorithms 

have been extensively adopted for remote sensing image analysis. In [114], the authors 

proposed a novel detection algorithm called region-based deep forest (RDF) comprising of a 

deep forest ensemble with a simple region proposal network in order to discriminate ship 

targets. In [115], a CNN based novel method is proposed which starts from a global search for 

the relatively distinct ship head with an efficient classification network for inshore ship 

detection. In [116], an algorithm has been developed by the authors for ship detection by 

combining CNN with constant false alarm rate (CFAR) in which the proposed CNN is based 

upon the CFAR global detection algorithm and image recognition with CNN model. In [117], 

an effective novel rotation-invariant CNN (RICNN) model is proposed for detection of objects 

through introduction of a new rotation-invariant layer. In [118], determination of presence of 

ships or not from aerial image of visible spectrum is presented in which neural codes extracted 

from CNN is combined with k-Nearest Neighbor method to improve performance. In [119], a 

novel deep feature-based method is developed in order to detect the presence of ships in very 
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high-resolution optical remote sensing images. The authors have used a regional proposal 

network in order to generate ship candidates from feature maps produced by deep CNN. In 

[120], a CNN based effective ship detection framework in remote-sensing images is proposed 

wherein the framework is so designed so as to predict bounding box of ship with orientation 

angle information in complex remote-sensing scenes. In [121], the authors proposed a saliency-

aware CNN for ship detection using real time captured visual images. The proposed CNN 

framework consisted of exhaustive ship discriminative features like deep feature, saliency map 

and coastline prior. The authors in [122], with the help of deep networks, put forward a fast R-

CNN method for ship detection from high-resolution remote sensing imagery. This method 

proved to be an effective one for offshore and inland river ship detection from high-resolution 

remote sensing imagery. In [123], a ship detection and segmentation method was proposed 

based on an improved Mask R-CNN model capable of accurate detection and segmentation of 

ships up to the pixel level. The proposed model could successfully improve the feature maps in 

describing the features of the target. In [124], the authors developed a CNN based novel method 

for SAR image change detection. Here the prime idea focused on producing the classification 

results directly from the original two SAR images through CNN without the use of any pre-

processing operations. The developed algorithm was found to be robust in detecting ship targets 

under complex conditions such as wave clutter background, target in close proximity, ship close 

to the shore and multi-scale varieties. Even when applied to the change detection of 

heterogeneous images, the algorithm yielded satisfactory results. In [125], a new method of 

detection of ships for the land contained sea area is proposed. Here an island filter is used to 

minimize the existing false alarms from the island; use of CFAR is done to get candidates from 

the big map and finally CNN based classifier is used to separate false alarms from ship object. 

A new pooling called max-mean pooling is introduced in order to extract effective features in 

CNN flow. In addition to the above methods adopted in [125], a further extension is carried 

through use of threshold segmentation for quick execution of candidate detection [126]. 

Thereafter a two-layer lightweight CNN model-based classifier is designed to separate false 

alarms from ship objects at last visualization is achieved through ship prediction in vertical–

horizontal (VH) and vertical–vertical (VV) polarization. The model is found to perform with 

great accuracy for ship image with size less than 32 × 32. For small ship detection and to ensure 

autonomous ship safety, the authors in [127] proposed a novel hybrid deep learning method by 
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combining CNN with a modified Generative Adversarial Network (GAN). In [128], the authors 

proposed a novel ship detection method from remote sensing images based on multi-layer 

convolutional feature fusion (CFF-SDN). In the paper [129], the authors proposed a deep 

learning approach for detecting ships in harbour areas using DenseNet architecture as core CNN 

based classifier. 

In this chapter, the detection of ships is done with deep convolution neural networks. The work 

has been accomplished primarily by classification of the ships present in each image and 

thereby localizing its presence in the main frame. The classification of ‘Ship’ and ‘No-Ship’ are 

achieved using a 4-layer 2D CNN and the localization is attained by a bounding box at the 

specified co-ordinates. Followed by classification, the category of images only with ships is 

segmented by implementation of an auto-encoder with a pre-processed dataset. Hence the 

proposed model is a multi-neural network based framework and the results obtained are very 

satisfactory in terms of parametric studies. 

 

4.3. METHODOLOGY 

In this chapter, the detection of ships is accomplished with visible imagery satellite dataset 

‘Ships in Satellite Imagery’ [130] consisting of 4000 images. Here a multi-neural network based 

framework i.e., classification as well as segmentation of the images is presented, so dataset 

preparation is carried out for the mentioned two tasks. The overall workflow method is depicted 

in Figure 4.1. The labeled dataset comprising ship and no ship images are fed to the CNN 

classifier training model; the model gets trained generating training accuracy and loss. Followed 

by the training module, a test image is provided which is normally bigger in size than the training 

dataset. The big size image is then splitted into multiple frames of the size same as training 

images and are fed to the model. The model detects the presence or absence of ships in these 

frames and the location of the frames in the original image is stored in an array. The locations 

(pixel co-ordinates) are then matched in the original big size image and in the matched location if 

ship is present, a bounding box is activated for marking the detection of ships. On the other hand, 

the classified images with the presence of ships are fed to an auto-encoder where segmentation is 
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performed with some pre-processing of the images. The segmented outputs of the ships are 

marked in blue colour. 

 

4.3.1 Dataset 

The dataset is taken from ‘Ships in Satellite Imagery’ [130] available in Kaggle. These satellite 

captured imagery with the help of a constellation of small satellites are made available through 

Planet, a new commercial imagery provider. The dataset is extracted from Planet satellite 

imagery collected over the San Francisco Bay and San Pedro Bay areas of California. It consists 

of total 4000, 80 × 80 × 3 RGB labeled, images as ‘Ship’ and ‘No-Ship’ categories. The category 

with ‘Ship’ contains 1000 images and that of ‘No-Ship’ contains 3000 images.  

 

Figure 4.1 The workflow diagram of the proposed methodology 

 

The images under ‘Ship’ class are all near-centered on a single ship body. Inclusions of different 

types of ships in their various sizes, orientation and under different atmospheric conditions are 

also present in this dataset. However, for ‘No-Ship’ class, the dataset comprises of (a). images 

not having any ship portions but having different land cover features like water, vegetation, bare 

earth, buildings, etc., (b). images covering certain ship portions only i.e., partial-ships, and (c). 

images mislabeled owing to bright pixels or strong linear features. Further, for the efficient 

working of the CNN model, more data are generated from the available dataset with the use of 
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data augmentation technique. 16000 total images are considered for both classification and 

segmentation purposes. 8000 images generated with ‘Ship’ and 4800 with ‘No-Ship’ are taken 

into account for training purpose while the rest 3200 images comprising of a mixture of ship, no-

ship and some land cover areas are used for validation of the CNN model. Some typical dataset 

sample images are exhibited in Figure 4.2.  

     
(a) ‘No-Ship’ category of images 

 

     
(b) ‘Ship’ category of images 

 

Figure 4.2 Typical dataset sample images for ships and no-ships 

 

 

4.3.2 Data Pre-processing 

The data pre-processing is undergone in two steps for the two tasks – classification and 

segmentation. For classification purpose, the RGB satellite images are augmented using different 

operations like shear, rotate and stretch generating 12800 images for training and the remaining 

3200 images for validation. The two classes labeled images are shown in Figure 4.2. The RGB 

images before being fetched by the auto-encoder undergo a processing step as shown in Figure 

4.3. The RGB images classified as ships [Figure 4.4(a)] are first converted to grey images and 

then by means of thresholding and binarization, masks are produced [131] as shown in Figure 

4.4(b). Followed by masking, the original ship images and the masks undergo bit XOR 

operation. After the XOR operation, the images containing ships are marked in blue colour while 

the images with no-ship remains as it are. These images act as the ground truth data [Figure 
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4.4(c)] for the auto-encoder. The set of these ground truth images are fed to the training module 

of the auto-encoder system for segmentation tasks.   

 

Figure 4.3 Data preprocessing and generation of ground truth images 

 

4.3.3 Network Architecture 

 

The present work on detection of ships is accomplished using two architectural models – (a). 4-

layer CNN for classification purpose and (b). Auto-encoder for segmentation purpose. The CNN 

used here acts as a binary classifier producing two classes of outputs as ship and no-ship.   

 

A. 4-layer CNN for Classification 

A 4-layer CNN is implemented for binary classification comprising of CNN 2D, Maxpool 2D 

and dropout in each layer as shown in Figure 4.5. The output layer comprises of the flattening 

and the dense layer generating the classified outputs. The CNN classifier has been trained with a 

typical dataset [130]. The dataset has been augmented and prepared for training and validation. 

The classifier is trained with the augmented dataset and for the testing procedure; a new test 

input image is fed to the model. The size of the test input image is not the same as that of the 

training dataset of (80 × 80 × 3) size and hence the big size test input image is splitted into 
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multiple grids of size 80 × 80 × 3. The portions of the big sized image are now fed to the system 

model and the system verifies for the presence or absence of ships in the particular grid. If the 

classification result comes true then the particular location of the grid in the original frame is 

stored in an array. Followed by accumulation of the co-ordinates (the grids), the localization of 

ships in the original image is accomplished by bounding boxes in the locations (stored in the 

array) of the original test image. The bounding boxes established at different points in the image 

shows the presence of any ship or vessel in the water body. The network architecture of the CNN 

classifier is illustrated in Table-4.1. 

 

    

(a) Original RGB Images  

    

(b) Generated Masks 
 

    
 

(c) Generated Ground Truth Images 
 

Figure 4.4 Created dataset: Conversion of RGB (original images) to corresponding binary 

masks and ground truth images 
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Table-4.1 The architecture of 4-layer 2D CNN 

Layer (type) Output Shape Parameter Num. 

conv2d_10 (Conv2D)            (None, 80, 80, 32) 896 

max_pooling2d_6 (MaxPooling2D)      (None, 40, 40, 32) 0 

dropout_5 (Dropout) (None, 40, 40, 32) 0 

conv2d_11 (Conv2D)       (None, 40, 40, 32) 9248 

max_pooling2d_7 (MaxPooling2D)          (None, 20, 20, 32) 0 

dropout_6 (Dropout)        (None, 20, 20, 32) 0 

conv2d_12 (Conv2D)       (None, 20, 20, 32) 9248 

max_pooling2d_8 (MaxPooling2D)         (None, 10, 10, 32) 0 

dropout_7 (Dropout)       (None, 10, 10, 32) 0 

conv2d_13 (Conv2D)   (None, 10, 10, 32) 102432 

max_pooling2d_9 (MaxPooling2D)      (None, 5, 5, 32) 0 

dropout_8 (Dropout)    (None, 5, 5, 32) 0 

flatten_1 (Flatten)    (None, 800) 0 

dense_2 (Dense)   (None, 512) 410112 

dropout_9 (Dropout)       (None, 512) 0 

dense_3 (Dense) (None, 2) 1026 

Total parameters: 532962, Trainable parameters: 532962, 

Non-trainable parameters: 0 

 

 

Figure 4.5 Block diagrammatic representation of 4-layers CNN 

 

B. Auto-encoder 
 

A very useful property which the auto-encoder possesses is the automatic learning from the data 

examples. Auto-encoders do not require any innovative engineering but requires an appropriate 

training data. The auto-encoder undergoes mainly the compression and decompression functions 
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implemented by the neural networks. It performs segmentation tasks effectively and shows 

promising results. In this chapter, along with classification of ships, the semantic segmentation in 

ships is also carried out using auto-encoder model. In semantic segmentation, different clusters 

of pixels are assigned to a specific class. A processed dataset has been created for training of the 

auto-encoder as shown in Figure 4.4. Creation of such masked dataset is of great importance 

while undergoing semantic segmentation task with auto-encoders. The images which have been 

classified in the earlier step as ‘ship’ are now segmented implementing the auto-encoder for a 

detailed representation. The auto-encoder in general includes the encoder and the decoder blocks. 

The encoder after fetching the input image data maps the input data into compressed data or 

latent space where similar points remain close together. On the contrary, the decoder blocks 

maps those data points to target size output. The decoder block performs the up-sampling of the 

data points at different layers and reaches to the softmax layer. The working model output is 

shown in Figure 4.6. The network architecture of the auto-encoder is illustrated in Table-4.2.  

 

 

 

Figure 4.6 Block diagrammatic representation of Auto-encoder 
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Table-4.2 The architecture of Auto-encoder 

Layer (type) Output Shape Parameter Num. 

input_2 (InputLayer) (None, 80, 80, 3) 0 

conv2d (Conv2D) (None, 80, 80, 32) 896 

max_pooling2d (MaxPooling2D) (None, 40, 40, 32) 0 

conv2d_1 (Conv2D) (None, 40, 40, 64) 18496 

max_pooling2d_1 (MaxPooling2D)    (None, 20, 20, 64) 0 

conv2d_2 (Conv2D) (None, 20, 20, 128) 73856 

conv2d_3 (Conv2D)    (None, 20, 20, 128) 147584 

up_sampling2d (UpSampling2D)     (None, 40, 40, 128) 0 

conv2d_4 (Conv2D)  (None, 40, 40, 100) 115300 

up_sampling2d_1 (UpSampling2D) (None, 80, 80, 100) 0 

conv2d_5 (Conv2D) (None, 80, 80, 3) 2703 

Total parameters: 358835, Trainable parameters: 358835, 

Non-trainable parameters: 0 

 

 

 

4.4  RESULTS AND DISCUSSIONS 
 

In this chapter two types of model architectures have been considered for classification and 

segmentation procedures. The architecture models have been executed in a system with 4GB 

DDR5 Graphics Memory and GPU - NIVIDA 740mx. The implemented 4-layer CNN classifier 

incorporates the stochastic gradient descent (SGD) optimizer with a learning rate of 0.01 and 

momentum of 0.9. Cross-entropy specifies the loss function of this typical model. The total 

number of trainable parameters demonstrated by the model is 532962. The model summary has 

been reported in Table-4.1. The classification model has been trained and validated against the 

RGB satellite images. The CNN model has generated very promising results in terms of 

training and validation accuracy and loss. 99.5% of validation accuracy and 99.2% of training 

accuracy are achieved with the model for classification task. Apart from training and validation 

accuracies, other performance parameters have also been studied viz., Precision, Recall, F-score 

and were proved to be very impressive in terms of their values. The accuracy and loss graphs of 

the classifier model are shown in Figure 4.7(a) and Figure 4.7(b) respectively and the 

parametric studies are reported in Figure 4.8. The confusion matrix for the binary classifier 

model is also shown in Figure 4.8 predicting 590 times true-positive (TP), 2 false-negative 

(FN), 1 false-positive (FP) and 210 true-negative (TN). From the confusion matrix it is quite 
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evident that the classification for ship and no-ship has been highly accurate with higher values 

of TP and TN. The Precision, Recall and F-score have also come up with satisfying values 

validating the work. The output image with the detected ships and the corresponding original 

image are shown in Figure 4.9. 

 

  
(a) Training and Validation Accuracy of CNN classifier (b) Training and Validation Loss of CNN classifier 

 

Figure 4.7 Accuracy and loss plot of CNN classifier model 

 

 

 

 

 

 

Different Parameters 

 

Precision = 0.998 

Recall = 0.996 

F1-score = 0.996 

 

Figure 4.8 Confusion Matrix of CNN classifier model 

 

 

In this chapter, it has already been mentioned that the work is accomplished using two 

approaches, i.e., classification and segmentation. The system is designed with a robust 

systematic approach to localize as well as segment the anomalies on water bodies from low 
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resolution satellite or drone images. The auto-encoder’s performance in terms of accuracy and 

loss are shown in Figure 4.10 attaining 84.2% training and 85.1% validation accuracies which 

are quite remarkable.  

 

 

(a) A test input image 

 

(b) Ships detected in the image 

Figure 4.9 Detection of ships in a test input image 

 

 

IoU metric, also termed as Jaccard Index, is very effective and commonly used for evaluation 

of any semantic segmentation model. The segmented image should have a match of the ground 

truth masks from the satellite input image data. The output obtained after segmentation best 
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matches with the generated masks depicting notable output for the segmentation of the ship as 

shown in Table-4.3. The IoU score is calculated for each sample output as witnessed from 

Table-4.3. The best IoU achieved is 0.77 with this dataset using the auto-encoder model. For 

the auto-encoder, the total trainable parameters are 358835. Sigmoid activation function is 

exercised in the model at the last stage. The model has been compiled in 50 epochs with batch 

size of 128. The time complexity of the model is 2.5 hours approximately for the training with 

the mentioned specification of the GPU. 

Interpretation by the neural network about the decision making regarding classification and 

segmentation is very important in terms of generated output. Heat maps are the result of the 

interpretation made by neural network about the accomplishment of the task done by the 

networks. It is very trivial to know that where the network is looking into or on what features 

the network is relying for making a decision. Hence in practical real world cases it is absolutely 

essential to monitor the visualization of the neural network. A sliding window technique is used 

here and the probability of predictions at each point is calculated. A heat map of the 

corresponding image is generated using those probability values. The heat maps generated for 

the sample images are shown in Figure 4.11. A comparison of the proposed model with other 

models for detection of ships as available in literature is enlisted in Table-4.4. 

 

 

  
(a) Training and Validation Accuracy of Auto-encoder (b) Training and Validation Loss of Auto-encoder 

 

Figure 4.10 Accuracy and loss plot of Auto-encoder model 
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Figure 4.11 Typical Heat maps of the sample images 

 

4.5  CONCLUSION 

 
Detection and segmentation of ship are carried out in the water body based on satellite images 

(remote sensing imagery). The satellite RGB images of ships and no-ships are assembled over 

the San Pedro Bay and San Francisco Bay areas in California. The set of images are fed to the 

model for classification and thereafter localization and segmentation of the ships in the water 

body is realized. Results obtained from the CNN classifier model illustrate a validation 

accuracy of 99.5% and that of the auto-encoder is 85.1%. Other parameters like precision, recall 

and F1-score have also been studied and extracted in case of the classifier model with very 

good convincing values. The best IoU score attained by the segmentation model (auto-encoder) 

is 0.77. The ability of the proposed model can be very much useful in the areas of maritime 

security management and surveillance, monitoring of traffic, finding and rescuing ships in 

heavy cyclones, maritime search and rescue operations, navigation management control, etc. 

The future scope of the present work primarily concerns about the superimposition of the 

segmented ship images over the original images. Also ship detection can be materialized 

through remote sensing using high resolution SAR images.  But as these images suffer from 

noise, hence these images can be first de-noised using deep learning approach, often used in 

dehazing technique, and they can be then further processed to yield the desired result. Hence 
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this approach can also be considered as a future scope of the present work. The sophistication 

of the model lies in its novel design, ability to classify, locate and segment the object of interest. 

Real time implementation of such automated system design will reduce the complexity in terms 

of time, cost, installation and maintenance. 

 

Table 4.3: IoU metric of the segmented images 
 

Original Image Ground Truth Image Segmented Output IoU 

  
 

0.4 

  
 

0.77 

   

0.35 

  
 

0.39 

  
 

0.4 

 



93 | P a g e  
 

Table-4.4 Performance analysis of the proposed model with that of other models for ship 

detection 

(Parameters: A – Accuracy, P – Precision, R - Recall) 

 

Detection of ships Architecture / Dataset Parameters 

Ship detection based on 

YOLOv2 [15] 

Faster R-CNN / SSDD 

YOLOv2 / SSDD 

A = 70.63% , P = 70.63% 

A = 90.05% , P = 90.05% 

Faster R-CNN / DSSDD 

YOLOv2 / DSSDD 

A = 68.43% 

A = 89.13% 

Ship detection in optical remote 

sensing images [25] 

FCN / Optical remote sensing dataset 

(Google Earth & GaoFen-2 satellite) 

P = 96.1% , R = 91.7% 

 

Ship detection using satellite 

imagery [42] 

DenseNet / Satellite imagery A = 96.93% 

Proposed model  CNN / Satellite imagery A = 99.5% , P = 99.8%,  

R = 99.6% 

 

 

4.6. IMPORTANCE OF AI / ML IN AGRICULTURE 

Agriculture is one of the oldest occupations practiced worldwide in the majority of the countries. 

It forms an important aspect of sustainability and survivability. India being a country primarily 

having an agriculture-based economy, hence a major part of India’s population is either directly 

or indirectly linked to agriculture. Moreover, agricultural exports majorly contribute to the 

country’s GDP. According to the available data, the global population is expected to reach 10 

billion by 2050 which in turn would require agricultural productivity to increase by at least 70%. 

With increase in world population, the demand for agricultural products has increased manifold. 

As further cultivable land area cannot be increased, hence the only way to increase the amount of 

agricultural production is to enhance the productivity of the existing lands. Agriculture in many 

parts of India is still practiced manually in a traditional manner, involving lots of manpower and 

man-hours. Among several aspects of agriculture, keeping crops disease-free is an important 

facet. This is done manually and may turn out to be inaccurate owing to some limitations and 

incorrect judgments of humans which in this case might result in catastrophic consequences; the 

worst being the whole crop getting ruined. This is a problem that no farmer can afford and hence 

resort to Artificial Intelligence (AI) based solutions. AI in agriculture serves a better pathway to 

analyze real-time problems faced by the farmers in day-to-day life. One of the common problems 
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faced is the invasion of pests, which deteriorates the quality of the crops. The main challenge lies 

in detecting the diseases caused due to the attack of these pests and for which farmers need 

innovative technologies to combat such attacks. The joint venture of Computer Vision and 

Artificial Intelligence makes it a great way to solve such kinds of problems. The most promising 

factor that rules AI is that it uses real-time data not only to predict the emergence but also the 

identification of the pest and diseases before it takes a huge shape. Therefore, the main motto of 

developing such automated systems using AI is to reduce the vulnerability of pest attack and to 

preserve the quality of production. 

Plant disease detection using Deep Learning techniques such as classification and detection has 

become a crucial aspect in monitoring and analyzing the productivity of each and every specific 

species of plant. As compared to traditional classification networks, techniques involving deep 

learning yields better results for real-time identification of plant leaf diseases [132]. These are all 

headed under the latest improvements in computer vision aided systems to efficiently provide 

solutions for multiple plant diseases as the existing method for disease detection is through naked 

eyes which require lots of effort and is time consuming as well [133]. Therefore to reduce this 

problem Deep Learning has been introduced which involves a robust process with higher 

accuracy for accurate diagnosis of the respective diseases [134]. 

In this chapter, the detection of Tomato leaf diseases is accomplished with a Deep Learning 

approach combined with Machine Learning technique. The overall framework depicts the 

classification of Tomato leaf images into healthy and diseased ones and then implementation of 

the images for different categories of disease detection. The entire work has been implemented 

using Deep Neural Networks, especially using CNN architectures and Principal Component 

Analysis (PCA) and this new model is named as PCA DeepNet. The PCA work as the primary 

feature extractor followed by the customized deep neural networks for classification and 

detection purposes.  The convolutional deep learning networks are basically chosen to reduce 

computational cost and for smooth classification; thereby helping in development of an 

intelligent systems assisted tomato leaf disease detection. SSD and F-RCNN are used for 

detection purposes. In F-RCNN, the detection steps are carried out in two steps unlike SSD and 

hence a more accurate detection is obtained using F-RCNN [135]. 
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The major contributions of the work are listed below which differentiates the presented PCA 

DeepNet from the existing works available in literature: 

 The work is methodized by a hybridized framework consisting of GANs, conventional 

PCA, customized CNN classifier and detection architecture for respective purposes.   

 The system consists of a customized neural network which is basically structured using 

10 convolutional neural layers. This is formulated utilizing a feed forward network where 

the method of down-sampling and up-sampling is predominant and the work is tuned 

using several hyper-parameters like Learning rate, Optimizers, Activation Functions to 

enhance the performance of the model. 

 The changes made in the dropout values, pooling layers and max pooling layers gives the 

proposed work a better formulation and thus reduces time complexity of the entire 

system. The lesser time consumption is compared with respect to the hardware and 

software specification mentioned later in the results and discussion section. 

 The newer system which has not been implemented earlier generates better accuracy and 

other performance metrics like precision, recall, F1-measure scores. 

 The novelty of the overall framework is materialized through a customized hybridized 

model involving classical machine learning model along with deep neural networks 

which are structured in such a way so as to outperform any of the existing works. 

 

4.7. RELATED WORKS 

Detection and classification methods for different diseases in leaves, plants and crops have been 

exhaustively studied in the recent past. Even studies involving the causes of diseases in crops 

through attack by different pests have also been investigated to reduce the crop yield losses 

[136]. The classification of leaf diseases using deep learning is mainly done with the help of 

Transfer learning techniques. In [137] a light weight transfer learning based approach is adopted 

for efficient detection of tomato leaf diseases. Herein a pretrained MobileNetV2 architecture 

along with a classifier network is used for prediction yielding 99.3% accuracy. Also the 

MobileNetV2 architecture has been used in [138] for Bean leaf diseases classification yielding 

more than 97% and 92% accuracy results on training and testing dataset respectively.  In [139] a 

brief analysis shows that the VGG family provides better accuracy while validating the dataset 
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for classification as well as detection and VGG 16 gave an accuracy of 99.25%. The state-of-the-

art results was also generated when several other CNN architectures like Resnet-50, Xception, 

Mobilenet, ShuffleNet, Densnet121_Xception were used for feature extraction and studies on the 

comparative detailing of these architectures [140] revealed that Densenet121_Xception gave the 

best training accuracy of 97% followed by ShuffleNet which could only give 83.68. Many more 

CNN classification architectures like AlexNet and SqueezeNet highlighted some of the good 

parameters for a detailed study. In [141] a compact CNN is proposed by the authors for tomato 

leaf disease identification involving six layers network. Another new model based on CNN 

Architecture was developed with Adam optimizer and with the help of Image Augmentation an 

accuracy of 96.55% was achieved. Also by using CaffeNet Architecture and fine-tuning the data 

a similar accuracy of 96.3% was obtained by authors in [142]. Leaf disease detection has been 

subjected to several other comparative studies using Alexnet and ResNet by [143] where 

AlexNet fetched a better accuracy of 97%.  

Authors in [144] have developed their own feature extraction technique using Gray-Level Co-

occurrence Matrix (GLCM), Complex Gabor Filter, Curvelet and Image moments; further they 

have trained their Neuro-Fuzzy logic classifier with feature extractor using MATLAB simulation 

tool. Another approach to implementing MATLAB is used in [145], where Image-Segmentation 

and feature extraction using Color co-occurrence method is proposed and finally classification is 

done using Back Propagation Neural Network (BPNN). In recent years many new upcoming 

techniques have been formulated using deep learning, some of which are Precision farming to 

enhance production and Soft Computing Technologies involving Segmentation processes. 

In recent years, machine learning has enabled creation of newer ways for efficient disease 

detection. In [146] a survey on different machine learning classifiers like SVM, k-nearest 

neighbor and fuzzy logic has been carried out to get an overview of these algorithms. Many 

changes in algorithms and techniques were done later on to create better output using clustering 

and classification techniques. Algorithms such as SVM and K-mean Segmentation also 

generated better accuracy of 90%. A new method presented in [147] used low-level features of 

Luminance and colour along with multi-scale analysis for determining saliency maps and then 

using k-means algorithm for soybean leaf disease detection. Another approach [148] is adopted 

using SIFT for extraction of features and analyzing the results using an SVM classifier. Some 
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researchers use different architectures and algorithms to acquire the desired results. In [149] the 

images were segmented using K-Means Clustering, extracted the features with GLCM and LBP 

and finally classified them using SVM. Regression techniques were used by researchers as 

reported in [150] where SVR (Support Vector Regression) and GPR (Gaussian Process 

Regression) have been used. SVR was used in the estimation of biochemical and biophysical 

parameters of the plant while GPR, a kernel-based machine learning method, was used for 

nonlinear regression problems. 

GANs (Generative Adversarial Networks) are widely used nowadays by researchers as tools for 

image augmentation. GANs increase efficiency of classification models to a greater margin. 

Researchers in [151] proposed the first work using GANs for synthetic augmentation of the 

dataset in improving performance of plant disease recognition. Authors optimized the activation 

reconstruction loss (ARL) function that put forward an enhanced AR-GAN, comparing it with 

prominent existing models.  

The proposed model provided a significant increase of about 5.2% in the classification accuracy 

as compared to the classical ones. As reported in [152], using DCGAN to augment the dataset, 

researchers were able to achieve 20% higher accuracy than those using conventional tools for 

augmentation. GANs were also able to solve another major problem of data imbalance or class 

imbalance; also providing endless high-quality data. In [153], Double GAN approach is adopted 

wherein two GANs are used to obtain a pre-trained model and SRGAN is used to increase the 

residual network to prevent overfitting. Researchers in [154] have generated augmented images 

using C-DCGAN (Conditional Deep Convolutional GAN) as the input to VGG16 and found 

average accuracy to be around 28% higher than conventional methods like rotation and 

translation. Authors in [155] augmented four types of grape leaf disease with a novel Leaf GAN 

model. The experimental results revealed that the Leaf GAN model could make the images 

highlight the disease and could also generate enough synthetic grape leaf disease images, proving 

that the method is superior in comparison to DCGAN and WGAN. 
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4.8. METHODOLOGY 

The proposed PCA DeepNet is meticulously designed for performance where each and every 

step of data preparation and analysis has been optimized for best results. The pre-processed 

image data is first made to go through an augmentation process using GANs, where the data is 

refined and made more trainable for further processes. Then the data is processed with a feature 

extraction technique performed using conventional PCA. Thereafter, the classification of the 

data, which is the highlight of PCA DeepNet, is done using a customized CNN Classifier 

specifically designed to process the data. At last, the classified outputs are detected using a faster 

region-based CNN. The overall system workflow is shown in Figure 4.12. 

 

 

 
Figure 4.12 Block diagram of overall System 

 

 

4.8.1 Dataset 

For training a Deep Learning model to be able to classify precisely and with high accuracy, an 

image dataset with proper and balanced image samples is very essential [156]. The larger the 

dataset size, the more accurate the deep learning model can be obtained. Here, the Plant Village 

dataset [157] is selected which is an open-source agricultural disease dataset. It is a collection of 
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more than 56000 images divided into 38 classes consisting of 19 crops (apple, grapes, tomato, 

potato etc.). The dataset consists of high-quality images of leaves in .jpeg format with a width of 

5472 pixels and a height of 3648 pixels. Among the 19 crops, only tomatoes are taken into 

consideration and some of them are shown in Figure 4.13. The tomato data is distributed into 10 

different classes namely Late_blight, Healthy, Early_blight, Seportia_leaf_spot, 

Yellow_leaf_curl_virus, Bacteria_spot, Target_spot, Mosaic_virus, Leaf_mold and 

Spider_Mites_two_spotted_sider which consists of a total of 18,128 images of tomato leaves. 

Table 4.5 highlights the overall data employed in this work. The enlisted table also throws light 

on the entire images utilized to carry forward the current framework. Thus a multi-class 

classification of the dataset is performed in the presented work. 

 

Figure 4.13 Dataset images – (a) Healthy (b) Late_blight (c) Early_blight (d) Seportia_leaf_spot 

(e) Yellow_leaf_curl_virus (f)  Bacteria_spot (g) Target_spot (h)  Mosaic_virus (i)  Leaf_mold (j) 

Spider_Mites_two_spotted_spider 
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Table 4.5 Detail Information of Dataset employed 

 

Tomato leaf Diseases Classes Total images 

Per classes 

Training 

images 

Testing 

images 

Tomato Bacterial Spot 2126 1488 637 

Tomato Early Blight 1057 740 317 

Tomato Late Blight 1938 1356 582 

Tomato Leaf Mold 952 667 285 

Tomato Septoria Leaf Spot 1860 1302 558 

Tomato Spider Mites 1700 1190 510 

Tomato Target Spot 1386 971 415 

Tomato Yellow Leaf Curl Virus 5456 3819 1637 

Tomato Mosaic Virus 400 280 120 

Tomato Healthy 1662 1163 499 

 

 

4.8.2 Data Pre-processing 

The collected data which is used as input images are pre-processed to make it trainable with the 

proposed model. The whole dataset consisting of 18,128 images is split into training and 

validation sets in ratio of 7:3, where each set consists of all the 10 classes. After the segregation 

of the dataset, each and every image is combined separately according to the diseases. The 

graphical representation of the overall data pre-processing technique is exhibited in Figure 4.14 

while its schematic representation is shown in Figure 4.15. In the proposed work a classical 

method of splitting the data into train and test is carried out to grasp the convenience of easy 

compatibility with the current dataset.  

 

Figure 4.14 Graphical representation of data pre-processing 
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Figure 4.15 Schematic diagram of Data Pre-processing 

 

4.8.3 Annotation 

Annotation of the images plays a major role in detection of different diseases. The annotation of 

the images in this work is mainly done using labeling software, an open source graphics 

annotation tool. The images are labeled using bounding boxes; the most commonly used type of 

annotation in object detection and localization tasks. Figure 4.16(a) and Figure 4.16(b) depict the 

picture and the XML document associated to label these images using python. The different 

kinds of diseased images have been identified by professional experts in the agriculture domain.  

Detailed information about the annotation of each class is given in Table 4.6. The entire table 

contains all the detail information regarding all the images which are annotated for computing 

the detection process. The annotation is done in PASCAL format since the detection architecture 

used in the presented work is Faster Region Based Convolutional Neural Network. 

Table 4.6  Detail information of Image annotation 

Tomato leaf Classes from Plant 

Village Dataset 

Annotation 

Labeling 

Total images 

Per classes 

Training 

images 

Testing 

images 

Tomato Bacterial Spot Tomato_BS 2126 1488 637 

Tomato Early Blight Tomato_ER 1057 740 317 

Tomato Late Blight Tomato_LR 1938 1356 582 

Tomato Leaf Mold Tomato_LM 952 667 285 

Tomato Septoria Leaf Spot Tomato_SLS 1860 1302 558 

Tomato Spider Mites Tomato_SMP 1700 1190 510 

Tomato Target Spot Tomato_TS 1386 971 415 

Tomato Yellow Leaf Curl Virus Tomato_YLCV 5456 3819 1637 

Tomato Mosaic Virus Tomato_MV 400 280 120 

Tomato Healthy Tomato_Healthy 1662 1163 499 
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Figure 4.16 Annotation of Tomato Leaf Images (a) Annotated image (b) XML document 

 

4.8.4 Data Augmentation 

Data augmentation is a technique of refining the dataset which facilitates the training of 

classification models. In agricultural disease datasets like the Plant Village dataset, the onset 

period of certain diseases is shorter, which makes it difficult to collect enough samples of them. 

In the field of deep learning, small sample size and data imbalance are major factors leading to 

poor recognition and classification. As a mitigation technique, data augmentation is applied to 

artificially increase the amount of data by generating new data points from existing data. Here 

GANs have been used as a modern approach to data augmentation. Unlike any other 

conventional augmentation models, GAN aims at learning the distribution of a training dataset to 

generate new (synthetic) data instances. The GAN model comprises two sub-models: generator 

and discriminator, which work against each other. The discriminator is trained on both real and 

fake data. It learns to get better at distinguishing the generated fake data and real data and the 
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generator learns to generate more realistic new data points from random inputs. The process 

continues until the generator can create data instances that the discriminator cannot distinguish 

from real data. Out of the various types of GANs suitable for different purposes, here CycleGAN 

is used owing to its suitability for image augmentation. The most important feature of 

CycleGAN is that it can perform image translation on an unpaired image where there is no 

relation between input and output images. A diagrammatic representation of the above process is 

shown in Figure 4.17. 

 

Figure 4.17 Image Augmentation using CycleGAN 

 

4.8.5 Feature Extraction 

The datasets commonly available these days have hundreds of features. If the number of features 

becomes similar to the number of observations stored in a dataset, then this can certainly lead to 

over fitting of the model. Amongst the different available Feature Extraction techniques, herein 

the presented work is accomplished using a classical machine learning feature extraction method 

known as PCA which is an unsupervised linear dimensionality reduction technique mainly used 

for feature extraction and reduction of image dimensions. PCA is primarily chosen as it aims 

toward finding the direction of maximum variance in high dimensional data; thereby helping in 

easy identification of the object. PCA helps to project the original data into a set of orthogonal 

axes and each of the axes gets ranked in the order of importance [158]. Figure 4.18 shows the 

projection of different classes of tomato leaf after evaluating the eigen vectors using PCA. 
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Figure 4.18 Projection of different classes of leaf after implementing PCA 

 

4.8.6 Image classification 

Classification of images has been done using many hybrid models which includes a mixture of 

machine learning and deep learning models namely viz. AlexNet-SVM [159]. Classification is a 

major technique for classifying the diseased one amongst the healthy leaves. This step includes 

the usage of several machine learning models like SVM and KNN [160]. Classification of 

images can also be performed  using pre-trained CNN models like Resnet-50, Xception, 

Mobilenet, ShuffleNet, Densnet121_Xception, AlexNet, GoogleNet, VGGNet [161] etc. The 

pre-trained models are saved networks that had been previously trained on a large scale dataset. 

It includes all steps like data augmentation, feature extraction, image classification etc. unlike the 

proposed PCADeepNet where each step is customized according to the dataset for providing best 

results. For classifying the images, CNN is customized in such a way so that it contains a stack 

of 10 Conv2D layers where each convolutional layer consists of a pooling layer, dropout, a max-

pooling layer and the activation function ReLU.  

ReLU is best suited for multi-class classification and does not saturate for the positive value of 

the weighted sum of inputs. An input image is fed to the classifier after extracting the features 

using PCA. A series of 10 layers is made which consists of kernel size, stride and padding layer 
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of different values as shown in Figure 4.19. The entire classifier is structured in such a way that 

the first five convolutional layers consist of a feed forward neural network that increases in size 

from 32 to 512. The next set of convolutional layers presenting down-sampling are concatenated 

with the previous layers of up-sampling. In the following model, the up-sampling method is 

utilized and conv6, conv7, conv8 and conv9 are designed by concatenating layers (conv5,conv4), 

(conv6,conv3), (conv7,conv2), (conv8,conv1) respectively.  In the present work, Categorical 

Cross-Entropy is used as the loss function; the formula for the same is given in equations 4.1 and 

4.2 respectively. Equation 4.1 is for the Softmax activation function and equation 4.2 stands for 

the Cross Entropy. 

𝑓(𝑠)𝑖 =
𝑒𝑠𝑖

∑ 𝑒
𝑠𝑗𝐶

𝑗

 ................................................................ (4.1) 

𝐶𝐸 =  − ∑ 𝑡𝑖  log (𝑓(𝑠)𝑖)
𝐶
𝑖  .............................................  (4.2) 

Here f(s) is the function, C is the class for which the probability needs to be calculated. The letter 

t stands for the target vector. The classifier also uses Adam as an optimizer with a learning rate 

of 0.01 and a momentum of 0.9 respectively. The mathematical formula associated with it is 

given in equation 4.3. 

𝑚𝑛 = 𝐸 [𝑋𝑛] ……………………………………….(4.3) 

where m is the moment and X is the random variable and n is the expected value of the moment. 

The outer layer is the fully connected layer which comprises the input from the convolutional 

layer 9 with a sigmoid activation function. The computation of the classifier using 35 epochs is 

performed and overall training time reaches to 25 min. However an early stopping [162] function 

callback is used for resolving the problem of over fitting. The hybridized framework is trained 

using a huge dataset and the limited GPU helps in consumption of less time; thereby boosting the 

proposed work with utilization of less computational resources. The inference time calculated for 

the present classifier is less than any other models used. Thus the work highlights the efficacy of 

the presented work effectively. 
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Figure 4.19 Schematic representation of the classifier model 

 

4.8.7 Performance Parameters 

The performance of the PCA DeepNet classifier model is evaluated based on several metrics 

which are calculated using True positive and True negative (Tp & Tn) and False positive and 

False negative (Fp & Fn) values obtained from the confusion matrix while training the models 

[163]. 

1. Accuracy – It is the most crucial and intuitive performance measure which ensures the 

percentage of correct prediction based on the total number of observations present. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (𝐴𝐶𝐶) =
𝑇𝑝+𝑇𝑛

𝑇𝑝+𝑇𝑛+𝐹𝑝+𝐹𝑛
 ......................  (4.4) 

2. Precision – Also called Positive Predictive Value, it represents the number of samples 

actually and predicted as positive from the total number of samples predicted as positive. 

The precision measures the model’s accuracy in classifying a sample as positive. In some 

cases, precision is preferred over recall because it does not depend on the false negative 

values which rules out the problems arising due to class imbalance. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝑃𝑃𝑉) =
𝑇𝑝

𝑇𝑝+𝐹𝑝
 .............................................  (4.5) 
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3. Recall – It is the number of samples actually and predicted as positive from the total 

number of samples actually positive. It gives a measure of how accurately the model is 

able to identify the data specifically the true positives. 

𝑅𝑒𝑐𝑎𝑙𝑙 (𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦) =
𝑇𝑝

𝑇𝑝+𝐹𝑛
 .............................................  (4.6) 

4. F1-Measure – The F1-Score combines the precision and recall of a classifier into a single 

matrix by taking their harmonic mean. It measures a model’s accuracy for a dataset. It is 

used to compare the performance of two classifier models. 

𝐹1 − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 = 2 ∗
𝑇𝑝

2∗𝑇𝑝+𝐹𝑝+𝐹𝑛
 ..........................................  (4.7) 

 

4.8.8 Detection 

The proposed approach of the work is to train the data using customized PCA DeepNet model. In 

case of detection, the authors have used the model F-RCNN. In Faster RCNN, PCA DeepNet is 

used as the backbone architecture for training. An input image is used to train the model. This 

detected as well as perfectly localized the images due to its improved architecture. It uses two 

networks – one for region proposal and another for object detection. It consists of 9 anchors for 

creating bounding boxes of specific size. The output obtained in this architecture is due to the 

RPN which easily classifies the diseased and the healthy Tomato Leaf in the form of rectangular 

bounding boxes by reframing the anchor. The training accuracy of this model is higher. The 

architecture used produces an IoU score of 0.95 with a threshold score of 0.8. The entire process 

is diagrammatically represented in Figure 4.20. 

 

4.9. RESULTS AND DISCUSSION 

A detailed and exhaustive study has been carried out while validating the PCA DeepNet 

classifier model. The overall training has been processed using Google Colab with GPU 

specification of Tesla K80 (2496 CUDA cores). The pre-processed augmented data of 10 classes 

are taken as input and different classification metrics were generated while training it. The 

software and hardware specifications used in the work are enlisted in Table 4.7. 
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Figure 4.20 Block diagram of Faster Region-Based Convolutional Neural Networks 

 

 

 

Table 4.7 Software and Hardware specifications 

Configuration     Value 

CPU Intel core i5 8th Generation 

GPU  Tesla K80 (2496 CUDA Cores) 

Hard Disk 1TB 

Operating System Windows 10 

 

The Accuracy and loss graph of PCA DeepNet classifier is highlighted in Figure 4.21(a) and 

Figure 4.21(b). The graphs are validated against 50 epochs although for optimized fitting of the 

model for accuracy and loss an early stopping function named callback of 30 epochs was 

implemented. The resulting graph generated into a well fitted optimized curve. In [164], the 

authors trained the apple leaves disease data using DenseNet and EfficientNet which resulted in 

inconsistent accuracy and loss graphs. The overall time taken to compile the process is 25 

minutes. 



109 | P a g e  
 

  

(a) (b) 

Figure 4.21 (a) Accuracy graph of the classifier (b) Loss graph of the classifier 

 

The custom PCA DeepNet generates the confusion matrix, which qualifies the classifier's 

performance and provides necessary data for calculating the performance parameters like 

precision, recall, F1-Score etc. The diagonal elements of the confusion matrix indicate the 

number of points for which the predicted label is equal to the true label. Figure 4.22 represents 

the confusion matrix generated by the classifier which has high diagonal element values 

indicating a large number of correct predictions. The overall summary of the result gives a 

concrete inference that the classifier generated the best values for each class. 

The other parameters like precision, recall and F1-measure are also generated and give a 

promising value indicating the novelty of the classifier in specifically classifying each and every 

class without getting confused with others. In [165] where the authors trained their data with 

ResNet34, the results generated in terms of accuracy, F1-Score etc. were less as compared to the 

proposed AIS. The entire structure of the presented PCA DeepNet is enlisted in Table 4.8 for 

smooth understanding of the overall work. Brief analyses of the overall training and its resulting 

accuracies and performance metrics have been entitled in Table 4.9. The main objective is to get 

the result which includes Accuracy, Precision, Recall and F1-measure scores obtained while 

training the novel PCA DeepNet model. It can be seen that the proposed architecture detected 

each and every class of tomato leaf disease with higher accuracy. The study is accomplished 

using Adam optimizer at a learning rate of 0.01; however, the application of different optimizers 

on the classifier is also performed in the experiment. 
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Figure 4.22 Confusion matrix generated by PCA DeepNet 

 

 

Table 4.10 highlights the results which are generated when PCA DeepNet is compiled using 

different optimizers respectively. The best results are listed in the table to set a comparison 

between different optimizers using different learning rates and predicting the outcomes 

efficiently. The work proves that mostly all the optimizers could perform well using the 

proposed PCA DeepNet classifier. The performance parameters include Accuracy, Precision, 

Recall and F1-Score. Thus it can be said that in terms of Optimization, the model is fully 

optimized to perform the training process.  
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Table 4.8 Detail structure of PCA DeepNet 

Name Kernel Pooling 

Size 

Number of 

Filters 

Stride Padding Dropout Activation 

Input Image   - - - - - - - 

Conv_1 5  32 3 Same 0.2 ReLU 

Pool_1  2      

Conv_2 3  64 3 Same 0.25 ReLU 

Pool_2  2      

Conv_3 3  128 3 Same 0.3 ReLU 

Pool_3  2      

Conv_4 3  256 3 Same 0.3 ReLU 

Pool_4  2      

Conv_5 3  512 3 Same 0.3 ReLU 

Pool_5  2      

Up_6 2  256 2    

Conv_6 1  256 3 Same 0.3 ReLU 

Up_7 2  128 2    

Conv_7 1  128 3 Same 0.3 ReLU 

Up_8 2  64 2    

Conv_8 1  64 3 Same 0.3 ReLU 

Up_9 2  32 2    

Conv_9 1  32 3 Same 0.3 ReLU 

Conv_10  1  1   Sigmoid 

Fully Connected 

layer 

       

Total Training Parameters                  7,759,521 

Trainable Parameters                         7,759,521 

Non-Trainable Parameter                          0 

 

In the presented work, further experiment is carried out using different pre-trained Deep 

Learning models. The transfer learning process is applied for each and every DL classifier using 

the Plant Village dataset. The various models are utilized based on several hyper-parameters to 

compare the efficiency of the presented customized classifier PCA DeepNet. Table 4.11 enlists 

the various ranges of the hyper-parameters values used in different architectural models while 

compiling the same using Tomato leaf diseases dataset. Several parameters like the trainable, 

non-trainable layers, optimizers, learning rate, batch size, activation function, epochs and 

dropout values are altered. In the VGG16 model, first the base model is freezed and after training 
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the same it is again unfreezed in order to reduce the computational time of the model. The entire 

model takes 40 min to execute the results. The InceptionV3 model is trained altering several 

hyperparameters like hidden trainable layers, optimizers, learning rate, activation function, batch 

size, epochs and dropout values respectively. However in this model freezing of any layers is not 

done and the compilation is carried out using transfer learning technique. The training time 

consumption of the model is 35 min. After successful completion of the process the 

corresponding results for the same are calculated. 

 

Table 4.9 Performance parameters obtained from the Confusion Matrix 

Leaf Classes Precision (%) Recall (%) F1-measure (%) Accuracy (%) 

Tomato Bacterial Spot 99.04 99.04 99.04 99.20 

Tomato Early Blight 98.07 98.07 98.07 98.07 

Tomato Late Blight 99.48 99.82 99.65 99.65 

Tomato Leaf Mold 97.48 97.48 97.48 97.48 

Tomato Septoria Leaf Spot 98.36 98.36 98.36 99.36 

Tomato Spider Mites 99.01 99.01 99.01 99.01 

Tomato Target Spot 98.05 97.81 97.93 97.90 

Tomato Yellow Leaf Curl 

Virus 

99.51 99.51 99.51 99.51 

Tomato Mosaic Virus 98.29 97.45 97.87 97.92 

Tomato Healthy 98.78 98.78 98.78 98.78 

 

Table 4.10 Performance parameters obtained using different Optimizer on PCA DeepNet 

model 

Optimizers Learning Rate Accuracy Precision Recall F1-Score 

SGD 0.01 96.90 94.32 94.30 94.31 

RMSProp 0.001 94.40 93.32 93.20 93.26 

Adadelta 0.001 92.31 92.30 92.30 92.30 

Adagrad 0.0001 95.32 92.32 92.30 92.31 

Adamax 0.001 97.32 96.90 96.92 96.91 

Adam 0.01 99.60 98.55 98.49 98.52 
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Table 4.11 Details of Hyper-Parameters used in different architectural models 

 

Hyperparameters 

Experimental Value Range 

VGG 16 Inception V3 
Inception Resnet 

V2 
Resnet 152V2 

No. of Hidden 

trainable layers 
1-3 1-3 0-3 0-3 

Nodes per trained 

layer 
64 - 2048 128 - 2048 64 - 2048 64 - 2048 

Learning rate 0.01 - 0.00001 0.001 - 0.000001 0.001 - 0.000001 0.001 - 0.000001 

Learning Rate 

Decay 
Yes - - - 

Drop out 0.0 - 0.5 0.0 - 0.75 0.0 - 0.7 0.0 - 0.7 

Batch size 64 64 64 64 

Optimizer Adam Adam Adam Adam 

Activation Function Softmax Softmax Softmax Softmax 

Epochs 30-50 30-50 30-50 30-50 

Base model Freeze, Unfreeze Unfreeze - - 

Momentum - - 0.9 0.9 

 

The presented work also comprises of an exhaustive study of the different hyperparameters 

incorporated while training the dataset using InceptionResnetV2 architecture as shown in Table 

4.11. Different parameters like Hidden trainable layers, nodes per trained layer, learning rate, 

momentum, optimizer, activation function, batch size, epochs and dropout values are changed. 

The top layer of this model was freezed so as to generate good results while compiling it. This 

helps in smooth training of the entire model. The time taken to complete the process is noted to 

be 32 min. Experimentation is also done using Resnet152V2 and the overall hyper-parameters 

used in training the model are listed in Table 4.11. The variation in the parameters like hidden 

trainable layers, optimizers, learning rate, momentum, activation function, batch size, epochs and 

dropout values resulted in valuable results for the same. The total training time for the DL 

architecture is 30 min and none of the layers are freezed in the architecture.  

The entire approach highlights a detail analysis on how different deep learning models work on 

the present Tomato leaf diseases dataset. The different models used in the present experiment 

sets a good comparative report on the different parameters and how much time each and every 

model takes to generate the results. It is hereby observed that Resnet152V2 takes lesser time for 
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computation as compared to other Deep Learning models used in the current work. Hence it can 

be concluded that different DL models perform differently when several parameters are altered, 

which is primarily due to the different model complexities that are mostly generated owing to the 

number of layers in it. 

A detailed study has also been conducted where the Plant village dataset is utilized to validate 

other pre-trained Deep learning architectures. The resulting performances as well as the 

inference time are enumerated in Table 4.12 which indicates that the proposed customized 

classifier is better than any other state-of-the-art described and thus establishes the proof of its 

excellence. The paper also proposes a good utilization of the Plant Village dataset and the same 

is further used to train some existing Machine Learning Algorithms. Table 4.13 summarized the 

different values of hyper-parameters used in compiling the ML algorithms on Plant village 

dataset. The performance results in terms of Accuracy, Precision, Recall and F1-Score are 

mentioned in Table 4.14 while the graphical representation of the same is shown in Figure 4.23. 

The present work is computed on Machine Learning algorithms as well as Deep Learning 

algorithms including the proposed PCA DeepNet architecture. From Table 4.12 and Table 4.15 it 

is clearly revealed that deep learning architecture generates promising results. The present scores 

give an insight that the proposed PCA DeepNet classifier is best among all the Machine Learning 

as well as Deep Learning classifiers. This clearly states that the proposed PCA DeepNet 

generates a sharp rise in the performance parameters which is more than 15% compared to 

Machine Learning algorithms and more than 5% compared to Deep Learning classifiers 

respectively. Table 4.15 represents a comparative analysis of different works based on the Plant 

Village Dataset. From the table it can be concluded that the proposed CNN architecture yields 

superior results as compared to other works. Detection of diseases is a major purpose of this 

current work. Detection of plant diseases using Deep Learning based CNN has achieved great 

success in the Agricultural Industry for reducing the risk of infected diseases [166]. The authors 

in [167] for detecting Apple leaf diseases proposed CNN based model with GoogleNet Inception 

structure using Rainbow concatenation based on SSD Architecture, which generated detection 

performance of 78.80% mAP with a high detection speed of 23.13 FPS. The detection of the 

following 10 class Tomato leaf disease was formulated using F-RCNN. Some of the detected 

class images are shown in Figure 4.24. The detection image consists of the individual annotated 
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class names, bounded boxes and the detection scores. The detection scores and bounded boxes 

define how perfectly each class is detected. An intersection over union score of 0.95 is obtained 

while processing it. The present work is also utilized in real time detection of tomato leaves to 

draw a major conclusion of the proposed work. In this paper we have used some more dataset 

and Figure 4.25 shows some of the detected images of a single class in multiple positions to 

prove the major utility of the presented work.  

 

Table 4.12  Comparison of existing pre-trained DL classifiers with the proposed work 

using Plant Village Dataset 

Pretrained CNN 

Classifier 

Accuracy (%) Precision (%) Recall (%) Inference Time 

(ms) 

VGG 16 97.86 97.19 97.19 2.15 

Inception V3 98.20 98.10 98.10 1.98 

InceptionResnet V2 99.01 98.45 97.34 4.60 

Resnet152V2 98.60 97.41 97.41 3.67 

PCA DeepNet 99.60 98.55 98.49 1.21 

 

Table 4.13  Hyper-parameters of the Machine Learning Algorithms 

Machine Learning(ML) 

Algorithms 

Hyper-parameters 

K-Nearest Neighbor Leaf_size = 5, p=1, n_neighbors = 7 

Decision Tree Max_depth = 200 

Random Forest n_estimators = 200, random_state = 5, max_depth = 200 

Gradient Boosting n_estimators = 200, random_state = 5, max_depth = 200 

 

Table 4.14 Comparison of existing pre-trained DL classifiers with the proposed work using 

Plant Village Dataset 

ML Algorithms Accuracy Precision Recall F1-Score 

K-Nearest Neighbor (KNN) 0.767 0.767 0.767 0.767 

Decision Tree (DT) 0.807 0.807 0.807 0.807 

Gradient Boosting (GB) 0.830 0.830 0.830 0.830 

Random Forest (RF) 0.842 0.842 0.842 0.842 
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Table 4.15 Comparison of existing pre-trained DL classifiers with the proposed work using 

Plant Village Dataset 

Different Techniques Accuracy (%) Precision (%) F1-Measure (%) 

MobileNetV2 [6] 99.30 - - 

CNN [10] 99.70 - 98.49 

InceptionV3+DCGAN [22] 92.60 - - 

VGG-INCEP [13] 97.14 78.80 - 

SSD-InceptionV2 [3] - 73.07 - 

ResNet-34 [29] 97.2 - 96.5 

Proposed PCA DeepNet 99.60 98.55 98.5% 

 

  

(a) (b) 

 
 

(c) (d) 

Figure 4.23 Performance evaluation of the different Machine Learning Classifiers on the Plant 

Village Dataset 
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Figure 4.24 Detected images of all the classes 

 

  

(a) (b) 

Figure 4.25 Detected image of single class in Multiple position 
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The novelty of the pipeline is methodized using GANs, PCA, CNN and F-RCNN hence the 

name is suggested as PCA DeepNet which is used for the classification as well as detection of 

Tomato Leaf diseases. The entire framework is a hybridized structure of all the modules 

mentioned with appropriate and optimized customization. The classifier is designed to carry out 

a specific task of classifying each and every disease efficiently. The main challenge is to reduce 

the time complexity of the entire model so as to make it very reliable for proper classification 

process. The presented work proposes a framework where proper detection of Tomato Leaf 

Diseases is done. Hence, a detection process is introduced with required changes in different 

parameters of F-RCNN model for efficient detection of the diseases. The integration of these two 

helps in fulfilling the desired framework. The main objective of the current work is to classify 

the images based on different diseases and then detect the exact disease. This is methodized 

owing to the fact that if it is automated into a system then this can be very beneficial for the 

farmers and other people associated with agricultural work. The system will automatically 

analyze the different Tomato Leaf Disease images and can detect the diseases within a fraction 

of second. Thus this can serve a better purpose for the early detection of the Tomato Leaf 

diseases so as to prevent excessive loss that would have been otherwise occurred due to these 

diseases. This would thus strengthen agro-based industries for better production. 

The presented work has huge utility in the agricultural domain; however, it possesses some 

limitations. The architecture of the proposed work consists of 10 CNN layers which can further 

be reduced to 5 – 6 layers in order to reduce computational time and complexity, still 

maintaining a higher value of Accuracy. Moreover, the proposed method is only limited to 

tomato leaf diseases detection whereas in real world, several other crops exist which require 

same types of pipeline for disease detection. Thus the same work can be extended for other crops 

as well. Also the current work is only a software based framework, while its hardware can be 

developed for accomplishment of the same specific task which will help to resolve the problem 

easily. Hardware interfacing for real time applications is encouraged to have a finished product 

for smart agriculture and growth of agro-based industries 
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4.10  CONCLUSION 

 
Agriculture has secured a great place in our day-to-day lifestyle and plays a significant role in the 

economic growth of the country. India, being an agricultural country, employs about 60% of its 

population in the agricultural sector. Thus, it is very crucial to have healthy and disease free 

crops. The implementation and deployment of modern methods using Deep learning and 

Computer vision in agriculture facilitates early detection of diseases which is very important for 

implementing remedial solutions and sustaining agro-based industries. The proposed work using 

PCA DeepNet makes disease detection very fast and accurate thereby eliminating the factor of 

human error. The major utility of the present work lies in helping farmers and other people 

engaged with agriculture to eradicate great losses incurred due to pest and other bacterial 

invasion on crops. Thus easy detection of such situations can enhance production to a greater 

extent. In near future this work can be automated into a real time system so that this can directly 

help farmers and others associated with agriculture. Moreover it can also be implemented as pest 

resistant equipment in large nurseries to detect early arrival of the diseases for its recovery. It is 

thus concluded that this novel framework creates a greater scope in enhancing its quality of 

analyzing and detecting different diseases in a better way than any other state-of-the-art. 

 

 

4.11. IMPORTANCE OF AI / ML IN BIO-MEDICAL IMAGE ANALYSIS 

In the field of medical science, the novel technique involving the use of Endoscopy has 

revolutionized the approach of diagnosing intestinal diseases, including small bowel disorders 

and other problems, for Gastroenterologists. The gastrointestinal tract comprises the stomach, 

liver, pancreas, gall bladder, small intestine, and large intestine, as shown in Figure 4.26. Unlike 

Gastro-Duodenoscopy, Capsule Endoscopy (CE) enables a more detailed investigation of 

conditions like Celiac disease. CE is also effective in diagnosing hereditary polyposis syndrome, 

small bowel tumors, and intestinal damage caused by non-steroidal anti-inflammatory drugs. 

With the use Endoscopy, healthcare professionals can assess the entire digestive system through 

an average of 60,000 generated frames. This technology has significantly advanced the diagnosis 

and understanding of various intestinal diseases, leading to improved patient care and treatment 

outcomes. The Wireless Capsule Endoscopy (WCE) detection can turn out to be more 
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challenging at times [168]. The advancement of deep learning helps to resolve the challenges and 

is proven to predict more accurately; even better than those interpreted by radiologists [169]. 

Evolving facts have shown that WCE is a very reliable, efficient and non-invasive method for 

examining small intestinal anomalies [170-171]. Early detection of diseases such as polyps 

[172], ulcers [173], bleedings [174], crohns [175-177] and tumors [178-179] help in reducing the 

complications and widens the scope of treatment. The advantages of early detection lie not only 

in curing or controlling the spread of these diseases, but also prevent them from getting worse 

leading to cancer or other fatal diseases. For analysis and findings of these diseases in their early 

stages, numerous indirect technologies have evolved for gastro- intestinal (GI) tract disease 

detection viz., ultrasonography, X-radiography, scintigraphy, angioplasty, etc. However, these 

techniques have been reported with low diagnostic yields [180-181]. Examination with the 

traditional invasive wired endoscopic method does not allow the whole GI tract for diagnosis 

owing to its non-penetration in the small intestine acting as dead zone. Moreover, the wired 

endoscopic method increases the risk of intestinal damage and high probability of cross 

contamination. These limitations are overcome through WCE based detection. 

Capsule endoscopy is a non-invasive technique hence has a lot of advantages for extracting 

gastrointestinal disorder images. Moreover, it is an effortless process as it only requires a capsule 

which automatically captures the images. Although wireless capsule endoscopy is bit expensive 

as compared to normal endoscopy, still its uniqueness in allowing painless imaging causes it to 

replace the traditional endoscopy technique. Primarily the capsule ingredients comprise four light 

emitting diodes, a color camera, CMOS imager lens, batteries, antennas and a radio-frequency 

transmitter [182-183]. However, variations in the arrangement of capsule ingredients differ from 

different manufacturers. Figure 4.27 shows the mixture of different components which is present 

in a basic capsule used for endoscopy. Typically, eight skin antennas are tied to the anterior 

abdominal wall of the patients before the capsule is swallowed. GI tract images are captured 

while the capsule moves inside and the captured images are sent through radio-frequency 

transmitters and sensors to the data logger. Images are finally downloaded into a computer as 

video images after completion of the entire internal procedure [184]. The evolving prosperity of 

this new technology has shown quality progress in terms of high- resolution images and higher 

frame rate. Hence, analysis and localization of the GI tract abnormalities with the pill camera 
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generated digital images becomes easier than processing its analog image counterparts. In this 

paper, seven different types of GI tract anomalies have been considered viz., Crohn’s disease, 

Erosion, Tapeworm, Vascular Ectasia, Polyp, Esophagitis and Ulcerative-Colitis. The digital 

endoscopic images of the mentioned irregularities are chosen and are used for detection via a 

proposed framework named WCE Enttention (Encoder-Attention) DeepNet.  

 

 

 

 

Figure 4.26  Digestive system along with the capsule 

in the GI tract 

Figure 4.27  Different components of 

Capsule 

 

GI bleeding [185-187] within the digestive tract is a serious problem. The bleeding region may 

indicate a small amount of blood loss to life threatening hemorrhage. Hence, premature 

recognition of a bleeding region will help out a patient from its serious consequences. 

Inflammation in the digestive tract when experienced, leads to severe diarrhea, fatigue, 

malnutrition, weight loss and abdominal pain. Crohn, a kind of inflammatory bowel disease 

(IBD), is taken here into consideration for automatic identification exploiting machine learning 

techniques. The painful Crohn’s disease sometimes causes life-risking complications spreading 

into the deeper layers of the bowel. Nonetheless, long-term diminution and healing of the 

inflammation can be accomplished if signs and symptoms of the disease are discovered at an 

early stage [188-190]. The stomach and duodenum are often affected under some pathologic 

condition known as erosion. Essentially it is a severe lesion that brings out a prompt reaction 

[191-192]. In many cases, erosions cannot be identified and located by naked eyes and hence 

detection of the affected region with machine intelligence is found to be very efficient. A major 

percentage of the world population suffers from ulcer. A mucus coating is present in the 

digestive tract which gives protection from acid. If the mucus reduces and the acid increases then 

ulcers are formed [193-194]. Ulcer is found majorly in the duodenum or lining of the stomach. 
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Peptic ulcers are basically soring and an individual suffering from chronic peptic ulcers is 

diagnosed for Peptic Ulcer disease (PUD). Negligence with the kind of pathology concerning 

ulcers results in histolic damage to the patient. Iron deficiency anemia or gastrointestinal 

bleeding occurs due to vascular ectasia. In the pyloric antrum, the dilated small blood vessel 

results in intestinal bleeding which is often termed as watermelon stomach or honeycomb 

stomach. The examination is mainly based on endoscopic images. Treating the disease with 

endoscopic therapy has proved to be efficient and safer rather than surgery. The therapy is 

termed as Argon Plasma Coagulation which can be considered for patients as first-line treatment 

with vascular ectasia related bleeding [195-197]. About 50 million of people worldwide are 

infected with tapeworm from beef or pork meat. Several studies have shown that consumption of 

under-cooked beef, eating raw liver, and drinking contaminated water are the main reasons for 

tapeworm infestation. The regular clinical symptoms are abdominal pain, nausea, anorexia and 

modification in appetite. Tapeworm causes several damages to the intestine as well as abnormal 

gut motility [198-200]. In this case, some- times stool microscopy fails to detect whereas CE 

provides a promising result in identification of the eggs present.  

The impact of Deep Learning has remarkably changed the dimension of medical diagnosis and 

has certainly uplifted the world into another level [201]. Deep Convolutional Neural Network 

(DCNN) [202] acquired a great expertise in identification of diseases. Several new techniques in 

deep learning are evolving especially for the detection of Endoscopic images. Authors in [203] 

have used Modified Salp Swarm Algorithm infused with Deep Learning for classifying different 

gastrointestinal diseases. The hybrid fusion of features using pre-trained architectures like VGG-

16, SVM and DenseNet121 with Artificial Neural Network [204] plays a remarkable role in 

diagnosing different GI anomalies. ResNet101 is employed by authors in [205] to detect and 

classify GI abnormalities. Some approaches also include denoising CNN [206] models to 

classify different Gastrointestinal disorders. Thus, Deep learning has helped to easily detect and 

classify various GI anomalies. The rise of Deep learning has played a key role in massive 

transformation to recent solutions of serious problems. A large integration of newer CNN models 

finds great applications in each and every domain irrespective of the type of data that the 

proposed work is dealing with. Different deep learning frameworks, mainly Convolutional 

Neural Networks (CNN), are being utilized extensively to generate best possible results. CNN 
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are used for classification and detection of object [207-208] in each and every domain. An 

intelligent method to classify different alimentary disorders like esophagitis, polyps, hemorrhoids 

and ulcerative colitis integrating empirical wavelet transform (EWT) and CNN was shown by the 

authors in [209]. The implementation of CNN in medical disease diagnosis for classification of 

diseases is re- ported by the authors in [210]. Transfer learning [211], another effective technique 

of classifying different anomalies and then detecting it for health monitoring systems, bridges the 

gap and enhances the accuracy as compared to conventional machine learning algorithms. 

Recent methods in detection are also proposing meta learning [212] for anomaly detection using 

fundus images, requiring a more balanced dataset for computation. In [213], a contrastive 

lifelong learning model for image anomaly detection was implemented using vision transformers 

(VIT) for extracting the visualization. The amalgamation of feature encoder, deep learning and 

machine learning in machine health surveillance systems [214] stimulates better analysis of data 

for detection of anomalies. Experimental studies are performed by the authors in [215] for 

generating high-quality images through multi-scale dilated CNN. The amalgamation of two-

stage CNN along with an autoencoder was addressed for detecting anomalies [216]. The 

following method was implemented to enhance the utility of the presented CNN over 

conventional CNN and autoencoder. The work in [217] presents the practice of utilizing 

Convolutional Neural networks on image dataset for the diagnosis of diabetes using iris dataset. 

Moreover, the signal processing operations are done with several pre- trained CNN models 

namely ResNet-101, Xception and EfficientNet [218] for performing classification of different 

time- series data. Time-frequency analysis using high precision CNN model for classifying 

biomedical health disorders like cardiac arrhythmia was shown in [219]. CNN and Bi-directional 

Long-Short Term Memory (BiLSTM) [220] networks are also highly processed for assessing 

ECG signal qualities. Thus, rigorous employment of Convolutional Deep networks is prevalent 

in every sphere of work. 

Several segmentation algorithms have been implemented for the detection of pathologies in the 

digestive system and are widely available in the literature [221-233]. In [221], the authors 

highlight tumor, polyp and ulcer as major anomalies present in the GI tract. They emphasized 

WCE imaging as a fast and involuntary pathway for abnormal findings in the video frames. They 

portrayed computer aided highly sophisticated machine algorithms as booming efficient methods 
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for anomalies detection with high accuracies and also handling huge data with less complexity. 

In the segmentation algorithm reported in [222], texture and color-based descriptors are applied 

for identification of pathologies in the WCE frames. Herein, the Vector Supported Convex Hull 

algorithm is compared against SVM taking two different feature selection methods in 

consideration. The block-based segmentation method is implemented for segmenting out the 

bleeding regions [223]. The algorithm encompasses HSI model’s average saturation skewness 

and kurtosis as features for the SVM classifier. In [224], the authors brought out the popularity of 

Machine Learning with the aid of computer vision for exploration of disease identification with 

highly sophisticated algorithms in terms of precision and recall. They revealed that automation 

for the analysis of the GI tract video is an instance of this possibility. In [225], WCE is reflected 

as a new technology for examining the GI tract; hence detailed information of the orientation of 

the endoscopic capsule is much needed while traveling in the GI tract. A novel procedure based 

on computer vision speed estimation analyzing the consecutive video frame is proposed and 

established to get the speed information of the capsule. In [226], bleeding region detection 

through capsule endoscopic images is accomplished considering the color information. The 

shape and size of the blood spot regions are also considered for validation of the localized area. 

In [227], the authors dealt with colon polyps as another major pathology, reported to occur in 1.2 

million new cases in 2008. The colon capsule endoscopy is depicted as an emerging non-

invasive procedure as an alternative to the traditional colonoscopy. Processing the colonoscopy 

images with computer vision techniques yields good results extracting quality traits. In the paper, 

gradient features histogram and multilayer perceptron neural networks have been realized for 

performing the task of distinguishing the polyp regions. In [228], Frame Abnormality Index 

(FAI) using densities of training and testing data are reported. Thus, the abnormal frames 

containing abnormalities can be uncovered easily. The burden of handling huge data (55000 

frames of RGB color data) produced by WCE can be easily handled with the aid of digital image 

processing algorithms designed for automatic functioning and identification of abnormalities in 

the GI tract [229]. Segmentation of mucosa regions in the WCE frames and videos are undergone 

using Split Bregman method and generate promising results. In [230], segmentation of lesions 

(Crohn’s disease) has been reported with the implementation of the MPEG-7 visual descriptor 

and Hanalick texture feature. The MPEG-7 comprises adaptation of Dominant Color Descriptor 

(DCD), Homogeneous Texture Descriptor (HTD) and Edge Histogram Descriptor (EDH). In 
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[231], WCE has been exploited with many algorithms viz., SVM and neural network classifiers 

producing more than 90% accuracy. The severity of disease like Crohn’s can be graded with an 

index like CEC-DAI (Capsule Endoscopy Crohn’s Disease Activity Index) as described in [232]. 

The CEC-DAI score as analyzed may serve as a reproducible diagnostic and reliable method for 

the use of the endoscopists. Thus, machine learning methodologies are very popular nowadays 

for analysis in the domain of medical imaging. 

 

4.12. METHODOLOGY 

Image segmentation and detection are prime research areas in the field of digital imaging. 

Researchers of various domains have addressed image segmentation for a plethora of 

applications. A number of major issues are related to digital images with special emphasis on 

medical imaging like uneven intensity distribution, poor contrast, ambiguous boundaries, poor 

illumination etc. which makes the problem even more difficult to analyze [233-236]. Hence 

WCE detection confirms a major diagnostic modality in recognizing the diseases [237]. Eight 

classes of the WCE images are taken namely Vascular Ectasia, Tapeworm, Erosion, Crohns, 

Polyp, Esophagitis, Ulcerative-colitis along with the Normal ones. The entire workflow is 

methodized using a novel framework Encoder-Attention DeepNet which is named as WCE-

Ententtion-DeepNet that comprises of Data acquisition, Data preprocessing, Data Augmentation, 

Feature Extraction, Classification and Detection as shown in Figure 4.28.  

 

Figure 4.28 Proposed Workflow Diagram 
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4.12.1 Data Acquisition 

WCE is becoming one of the leading methods in diagnosing gastrointestinal problems. The study 

is usually done using a camera embedded capsule. This capsule passes through the entire GI tract 

and captures various internal images of the throat, esophagus, stomach, small intestine, large 

intestine, rectum and anus. This entire process helps in collection of data for further processes 

and is beneficial for several research works. Data Acquisition is a technique of extracting the raw 

data. The present dataset is collected partially from [238] and partially from an open source 

platform named Kaggle [239] and each of the diseases is grouped separately. The dataset is 

basically clinically classified by a radiologist for smooth labeling of the diseases. The different 

orientation of the disease images helps for easy identification of different classes. The extracted 

data is then preprocessed for further continuation of the work. The quality of the images is 

brilliant and hence gives an easy outlet to process for subsequent stages. Figure 4.29 shows the 

entire block diagram of data acquisition through a computer aided system. 

 

4.12.2 Dataset 

Endoscopy is a procedure of looking inside the internal organs of the Human body. This 

technique helps the medical practitioners and researchers to easily look into the types of diseases 

a person is suffering from. The different GI tract disorders create critical problems for which 

detection and classification of these diseases are of utmost need in the present world. Such 

detection is only possible with a good mixture of data to enable an automated detection device. 

The current dataset is a combination of data obtained from [238] and from an open source 

platform Kaggle [239]. The dataset is organized into separate groups based on different diseases. 

The total images taken for the experiment is nearly 3448 which is divided among eight different 

classes respectively. The dataset is grouped separately into different classes namely Vascular 

Ectasia, Tapeworm, Erosion and Crohn, Polyp, Esophagitis, Ulcerative-colitis along with the 

Normal ones. The entire dataset images are shown in Figure 4.30. 
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Figure 4.29 Data Acquisition 
 

 

Figure 4.30 Dataset images (a) Crohns (b) Erosion (c) Esophagitis (d) Normal (e) Polyp (f) 

Tapeworm (g) Ulcerative-colitis (h) Vascular Ectasia 

 

4.12.3 Data Preprocessing 

The collected data which is used as input images are pre- processed to make it trainable with the 

proposed model. The whole dataset consisting of 3448 images is split into training and validation 

sets in a ratio of 70:30, where each set consists of all the 8 classes. After the segregation of the 

dataset, each and every image of all the classes is annotated by identifying the characteristic 

feature of the particular disease of each individual class. The schematic diagram of data-
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preprocessing process used in this work is depicted in Figure 4.31. Detailed information about 

the pre-processed of each class is given in Table 4.16. The graphical representation of the overall 

data pre-processing technique is shown in Figure 4.32. The images are labeled using bounding 

boxes; the most commonly used type of annotation in object detection and localization tasks, 

some of which are shown in Figure 4.33. After labeling the images, the annotation data obtained 

as XML files are further converted into TensorFlow Records for smooth performance in object 

detection. The annotation naming done per classes is enlisted in Table 4.17. 

 

 

Figure 4.31 Schematic diagram of Data Preprocessing 

 

Table 4.16 Total images in the Dataset 

WCE Dataset Total Images Training Images Testing Images 

Crohns 457 376 81 

Erosion 542 442 100 

Esophagitis 500 402 98 

Normal 500 406 94 

Polyp 500 392 108 

Tapeworm 203 152 51 

Ulcerative-colitis 500 402 98 

Vascular Ectasia 245 185 60 
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Figure 4.32 Graphical Representation of the Original Dataset 

 

 
 

Figure 4.33 Annotated WCE images 
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Table 4.17 Detail information of Data Annotation per class 

 

Wireless Capsule Endoscopy Diseases Annotated images 

Crohns WCE_Crohn 

Erosion WCE_Erosion 

Esophagitis WCE_Esophagitis 

Normal WCE_Normal 

Polyp WCE_Polyp 

Tapeworm WCE_Tapeworm 

Ulcerative-colitis WCE_UlcerativeC 

Vascular Ectasia WCE_VascularE 

 

 

4.12.4 Image Augmentation 

Data augmentation is a technique of refining the dataset which facilitates the training of 

classification models. In WCE, the embedded capsule is inserted directly which is indeed not a 

painful process, so it is not difficult to collect enough image samples. In the field of deep 

learning, small sample size and data imbalance are major factors leading to poor recognition and 

classification. The data augmentation is applied to artificially increase the amount of data by 

generating new data points from existing ones. Here GANs have been used as a modern 

approach to data augmentation. Unlike any other conventional augmentation models, GAN aims 

at learning the distribution of the training dataset to generate new (synthetic) data instances. The 

GAN model comprises two sub-models: generator and discriminator, which work against each 

other. The discriminator is trained on both real and fake data. It learns to get better at 

distinguishing the generated fake data from the real ones and the generator learns to generate 

more realistic new data points from random inputs. The process continues until the generator can 

create data instances such that the discriminator cannot distinguish it from real data. Out of the 

various types of GANs suitable for different purposes, CycleGAN is chosen here owing to its 

suitability for image augmentation. The most important feature of CycleGAN is that it can 

perform image translation on unpaired images where there is no relation between input and 

output images. A diagrammatic representation of the above process is shown in Figure 4.34. 
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Figure 4.34 Image augmentation using CycleGANs 

 

4.12.5 Feature Extraction 

Feature Extraction is a technique that provides an alternate way of modeling the data into a 

tabular format. The arrangement helps to reduce the dataset into a valuable key feature that 

contains transformed data extracted from the raw dataset. It also helps to reduce the amount of 

redundant data from the data set. Apart from overfitting risk reduction, feature extraction has 

other added advantages like accuracy improvement, improved data visualization and reduced 

runtime of the model. In this paper Autoencoder is utilized for extracting the features. Features 

are often necessary to scale up the information which may get lost while handling large amounts 

of data. Using deep learning a semi-supervised feature extraction method using Convolutional 

autoencoder is generated that can overcome the problem of losing essential features from the 

data. Figure 4.35 shows the diagrammatic representation of the autoencoder. The figure 

represents the presence of a hidden feature which is mainly used to filter out noises instead of 

removing the relevant features. 

 

4.12.6 Classification 

Classification is a major technique of classifying different classes of images. The current WCE-

Enttention-DeepNet framework proposes an attention-based CNN model for classifying the 8 

different classes of WCE images namely Normal, Vascular Ectasia, Tapeworm, Crohns, Erosion, 

Esophagitis, Polyp and Ulcerative-Colitis. The present work mainly highlights a VGG 16 

network which uses attention modules to exactly differentiate different classes accurately. The 
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VGG networks contain convolutional neural networks along with other layers. An input image of 

tensor 224× 224 × 3 indicating the size of the images is fed into the architecture. The work uses 

mostly 3×3 convolutional layers with an activation function ReLU to support the model. Figure 

4.36 shows the graphical representation of the activation function ReLU. 

𝑌 = max (0, 𝑖)  ..........................................  (4.8) 

Here, Y is the output depicted in equation 4.8 of the function performed by ReLU. The output 

function points to zero for all negative values whereas for the positive ones it remains constant.  

 

Figure 4.35 Feature extraction using Auto encoder 

  
Figure 4.36 ReLU Function 

The model contains a VGG network but only the dense layers are removed. This approach 

reduces images and thereafter the feature vectors are computed via global average pooling and 

are concatenated together to form the final feature vector, which serves as the input to the 

classification layer. The feature vectors are generated from the auto encoder mentioned in the 

above segment. The feature vectors are the output and the global feature vector acts as the input 
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to the attention layer. Both the feature vector and the global feature vector pass through a series 

of CNN layers; hence actual classification of different WCE images takes place. In the current 

work Categorical Cross-Entropy is used as the loss function, the formula for the same is referred 

in equations 4.9 and 4.10 respectively. Equation 4.9 is for the Softmax activation function and 

equation 4.10 stands for Cross Entropy.  

𝑓(𝑠)𝑖 =  
𝑒𝑠𝑖

∑ 𝑒
𝑠𝑗𝐶

𝑗=1

 ..........................................  (4.9) 

   𝐶𝐸 =  − ∑ 𝑡𝑖 log (𝑓(𝑠)𝑖)
𝐶
𝑖=1  ..........................................  (4.10)  

  

Here f(s) is the function; C is the class on which the probability needs to be calculated. The letter 

t stands for the target vector. In this work, Adam is used as an optimizer and Softmax is used as 

the Activation function. 

𝑣𝑡 =  𝛽1𝑣𝑡−1 − (1 − 𝛽1)𝑔𝑡 .............................................  (4.11) 

𝑣𝑡 =  𝛽2𝑠𝑡−1 − (1 − 𝛽2)𝑔𝑡
2 ..........................................  (4.12) 

𝜔𝑡 =  −𝜂
𝑣𝑡

√𝑠𝑡+𝜖
𝑔𝑡 ..............................................................  (4.13) 

𝜔𝑡 =  𝜔𝑡 +  𝛿𝜔𝑡 ................................................................  (4.14) 

Adam uses the combination of heuristics of both momentum and RMSProp. Equations 4.11 – 

4.14 show the mathematical basis of Adam works in which η is Initial learning rate, gt is gradient 

at time t along ωj, vt is exponential average of gradients along ωj, st is exponential average of 

square of gradient along ωt and β1, β2 are the hyper parameters. Thus, in the current work, the 

reduction of the extra dense layer in the Attention based CNN provides a lesser computational 

time; hence, helping in easy compilation with the limited available resources. The improved 

classification is obtained by tuning the hyper parameters and the loss function supports the work 

diligently which is shown in Figure 4.37. The proposed model performs much better than other 

models discussed later. 
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Figure 4.37 Diagrammatic representation of the Attention based CNN classifier 

 

 

4.12.7 Evaluation Metrics 

The presented WCE-Enttention-DeepNet uses an attention- based CNN model and the 

performance of it is evaluated based on several metrics which are calculated using the True 

positive and True negative (𝑇𝑝 and 𝑇𝑛) and False positive and False negative (𝐹𝑝 and 𝐹𝑛) values 

obtained from the confusion matrix while training the models. These are mainly the Accuracy, 

Precision, Recall, F1-Score and Cohen kappa score. The presented work solves the problem of 

multi class classification. The values of 𝑇𝑝, 𝑇𝑛, 𝐹𝑛 and 𝐹𝑝 decide the parametric metrics results. In 

case of multi-class classification, the values of the True positives (𝑇𝑝), True Negatives (𝑇𝑛), False 

Positives (𝐹𝑝) and False Negatives (𝐹𝑛) are determined as shown in Figure 4.38. Equations 4.4 – 

4.7 represent the formulas of Accuracy, Precision, Recall and F1-Score respectively. 

 

4.12.8 Detection 

The last part of the overall framework comprises the detection section carried out using F-

RCNN. Figure 4.39 shows the block diagram of the detection architecture where fine- tuned 

backbone architecture is fed for further detection. The specialty of this architecture is that instead 

of selective search it uses two networks – one for Region proposal and another for object 



135 | P a g e  
 

detection. The F-RCNN Network comprises three parts. The first part constitutes the 

Convolutional layers which are useful for feature extraction as they contain filters in them which 

help to capture diverse information in microscopic images. The convolutional networks naturally 

consist of convolutional layers, pooling layers and fully connected layers which are beneficial for 

classification of images. The convolution is mainly done by siding filters along the input image 

which generates a 2D matrix termed as Feature map. The pooling is performed by reducing the 

number of features by eliminating the low pixel values. The second part consists of a RPN which 

decides whether there is an object for detection and also predicts the bounding box of that precise 

object. The last part is composed of a fully connected neural network that takes input to predict 

the classes and the bounding box around for detecting the precise object which in our case are 

the affected WCE images. These layers help in easy detection and classification of WCE images 

and the normal images. The model is further fined-tuned using several hyperparameters for the 

detection of different diseases in the WCE images. Faster R-CNN evaluates 4 losses namely 

RPN classification, RPN regression, Fast RCNN Classification and Fast RCNN Regression. The 

architecture of F-RCNN has a high IoU score of 0.9 for a threshold score of 0.8. The test time 

consumed per image for the detection purpose is 1 sec which gives a concrete conclusion of its 

excellence. Moreover, it shows that the detection technique generates the results at 10x speed as 

compared to other detection architectures. 

 

Figure 4.38 Confusion Matrix for Multi-Class Classification 
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Figure 4.39 Detection Architecture of F-RCNN 

 

4.13. RESULTS 

A detailed and an exhaustive study have been carried out while validating the novel WCE-

Enttention-DeepNet that uses an Attention-based Deep Learning classifier model. The overall 

training has been processed using Google Collaboratory with GPU specification of Tesla K80 

(2496 CUDA cores). The hardware and software specifications are enlisted in Table 4.18. The 

work has been computed using Keras and Tensorflow in python. The pre-processed augmented 

data of eight classes are taken as input and different classification metrics are generated while 

training it. The entire architectural description of the classifier is enlisted in Table 4.19 

respectively. 

Table 4.18 Hardware and Software Specifications 

Configuration Value 

CPU Intel core i5 8th Generation 

GPU Tesla K80 (2496 CUDA cores) 

Hard Disk HDD (1 TB) 

Operating System Windows 10 

RAM 8 GB 
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Table 4.19 Details of the Attention-based classifier used in WCE-Enttention-DeepNet 

Layer Kernel Stride Input Size Output Sizes 

Conv1_64 1 3 x 3 224 x 224 x 3 224 x 224 x 64 

Conv1_64 1 3 x 3 224 x 224 x 64 224 x 224 x 64 

Maxpool 2 2 x 2 224 x 224 x64 112 x 112 x 64 

Conv2_128 1 3 x 3 112 x 112 x 64 112 x 112 x 128 

Conv2_128 1 3 x 3 112 x 112 x 128 112 x 112 x 128 

Maxpool 2 2 x 2 112 x 112 x 128 56 x 56 x 128 

Conv3_256 1 3 x 3 56 x 56 x 128 56 x 56 x 256 

Conv3_256 1 3 x 3 56 x 56 x 256 56 x 56 x 256 

Conv3_256 1 3 x 3 56 x 56 x 256 56 x 56 x 256 

Maxpool 2 2 x 2 56 x 56 x256 28 x 28 x 256 

Conv4_512 1 3 x 3 28 x 28 x 256 28 x 28 x 512 

Conv4_512 1 3 x 3 28 x 28 x 512 28 x 28 x 512 

Conv4_512 1 3 x 3 28 x 28 x 512 28 x 28 x 512 

Maxpool 2 2 x 2 28 x 28 x 512 14 x 14 x 512 

Conv5_512 1 3 x 3 14 x 14 x 512 14 x 14 x 512 

Conv5_512 1 3 x 3 14 x 14 x 512 14 x 14 x 512 

Conv5_512 1 3 x 3 14 x 14 x 512 14 x 14 x 512 

Maxpool 2 2 x 2 14 x 14 x 512 7 x 7 x 512 

Fc - 1 x 1 1 x 1x 25088 1 x 1x 4096 

Fc - 1 x 1 1 x 1x 4096 1 x 1x 4096 

Fc - 1 x 1 1 x 1x 4096 1 x 1x 1000 

 

A. Experiment using Attention-based CNN 

The experiment is carried out using attention-based CNN classifier which throws light to the 

overall framework effectively. The presented process is trained using Adam optimizer having a 

learning rate of 0.001, β1 of 0.9, β2 of 0.999 and ϵ of 1e-08. The validation done is for 50 epochs 

with a batch size of 32. The accuracy graph and loss graph shown in Figure 4.40 and Figure 4.41 

supports the fact that a good fitted graph is generated when an augmented dataset was utilized. 

The confusion generated from the graphs in Figure 4.42 proves that a balanced dataset is more 

likely to be used in case of deep learning. The precision-recall curve for the attention-based 

classifier is shown in Figure 4.43 respectively. The rise in the values of accuracy, precision, 

recall and F1-score are enlisted in Table 4.20. The augmentation process is applied to all the 

classes. The total numbers of images per classes is listed above. Same are divided into train and 

test respectively and the training images were utilized to obtain the confusion matrix 
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respectively. Figure 4.44 represents the ROC curve generated by the classifier. The graph 

highlights the true positive and the false positive rates for the Attention based CNN which 

further concludes the true prediction of the presented work. The graphical representations of the 

parameters generated by different classes are depicted in Figure 4.45 respectively. The proposed 

model proves that attention-based classifier generates fair scores while classifying the eight 

different classes of wireless endoscopy diseases. 

Table 4.20 Results of Attention-based CNN 

WCE Dataset Accuracy Precision Recall F1- Score 

Crohns 0.989 1.00 0.91 0.95 

Tapeworm 1.00 1.00 1.00 1.00 

Vascular Ectasia 1.00 1.00 1.00 1.00 

Erosion 0.989 0.93 1.00 0.97 

Esophagitis 0.99 0.99 1.00 0.99 

Normal 0.988 0.95 0.97 0.96 

Polyp 0.97 0.93 0.90 0.92 

Ulcerative-colitis 0.981 0.93 0.94 0.93 

 

  
Figure 4.40  Accuracy graph of the 

Attention-based CNN 

Figure 4.41  Loss graph of the Attention-based 

CNN 

 

B. Performance evaluation of different pre-trained Deep Learning models 

This section contains some pre-trained DL models validated with the augmentation dataset. The 

performance metrics are listed in Table 4.21 and the graphical representation of the same is 

shown in Figure 4.46. The overall analysis shows that the pre- trained models also serve as good 

classifiers; however, the Attention based CNN is still far better as compared to it. The 
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performance generated by them provides promising results and even proves that the pre-trained 

DL architectures are also good for WCE image classification. 

 

 

Figure 4.42 Confusion matrix of the Attention-based CNN 

 

  

Figure 4.43  Precision-Recall curve for the 

Attention-based CNN 

Figure 4.44  ROC Curve for the Attention-

based CNN 

 

 



140 | P a g e  
 

 
 

Figure 4.45 Graphical representation of 

parameters using Attention-based CNN. 

 

Figure 4.46 Graphical representation of 

results for DL Classifiers 

 

(C: Crohns, T: Tapeworm, VE: Vascular Ectasia, E: Erosion, Eso: Esophagitis, N: Normal, P: Polyp, UC: Ulcerative-

colitis) 

 

Table 4.21 Comparison of different performance parameters generated using state-of-art DL 

Classifiers and proposed model 

Pre-trained DL Classifier Accuracy Precision Recall F1-Score 

VGG-16 0.930 0.921 0.928 0.924 

Inception V3 0.932 0.925 0.930 0.927 

InceptionResnetV2 0.946 0.935 0.937 0.936 

Resnet152V2 0.95 0.945 0.942 0.943 

WCE-Enttention-DeepNet 0.988 0.966 0.965 0.965 

 

 

C. Evaluation of performance parameters 

The WCE dataset is again preprocessed using several machine learning algorithms. The hyper-

parameters of the selected machine learning are changed accordingly and are listed in Table 4.22. 

The different algorithms evaluate results based on performances and are enlisted in Table 4.23. 

The use of machine learning models is done to compare with the Attention based CNN model. 

The implementation of K-Nearest Neighbor is done using three hyper-parameters namely 

Leaf_size, probability value and n_neighbors. The Decision tree is used by incorporating a 

Max_depth of 200. The n_estimator of 200 indicates that 200 decision trees will be created under 

the Random Forest algorithm. In case of Gradient Boosting a n_estimator of 200, random_state 
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of 5 and a max_depth of 200 is utilized. The exhaustive study summarizes that Machine learning 

models performed well on WCE dataset for classification of images. It is especially observed 

from the results that Gradient Boosting, Random Forest and Decision Tree performed better than 

K-Nearest Neighbor. This again confirms that the tree-based models are more efficient for 

classification of WCE images than other algorithms. The graphical representation of the results is 

shown in Figure 4.47. 

Table 4.22 Hyper-parameters of the Machine Learning Algorithms 

ML Algorithms Hyper-parameters 

K-Nearest Neighbor Leaf_size=5,p=1,n_neighbors=7 

Decision Tree  Max_depth=200  

Random Forest  n_estimators=200,random_state=5,max_depth=200  

Gradient Boosting n_estimators=200,random_state=5,max_depth=200 

 

Table 4.23 Performance parameters obtained from Machine Learning Algorithms 

ML Algorithms Accuracy Precision Recall F1-Score 

K-Nearest Neighbor (KNN) 0.80 0.80 0.80 0.80 

Decision Tree (DT) 0.825 0.812 0.811 0.810 

Random Forest (RF) 0.836 0.835 0.831 0.831 

Gradient Boosting (GB) 0.845 0.843 0.833 0.831 

 

 

Figure 4.47  Graphical representation of results for ML classifiers 
(KNN: K-Nearest Neighbor, DT: Decision Tree, RF: Random Forest, GB: Gradient Boosting) 
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4.14. DISCUSSION 

This section proposes an in-depth analysis of the entire work done in the current experiment. The 

presented WCE-Enttention-DeepNet framework comprises of five sections: Data Acquisition, 

Augmentation, Feature Extraction, Classification and Detection. The detailed study focuses on 

the novel attention-based CNN model which is utilized for classification of Endoscopy images of 

8 classes. The overall process depends on the Accuracy, Precision, Recall and F1-Score obtained 

from the proposed model. The performance scores obtained from the Attention-based CNN 

model used in the novel framework WCE-Enttention-DeepNet have been experimented in two 

ways – one with the imbalanced data and the other with the balanced ones. The Attention-based 

classifier resulted in overall accuracy of 98.8%, Precision of 96.6%, Recall of 96.5%and F1-

Score of 96.5% respectively. Thus, the experiment throws light into the fact that attention-based 

classifier enhances the performance score effectively. The study also concludes that a good fitted 

accuracy graph is generated when augmented dataset is used. The paper proposes a detailed 

study with the other available deep pre-trained models. Some of the famous classifiers like VGG 

16, InceptionV3, InceptionResnetV2 and Resnet152V2 were taken into consideration. The 

above-mentioned classifier generated a good amount of performance metrics in the form of 

accuracy, precision, recall and F1 score respectively. The exhaustive study helped to draw a 

conclusion that the proposed Attention based CNN classifier using augmented dataset generated 

an enhanced accuracy of 4% more than the DL classifier. Thus, the novelty of the architecture is 

justified in this case. Machine Learning models are also used for the classification of different 

WCE diseases, hence, some of the popular ML algorithms are chosen for testing the same using 

the augmented dataset. Although it is observed that some Machine Learning models like 

Gradient Boosting, Random Forest and Decision Tree performed well when utilized for 

classification of WCE images, still the performance is much more enhanced when Attention 

Based CNN classifier is applied for classification of different classes of images. There is a sharp 

rise of 15% in accuracy when compiled using the WCE dataset. The entire study supports the 

fact that the amount of data plays an effective role in smooth classification as well as accurate 

detection of diseases. Hence the work clarifies a way in which smooth classification and 

detection can be obtained after proper augmentation of the images. The efficacy and performance 

of the proposed WCE-Enttention-DeepNet model lies in resolving the problem of multi class 

classification which is often found in case of WCE images. Till now, as reported in literature in 
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section I, in case of multi class classification category only 3 classes have been taken whereas in 

the present work the robustness of the output results has been enhanced to another level by 

generating 8 classes of classified outputs. The information regarding the same is listed in Table 

4.20. The detailed work is concluded with the detection of different WCE images as shown in 

Figure 4.48. The detection images diagnose the exact location of the anomaly in the Different 

WCE diseases. The attention-based CNN classifier is fed as backbone architecture for the same 

and the detection is effectively materialized. The detection results in an IoU score of 0.9 which 

proves the major utility of the presented work. The work even out performs the other state-of-

the-art algorithms as evident from the performance parameters of the present model enlisted in 

Table 4.24. Moreover, the generated results were also verified by a medical practitioner for its 

actual authentication and validation in order to establish the correctness of the detected results. 

The presented work can even be automated into a real time system for smooth detection of WCE 

anomalies. The presented model implies better performance of the presented framework for 

detection of GI tract anomalies using WCE-Enttention-DeepNet. India being one of the largest 

populated countries often suffers from lack of medical facilities and early diagnosis of different 

diseases – hence a real-time automated system like this can reduce the problem of disease 

detection. Thus, this can be of immense help to the medical practitioners and common people 

suffering from deadliest diseases to get its earliest cure easily. Hence the novel WCE-Enttention-

DeepNet framework presented can be very beneficial for the people for the detection of the 

gastrointestinal disorder. 
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Figure 4.48 Detection results generated by F-RCNN 
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Table 4.24 Comparison of the proposed work with other state-of-art works reported in literature 

References Vascular 

Ectasia 

Esophagiti

s 

Tapeworm Crohns Polyp Erosion Ulcerative

-colitis 

Detection of 

Crohns in WCE 

images using deep 

CNN [8] 

-  - A=97.64

% 

R=98.98

% 

- - - 

Detection of 

Crohns in WCE 

images using 

deep NN [9] 

- - - A=93.5% - - - 

Detection of 

Crohns using 

Conv. Recurrent 

Attention Neural 

Network [10] 

- - - P=93.7% 

R=93% 

- - - 

Comparison of 

Crohns disease in 

WCE and CT [22] 

- - - - - A=90.8% 

R=88.2% 

- 

Utility of WCE for 

Crohns disease 

[23] 

- - - - - A=95.34

% 

R=93.67

% 

- 

Detection of 

Gastric Vascular 

Lesions in WCE 

using CNN [50] 

A= 

93.7% 

R=86.2% 

P=96.4% 

- - - - - - 

Modified Salp 

Swarm Algorithm 

(MSSADL-

GITDC) [36] 

- A=97.75% 

P=93.16% 

R=88.50% 

F=90.77% 

- - A=98.0% 

P=89.81% 

R=95.10% 

F=92.38% 

- A=98.56% 

P=92.92% 

R=96.10% 

F=94.48% 

ANN 

(VGG+SVM) [37] 

 

 

- A=95.50% 

P=93.60% 

R=95.34% 

 

- - A=95.50% 

P=96.0% 

R=95.10% 

 

- A=94.0% 

P=93.50% 

R=93.85% 

 

ANN(DenseNet-

121+SVM) [37] 

 

 

- A=96.5% 

P=96.50% 

R=96.35% 

 

- - A=96% 

P=96.50% 

R=96.09% 

 

- A=93.50% 

P=92.60% 

R=94.41% 

 

Proposed work A=100% 

R=100% 

P=100% 

F=100% 

A=99.9% 

R=99.9% 

P=100% 

F=99.99% 

A=100% 

R=100% 

P=100% 

F=100% 

A=98.9% 

R=100% 

P=91% 

F=95% 

A=97% 

R=93% 

P=90% 

F=92% 

A=98.9% 

R=93% 

P=100% 

F=97% 

A=98.1% 

R=93% 

P=94% 

F=93.5% 

 
A: Accuracy, R: Recall, P: Precision, F: F1score 
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4.15.  CONCLUSION 

 

Intestinal diseases are a significant concern in gastroenterology and Wireless Capsule Endoscopy 

(WCE) has been recognized as a valuable clinical tool for their detection. In this study, the 

authors proposed a novel framework, named WCE-Enttention-DeepNet, for detecting various 

types of intestinal diseases using WCE images. The framework aims to identify classes such as 

Vascular Ectasia, Tapeworm, Crohn's disease, Erosion, Esophagitis, Polyp, Ulcerative-Colitis as 

well as Normal cases. The study primarily utilizes an Attention-Based Convolutional Neural 

Network (CNN) classifier, which achieves an impressive average accuracy of 98.80%. 

Additionally, detection techniques are applied using the Faster Region-Based Convolutional 

Neural Network, resulting in an Intersection over Union score of 0.9. This framework 

demonstrates its potential for automatic classification and detection of WCE images, 

significantly reducing the time required for analysis. While the presented work focuses on seven 

classes of Intestinal diseases in the gastrointestinal tract and including the normal case, it is 

worth mentioning the inclusion of an additional class, namely Bleeding. By incorporating this 

class, a total of eight different Endoscopy diseases can be considered, enabling comprehensive 

insight and precise detection of specific regions in endoscopic images. Looking ahead, future 

research can explore optimizing the framework using different optimizers and adopting 

innovative approaches to enhance performance. The presented work can also be transformed into 

a real-time system for direct detection of various endoscopy diseases. Moreover, by leveraging 

Internet of Things (IoT) devices, the framework can be utilized remotely, enabling individuals to 

seek medical advice from doctors through the internet. This methodology holds potential for 

efficient and accurate detection of different endoscopic disorders, offering a valuable tool for 

medical practitioners in their diagnostic efforts. 
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Chapter-5 CONCLUSION AND FUTURE SCOPE 
 

 

5.1. CONCLUSION  

Deep learning, a subset of machine learning, has the potential to bring about significant societal 

benefits in various domains. Its utility can be observed in the areas of healthcare, autonomous 

vehicles, natural language processing, environmental monitoring, manufacturing and quality 

control, security and surveillance, education, agriculture, disaster response, language translation 

and communication, etc.  

In the present research work, few of the areas viz., healthcare, horticulture, agriculture and 

maritime surveillance are focused with the various novel deep learning models. The DL models 

are primarily based on classification and thereafter followed by localization. Classification is an 

important step for categorization of classes whether it be semantic segmentation, normal 

classification or detection. 

OCT-based retinal images have been examined for the purpose of identifying a particular disease. 

The OCT retinal images are used as the input data for six different CNN models, which produce 

classified results. According to Figure 2.11, the output is correctly classified for each of the four 

classes of retinal images. Except for the model Inception v3 without transfer learning, the 

proposed model with and without a pre-trained data set has provided good accuracy percentages. 

Therefore, it follows from the current research that models that incorporate transfer learning 

produce more accurate results than otherwise. The saliency maps and occlusion maps at the CNN 

architecture's output layers also display how the output is categorized based on the region of 

interest. 

Fresh apples are distinguished from rotten ones through real-time semantic segmentation. Two 

architectures, UNet and En-UNet, are fed with the RGB images of the rotten and fresh apples. 

Binary masks are created as ground truths before the image data is fed to the networks, and the 

predicted outputs are then checked against the ground truths. Both models are compared in terms 

of accuracy and IoU score. According to the findings, UNet's validation accuracy was 95.36%, 

while En-UNet's was 97.54%. Both En-UNet and UNet achieved the best mean IoU score of 
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0.866 and 0.66 respectively; both below a threshold of 0.95, respectively, at 0.866 and 0.66. With 

a quick automation system designed for the detection of high-quality fruit and the production of 

high-quality food products, the proposed work can be very helpful in the horticulture and fruit 

product manufacturing industries. 

The last segment of the research is based on classification followed by localization which is often 

referred to as detection. Although the outcome is detection but the backbone is the optimized 

classification in every case. Even though there are state-of-the art detection algorithms with deep 

learning but in the present research work novel hybridized framework of the deep learning models 

are designed and implemented. In this section three of the applications are chosen viz. maritime 

surveillance, agriculture and healthcare (anomaly detection with WCE images). In all the case 

studies, the designed models are compared with the existing state-of-the-art algorithms and are 

proven to be superior in terms of performance matrices.  

In maritime surveillance, the CNN classifier model detects and segments ships in the water body 

using satellite images. The model achieves a validation accuracy of 99.5% and 85.1% for the 

auto-encoder, with a best IoU score of 0.77. This model can be useful in maritime security 

management, traffic monitoring, heavy cyclone rescue operations, and navigation management 

control. Future work focuses on superimposition of segmented ship images over original images 

and remote sensing using high resolution SAR images. The model's sophistication lies in its 

ability to classify, locate, and segment objects, reducing complexity in terms of time, cost, 

installation, and maintenance. 

The second case study is the plant leaf disease detection. A hybridized framework with PCA and 

deep learning algorithms has been executed and named as PCA-deepNet. The proposed method 

makes plant disease detection extremely quick and precise, removing the possibility of human 

error. The primary benefit of the current work is to assist farmers and other agricultural 

professionals in eliminating significant losses brought in by pest and other bacterial invasion on 

crops. So simple detection of such diseases can increase production rate. This work can be 

automated into a real-time system, directly assisting farmers and other people involved in 

agriculture. Additionally, it can be used as pest-resistant equipment in sizable nurseries to identify 

diseases before they spread and thus act as aid in their recovery. 
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In the last case study, anomaly detection in the GI tract is carried out using WCE images. A 

hybridized framework is used with a attention based classifier. The WCE-Enttention-DeepNet 

framework is a novel approach for detecting intestinal diseases using WCE images, focusing on 

eight classes and seven different diseases. The framework uses an Attention-Based CNN 

classifier, achieving an average accuracy of 98.80%. By incorporating bleeding, the framework 

can detect eight different endoscopy diseases, providing comprehensive insight and precise 

detection of specific regions. Future research can explore optimizing the framework and 

leveraging IoT devices for remote diagnostic assistance. This approach offers a valuable tool for 

medical practitioners in their diagnosis of diseases.  

The proposed works deal with huge amount of data. A good mixture of data is very important to 

obtain good values of the performance matrices. Majorly the execution of deep neural networks 

faces constraints with the data sets and class imbalance problem. In order to solve class imbalance 

problem and to come up with good mixture of data set, data augmentation is very much essential 

and thus GANs are employed for each of the cases. The state-of-the-art architectures are very 

good at generating outputs but very high in terms of computation cost and architecture 

complexity. On the other hand, if customized CNN classifiers are clubbed with classical machine 

learning techniques for generating a hybrid model, the computation cost will be low as well as 

the model complexity. 

 

5.2. FUTURE SCOPE  

Deep learning has emerged as a transformative technology in the field of computer vision, 

enabling significant advancements in tasks such as classification, segmentation, and object 

detection. These tasks play a crucial role in various applications ranging from autonomous 

vehicles and medical imaging to surveillance and natural language processing. As technology 

continues to evolve, the future scope of deep learning in classification, segmentation, and 

detection models promises even more remarkable possibilities. Future models are expected to 

focus on combining various modalities, such as text and sensor data in order to create more 

comprehensive and accurate models. 
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Reducing the dependence on labeled data is a significant challenge. Future research might focus 

on developing models that can learn with less annotated data or even weak annotations, such as 

image-level labels. This would significantly reduce the manual labeling effort required for 

training deep learning models. Self-supervised learning techniques, where models learn from 

unlabeled data, are gaining traction. Future research might refine these techniques to create 

models that can leverage large amounts of unlabeled data to improve performance on various 

tasks, including classification, segmentation, and detection. 

Future models with few shot and zero shot learning might be designed to learn from very few 

examples or even from completely new classes with zero examples available during training. This 

is especially important when dealing with rapidly evolving domains, where obtaining large 

labeled datasets can be of real challenge. 

To cope with changing environments and concepts, future models are likely to exhibit better 

adaptability. Continual learning techniques will enable models to acquire knowledge over time 

while avoiding catastrophic forgetting of previously learned information. As deep learning 

models become more complex, there is a growing need for interpretability and explain ability. 

Future models are likely to incorporate mechanisms that provide insights into their decision-

making processes, which is crucial for applications in medical diagnosis and legal systems. 

As deep learning models become larger and more resource-intensive, concerns about their 

environmental impact are growing. Future research will likely focus on developing more efficient 

architectures that achieve similar or better performance while consuming fewer resources. Future 

models will need to be more robust to adversarial attacks and noisy data. Research will likely 

explore techniques to enhance the security and reliability of deep learning models, especially in 

safety-critical applications. Future models could allow easier customization and adaptation to 

individual industries, such as healthcare, agriculture, and manufacturing. 

As deep learning models influence various aspects of society, ethical and legal implications will 

become more pronounced. Future research will likely delve into creating models that adhere to 

ethical guidelines and regulatory frameworks, ensuring responsible and fair use. Classification 

algorithms to be optimized more in terms of layers, trainable parameters and data set so that the 

GPU computation requirement becomes less. The classification segmentation and detection 
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models which has been used in the present work in some particular applications can be 

implemented in other domains as the application field. 

The models developed for classification, segmentation and detection of images in real life 

applications can be implemented in hardware resulting in finished products or can be realized and 

implemented in IoT frameworks. 

The future scope of deep learning in classification, segmentation, and detection models is 

incredibly promising. Researchers and practitioners are poised to explore hybrid models, weakly 

supervised learning, self-supervised learning, and more so to tackle challenges and expand the 

capabilities of these models. With a focus on interpretability, robustness, and ethical 

considerations, the next era of deep learning is expected to drive transformation across industries 

and shape the way humans interact with technology. 
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