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PREFACE 

The title of the present thesis is “EXPLORING SUPRAMOLECULAR 

FEATURES OF SOME INORGANIC AND ORGANIC COMPOUNDS IN THE 

CONTEXT OF CRYSTAL ENGINEERING”. The analysis of the crystalline and 

molecular structures of organic, inorganic, and other molecules of intrinsic 

interest can be effectively done using single crystal X-ray diffraction techniques. 

The primary obstacle to using the single crystal X-ray diffraction technique to 

determine structure is getting the sample to crystallize in the right size and 

shape. The proposed research project focuses on spectroscopic and single crystal 

X-ray diffraction studies of the crystal and molecular structures of organic 

molecules and metal organic complexes. The investigation would include 

determining crystal and molecular structure from X-ray intensity data. The 

conformation of the molecules has been revealed by crystallographic research, 

and the significance of intermolecular interactions in molecular packing has also 

been examined, with an emphasis on the formation of self-assembly.  

To get a thorough understanding of the subject matter, various 

supramolecular features of all compounds and complexes are thoroughly studied 

while studying the most recent advancements in crystal engineering and 

crystallography. Crystal engineering is relatively a new field of study that 

addresses issues with intermolecular interactions. Weak interactions-based self-

assembly has proven to be a helpful and effective approach for the creation of 

predesigned and well-defined architectures. Even though hydrogen bonds are the 

most reliable and widely used in molecular recognition of crystalline materials, 

other weaker contacts have been examined and their fascinating roles in the 

development of supramolecular self-assembly are studied. 

Tools based on the Hirshfeld surface give a distinctive method for 

predicting crystal structure, and this approach makes it simple to learn about 

patterns in crystal packing. By identifying the packing motifs, the derivation of 

the Hirshfeld surface and breakdown of the corresponding 2D fingerprint-plot 

offer a practical method for quantifying the interactions within crystal 

structures, revealing notable similarities and differences between related 

structures, and holding significant promise for crystal engineering. The 
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energetic and geometric features of salt-bridge interaction are studied and its 

impact on the resultant supramolecular organization is analyzed using 

theoretical DFT-D3 calculations. 

The theoretical study combines the energetic features of the noncovalent forces 

that participate in the extended network and the characterization of the diverse 

interactions by means of Bader's theory of ‘atoms in molecules’(AIM) and 

‘noncovalent interaction’ plot index (NCI). 

The study of noncovalent weak interactions between molecules or similar 

entities is known as crystal engineering. It is a multidisciplinary branch of 

research that examines the physical, chemical, and biological properties of 

various chemical compounds with a higher level of complexity. Numerous new 

functional and technologically advanced materials have been created by 

mimicking nature and applying synthetic techniques to supramolecular 

chemistry. By using X-ray crystallographic and other physico-chemical 

techniques, numerous supramolecular structures of both organic molecules and 

inorganic complexes are critically examined in the current dissertation. There 

are four chapters in the current thesis. The contents of respective chapters are 

summarized below.  
 

In Chapter 1, the fundamental ideas guiding single-crystal X-ray diffraction 

techniques for crystal structure determination of small molecules are briefly 

discussed. The phase problem in crystallography, structure determination from 

single crystal X-ray data, structure solution methods, structure refinement, 

various methods for characterization of the grown solids are included in detail in 

this chapter. This chapter illustrates the background for the work presented in 

this thesis. Molecular recognition, self-assembly, crystal engineering, 

supramolecular synthon and other intermolecular interactions (including non-

covalent interactions) have all been covered in detail. The general characteristics 

of distinct packing forces that account for the diverse topologies observed thus 

far have been outlined. This chapter also covers the Hirshfeld surface concepts 

and related Fingerprint plots, which have been utilized to illustrate the 

authenticity of the thesis's provided structures. 
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In Chapter 2, a new octahedral Co(III) complex namely 5-ethyl-2-

methylpyridinium trans-bis(iminodiacetato-k3O,N,O’)cobaltate(III), has been 

synthesized and structurally characterized by single crystal X-ray diffraction 

analysis. In the solid state, the structure is stabilized through various hydrogen 

bonds, C–H···π and π–π stacking interactions that leads the molecules to 

generate diverse supramolecular architectures. The solid-state supramolecular 

structure has been corroborated with theoretical calculations. The intermolecular 

interactions are quantified via Hirshfeld surface analysis and corresponding 

total energy framework has been calculated. The intricate combination of C–

H···π and π–π stacking interactions are fully analyzed by computational 

studies. The noncovalent interactions have been characterized by Bader’s theory 

of “atoms-in-molecules” (AIM) and “noncovalent interaction” (NCI) plot 

index.   
 

In Chapter 3, a series of pyridinium-carboxylate salts (1‒3) were designed, 

synthesized and structurally characterized to explore the importance of salt-

bridge (SB) interactions in building self-assembled structures. We present a 

comprehensive analysis of the SB interaction in crystal structures of 4,4′-

oxybis(benzoic acid) with substituted aminopyridines where the SBs displays 

extremely well defined geometric preferences. In the solid-state, compound (1) 

exhibit lone-pair(l.p)···(SB)/(SB)···π+ assemblies while compound (2) shows C‒

H···(SB)/(SB)···π network. Interestingly, compound (3) exhibits two distinct 

networks π+···(SB)/(SB)···(SB)/(SB)···π+ and C‒H···(SB)/(SB)···H‒C. These 

unexplored extended supramolecular networks are evident and explored for the 

first time in crystal structures. The duality of the SBs in stabilizing the π-facial 

interactions with electron rich and/or electron poor moieties are also described. 

The energetic and geometric features of salt-bridge interaction are studied and 

its impact on the resultant supramolecular organization are analyzed using 

theoretical DFT-D3 calculations. The theoretical study combines the energetic 

features of the noncovalent forces that participate in the extended network and 

the characterization of the diverse interactions by means of Bader’s theory of 

‘atoms in molecules’(AIM)..  
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In Chapter 4, three versatile 4′-substituted 2,2′:6′,2″-terpyridine compounds 

(1–3) having different substitutions (4-ethoxyphenyl, 4-methoxyphenyl and 

pyridyl) at 4′-position of the central pyridine ring have been synthesized and 

structurally characterized. Three representative crystal structures have been 

determined through single crystal X-ray diffraction analysis. X-ray 

crystallography revels that the structures are stabilized through C–H···π and π–

π stacking interactions. In the solid-state, the supramolecular assemblies of the 

title compounds have been explored in detail. Compounds (1) and (3) exhibits 

both C–H···π and π–π interactions in building supramolecular assemblies 

whereas compound (2) exhibit π–π interaction only. All the intermolecular 

interactions that are involved within the structures are quantified through 

Hirshfeld surface analyses. The weak noncovalent interactions that played 

significant role in building supramolecular assemblies are further characterized 

by Bader’s theory of ‘atoms-in-molecules’ (AIM). Finally, the supramolecular 

networks are characterized by theoretical ‘Noncovalent Interaction’ (NCI) plot 

index.  
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X-ray diffraction and crystallography is absolutely the most powerful 

analytical approach for characterizing crystalline solids' structural properties. A 

crystal can appear as a periodic arrangement of an array of atoms. One imagines 

three families of planes, the planes in every family being parallel to and 

equidistant from one another. Accordingly, one obtains a tiling of the crystal space 

via congruent parallelepipeds, which is said to be a fundamental parallelepiped, 

or unit cell, of the crystal. If every unit cell includes a molecule, a collection of 

atoms in its interior, and if the atoms are arranged in precisely the same way in all 

the unit cells, then each unit cell and its contents are indistinguishable from every 

other unit cell and its contents. The relation between physical, chemical, biological 

properties and structural order reflects crystallography's role in basic sciences and 

is an interdisciplinary subject. The subsequent sections have provided a brief 

summary of the study's methods and the principles underlying such methods. 

1.1. X-ray diffraction and the phase problem in crystallography 

There corresponds to each atom an electron density function; as a result, 

with the aid of superposition of the atomic electron density functions, one obtains 

an overall electron density function ρ(r), a non-negative function of the position 

vector r(x,y,x) which gives the number of electrons per unit volume at the position 

r(x,y,z). It is clear from the geometric construction that the electron density 

function in any unit cell is the same as that in every other unit cell. Consequently, 

ρ(r) is a triply periodic function of position, and the electron density distribution 

in a crystal may be represented by way of three-dimensional Fourier series  

lz)]ky(hx i  π[-2 exp  z)y,ρ(x, Fhkl

-
h k l

V

1 




                         (1.1) 

where the coefficient of the Fourier summations are the Fhkl’s of the diverse 

diffraction spectra, V is the volume of the unit cell, and Fhkl  is the crystal structure 

factors. ρ(r) is the electron density function that is a non-negative function of 
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position vector r(x,y,x) and offers the number of electrons per unit volume at the 

position r(x,y,x).  

As soon as the summation on the right-hand side is performed, locating atoms on 

the electron density peaks is trivial. 

The structure factor Fhkl can be conveyed as  

) (i exp 
hklhklhkl FF                                (1.2) 

where |Fhkl| is the magnitude of the structure factor and hkl is the phase of the 

structure factor. Once the electron density at every point in the unit cell is known, 

finding the atom at the electron density maxima is insignificant. The magnitude 

of F’s may be received from experimentally observed intensity; however, there are 

no experimental methods to record the phases, φhkl. Accordingly, the data from 

the diffraction experiment are insufficient for carrying out the Fourier synthesis. 

The experiments offer only half the required data. In a situation like this, it seems 

that the summation of the terms of (1.1) and, therefore, the finding of atoms in the 

unit cell, i.e., crystal structures, are independent due to a lack of phase data that 

establishes the phase problem of crystallography. If there had been a few ways of 

learning these phases, it would be habitual to discover the arrangement of atoms 

in any crystal, but it is probably complicated. 

In the absence of direct phase information, crystal structures are solved by 

indirectly finding the phases. Two general methods may result in a solution- 

 A Fourier summation can be organized wherein the coefficients only use 

magnitudes. This effects a map of a function defined in crystal space that 

relates to the image of the crystal structure this is sincerely sought. 

 The second sort of effort to overcome conquer the phase problem can be 

made in Fourier space by means of trying to assign phases to the Fhkl’s so 

that the mathematical summation of R.H.S of eq(1.1) may be done. 
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1.2. Structure determination from single crystal X-ray diffraction   

The various steps concerned all through crystal structure determination 

starting from crystal selection to refinement, are depicted below: 

 Selection of suitable single crystal 

 Obtain unit cell geometry and preliminary symmetry information 

 Collection of intensity data 

 Data reduction  

 Structure solution 

 Refinement of the model structure 

1.2.1. Collection of X-ray intensity data 

The intensity data collection using a single crystal diffractometer could be 

easily executed in the following manner.  

 Selection of an excellent quality single crystal and mounting it at the 

goniometer head   

 Location of few diffraction maxima and their indexing for determination of 

unit cell parameters  

 Collection of the intensity data accompanied by data reduction (Lorentz, 

polarization and absorption corrections). 

1.2.2. Space group determination 

This is one of the most significant steps for determining crystal structure 

from single crystal X-ray diffraction data. The theory of space groups, one of the 

triumphs of mathematical crystallography, relates crystal symmetry, on the 

atomic scale, to the viable atomic arrangements which possess that symmetry. For 

instance, if a given substance is known to be orthorhombic symmetry and has ‘n’ 

atoms in the unit cell, then space-group theory lists all feasible arrangements of 

‘n’ atoms with orthorhombic symmetry. A further reduction in the number of 

possibilities can be made by noting the reflection indices absent from the 
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diffraction pattern. By such means alone, group theory can often exclude all but 

two or three possible atomic arrangements.  

Few space groups can be determined uniquely from the systematic absence 

criteria of the diffraction pattern. When systematic absences of the diffraction data 

fail to determine the space group uniquely, numerous alternative space groups 

must be considered, and only a successful structure solution is accepted. 

1.2.3. Crystal structure solution 

The most usually used approaches for overcoming the phase problem and 

for solving crystal structures of small molecules are (i) the Patterson method, 

which treats the subject in crystal space, and (ii) the direct method, which treats 

diffraction (reciprocal) space.       

1.2.3a. Patterson method  

It is impossible to discover the electron density of a crystal by using the 

experimental data in a Fourier synthesis because only the magnitudes of the 

amplitudes are measurable. A. L. Patterson, however, confirmed that the square 

of these magnitudes yields precious information about the crystal structure. 

A. L. Patterson [1] showed the first systematic approach to structure 

determination from the experimentally measured intensity in 1934. The inability 

to synthesize an electron density straightforwardly from the measured intensities 

is because the Fourier coefficients Fhkl’s are not fully available. Using the famous 

‘Convolution’ function of Fourier theory to the specific problem of crystal 

structure analysis, a function in the form of a Fourier series depending on the 

|Fhkl|
2 alone, known as the Patterson function, can be obtained. This kind of 

function is primarily based on Fourier coefficients, |Fhkl|
2 can be derived by 

forming products of each Fourier coefficient Fhkl with its complex conjugate. 

Products like this can be devised from products of the electron-density function. 

For simplicity, the derivation is achieved for a one-dimensional case that could be 

extended to two and three dimensions.  
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It is handy to apply absolute coordinates in this derivation where the fractional 

coordinates and absolute coordinates X are related by 

x = (
X

a
) 

The electron densities of a one-dimensional system at two points; specifically X 

and X+U are given by  

ρ(X) =
1

a
∑ Fh

h

e
−i2πhX

a  
                          (1. 3) 

ρ(X + U) =
1

a
∑ Fh

h

e
−i2πh(X+U)

a  
                          (1.4) 

Multiplying eq(1.3) and eq(1.4), we get the product of two-electron densities 

inside the identical crystal separated by a chosen interval U. If this product (X) 

(X+U) is integrated with respect to X throughout X, i.e., from X = 0 to X = a; it 

affords a measure of the product of electron density which is separated from other 

electron density by the close interval U. 

P(U) = ∫ ρ(X) ρ(X + U)dX
a

0

 
             (1. 5) 

= ∫ [
1

a
∑ Fh

h

e
−i2πhX

a ]
a

0

[
1

a
∑ Fhe

−i2πh(X+U)
a ] dX 

             (1.6) 

This is the integral of a sum of terms. The separate terms in this product, in 

general, have different indices h. Designating these as m and q and separating the 

variable part of the exponential in (1.6). 

P(U) = ∫ [
1

a
∑ Fm

m

e
−i2πmX

a ]
a

0

[
1

a
∑ Fq

q

e
−i2π(X+U)q

a ] dX               (1. 7) 

=
1

a2
∑ ∑ FmFqe

−i2πqU
a

qm

∫ e
−i2π(m+q)X

a

a

0

dX 
              (1.8) 

The integral part in (1.8) vanishes except when q ≠ –m, whereas for q = –m, the 

integral part in (1.8) becomes a. 
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Eq(1.8) can be written as  

P(U) =
1

a2
∑ FhF−he

−i2π(−h)U
a

h

𝑎 
 

=
1

a
∑ FhF−he

i2πhU
a

h

 
             (1.9) 

Expressing the fractional coordinates u=U/a, 

P(U) =
1

a
∑|Fh|2

h

ei2πhu 
             (1.10) 

 This result can be further simplified by expanding the exponential term in (1.10) 

P(U) =
1

a
∑|Fh|2

h

(cos 2πhu + i sin2πhu) 
                 (1.11) 

Now according to Friedel’s law,  |Fh|2 = |F−h|2 

Now the summation over h in eq(1.11) gives to paired terms in (+h) and (–h): 

For (–h),            |Fh|2cos2πhu  becomes 

|F−h|2cos2π(−h)u = |Fh|2cos2πhu  

and for (–h),       i|Fh|2sin2πhu becomes- 

i|F−h|2sin2π(−h)u = −i|Fh|2cos2πhu  

So the sine terms in eq(1.11) cancel in pairs, leaving 

P(U) =
1

a
∑|Fh|2

h

(cos 2πhu) 
           (1.12) 

This shows that the Patterson function has the same value for +u and –u, so it’s far 

symmetrical in origin. Hence all Patterson functions have a centre of symmetry in 

origin, irrespective of whether the crystal is centrosymmetric or not. 

 The two and three-dimensional formulas of (1.12) are  

P(uv) =
1

A
∑ ∑|Fhk|2

k

cos 2π(hu + kv)

h

 

P(uvw) =
1

V
∑ ∑ ∑|Fhkl|

2

l

cos 2π(hu + kv + lw)

kh

 
    (1.13) 

Where A is the area of the two-dimensional cell and V is the volume of the three-

dimensional cell. 
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This function shows that each peak in the Patterson map corresponds to an 

interatomic vector in the crystal structure, with the magnitude of the peak being 

proportional to the product of electron densities of the corresponding pair of 

atoms. The Patterson method [1] is compelling and valuable for finding the heavy 

atom in a structure because the peaks due to heavy atom – heavy atom interaction 

could predominate in a map computed from (1.13), and the atomic positions of 

the heavy atom(s) may be analyzed. However, for the lighter atom, the X-ray 

intensities are less sensitive to the nature and positions than the heavy atoms. One 

would like to replace ‘Direct methods’ to overcome this problem. 

1.2.3b. Direct method 

In this method, the phase angles of reflections are derived directly from the 

observed structure factor amplitudes via mathematical relationships among 

intensities and indices of the reflections. The relationships are based on two 

physical properties of crystal: 

(i) The electron density is non-negative wherever in the unit cell        

[(x,y,z)  0 for all (x, y, z)]. 

(ii) The structure consists of almost spherical atoms spread evenly 

throughout the unit cell volume. 

Since the electron density (r), is associated with the structure factors F(h) 

by a Fourier transformation (Eqn. 1.1), any constraints on the electron density 

impose corresponding constraints on the structure factors. As the structure 

amplitudes are known, most constraints restrict the values of the structure factors 

phases and, in favorable cases, are sufficient to determine the phase values 

directly. Some constraints on the electron density that have been utilized in 

structure determination are listed in Table 1.1. 
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Table 1.1. Constraints on the electron density 

       Constraints            How Used 

1. Atomicity of (r) Normalized structure factors [2]  

2. Positivity of (r) Inequalities and determinants [3, 4]  

3. 3(r) dv =max Phase relationship and Tangent formula [5,6]  

4. Equal atoms Sayre’s equation [7]  

5. (r) ln(r) dv =max Maximum entropy methods 

6. Partial structure Modification of probability equations 

7. Multiple motifs Molecular replacement 

The discrete atom condition in Table 1.1 is used in defining the normalized 

structure factor, E as 

                        I ε / I  |E| 2  hhh      (1.14) 

The constraints indexed in Table 1.1 leads to the general inequalities of Karle and 

Hauptman [4], probability relationships among the phases [5], and the tangent 

formula [6], which can be expressed as 

  










k

khkkhk

k

khkkhk

h
]  [ cos |E E|

]] [sin  |E E|

 tan 
)-()-(

)-()-(

   (1.15) 

where the symbol  means ‘probably equals’. Sayre [7] used the ‘equal atoms’ 

constraint to give an exact relationship among the structure factors 



k

khkhh )-(FFθF       (1.16) 

where h depends on the shape of the atom. Equations (1.15) and (1.16) can be 

rewritten as 

h  phase of [Ek Eh-k]  

                  k + h-k      

which can be rearranged to give the well-known triple phase relationship  

h + k + h-k  0      (1.17) 
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Direct structure determination methods have become popular because they can 

be automated and are, consequently, easy to use. The direct methods have been 

implemented in several computer programs like SHELXS97 [8], and SIR2004 [9]. 

The program generates random phase sets, then refines the phases using the phase 

annealing and tangent formula methods. In 1987 M. M. Woolfson published a 

review on the history and development of direct methods [10]. An in-depth 

discussion on the principles of direct methods and the way they may be carried 

out in practice are summarized in the books of Dunitz [11], Stout and Jensen [12], 

Ladd and Palmer [13] etc. 

1.2.4. Structure refinement 

When the partial structure is attained via both the Patterson or Direct 

methods, the main impediment has been left at the back, and it is a routine matter 

to refine this roughly known structure to a precision that the data allow. 

Numerous methods exist to accomplish this refinement, but the least commonly 

used technique is the Least-squares method, as described below. 

If we define a linear function  with Xn variables and Pn parameters as: 

 = P1X1 + P2X2 + ... + PnXn         (1.18) 

and, if the values of the function are known at m points with m > n; then following 

least squares principle, the ‘best’ values for the P1, P2, . . . .  , Pn parameters are 

given by those, which minimize the function 

χ2 = ∑ wi (o,i - c,i)2       (1.19) 

where o,i is the observed value of the function at i, c,i is the calculated value of 

the function at i, and wi is an assigned weight for the observed value. In 

crystallography, the parameters may be refined against either the structure 

factors, Δ = | |Fo| - |Fc| |, or the intensities, Δ = |Fo2 - Fc2|. In either case, the 

function being minimized is ∑ w Δ2. It’s far normal to count on that the trial 

parameters need only small shifts to attain the correct.  
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The model structure acquired employing any of the previously mentioned 

procedures is approximate, and the atomic parameters (positional and thermal) 

and the scale factor should be refined so that the calculated Fc’s agree properly 

with the observed Fo’s. The agreement between the calculated- and actual- 

structure is evaluated by the residual factors, i.e., 
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where the weight, wh =  1/2(Fo), (Fo) being the estimated standard deviation of 

Fo. 

A third statistical parameter, the goodness of fit, ‘S’, that is ‘the standard deviation 

of an observation with unit weight’, displays the reliability of standard deviations 

of the positional and displacement parameters of the atoms. In case of refinements 

on F2, the goodness of fit has the form: 

S = {∑ [w(Fo2 - Fc2)2] / (n-p)}1/2               (1.22) 

where n is the number of reflections and p is the total number of parameters 

refined. As soon as the refinement is completed, distinct geometrical parameters, 

i.e., bond lengths, bond angles, torsion angles, mean planes through selected 

atoms, etc., may be effortlessly calculated. 

1.3. Methodologies for characterization of grown solids  

Crystals are a prerequisite for understanding the physics and chemistry of 

the solid state. Crystals discover crucial uses in research and technology. 

Therefore, assessing grown solids' physical and chemical perfection is necessary 

to evaluate their quality. A crystal is thoroughly characterized when its identity, 
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concentration, and position of all its constituent atoms and other related 

properties are known. Numerous characterization techniques include CHN 

analysis, Powder X-ray diffraction, FTIR analysis, DTA-TGA, and many others. 

CHN analysis gives an idea about the empirical formula of the compound. FTIR 

analysis and X-ray diffraction are used to identify the synthesized material. DTA-

TGA analysis gives an idea approximately the thermal stability of the sample. 

Diverse methodologies have been implemented for the characterization of 

the grown solids, which are listed beneath: 

 Elemental analysis 

 Infrared spectroscopic analysis  

 X-ray diffraction (powder and single crystal) 

 Thermal analysis 

1.3.1. Elemental analysis 

Elemental analysis of carbon, hydrogen, and nitrogen is the most essential- 

and, in many cases, the only investigation performed to characterize and prove an 

organic sample's elemental composition. In this present thesis work, use has been 

made of a Perkin Elmer 2400 CHN elemental analyzer. The sample under test is 

weighed using a tin capsule. The required amount is 2 to 3 mg of organic material 

and may hardly ever exceed 10 mg if inorganic matter with little carbon content 

is investigated. The tin capsule enclosing the sample falls into the reactor chamber, 

where excess O2 is introduced before. At approximately 990℃, the material is 

mineralized. The complete oxidation is reached at a tungsten trioxide catalyst that 

is passed using gaseous reaction products. The resulting mixture should thus 

consist of CO2, H2O, and NOx. The product gas mixture flows through a silica tube 

packed with copper granules. In this zone, at about 500℃, remaining oxygen is 

bound, and nitric/nitrous oxides are reduced. The leaving gas stream includes the 

analytically important species CO2, H2O, and N2. High-quality helium (Quality 

5.0) is used as carrier gas. Subsequently, the gas mixture is brought to a defined 

pressure state and is passed to a gas chromatographic system containing a packing 
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material. The packing material first adsorbs the gases, desorbing them separately, 

depending upon the affinity between the analid and packing material. The 

thermal conductivity of each coming out from the chromatographic column is 

measured and compared with a standard sample (acetanilide) from which the 

amount of each element (V/g) is observed. Detailed results of our work on CHN 

analysis have been included in appropriate chapters. 

1.3.2. Infrared spectroscopic analysis 

Infrared spectroscopy is one of the most vital analytical techniques for 

scientists. The underlying basis of applied infrared spectroscopy is that almost all 

organic substances possess selective absorption at unique frequencies in the 

infrared portion of the electromagnetic spectrum. A spectrometer determines the 

percent transmission or absorption of the sample at a series of narrow frequency 

intervals throughout a chosen part of the spectrum. A plot of these transmission 

or absorption values versus frequency or wavelength units constitutes an infrared 

spectrum characteristic of the sample under study. A molecule to show infrared 

absorption must possess a specific feature, i.e., an electric dipole must change 

during the vibration. The more significant the change, the more intense will be the 

absorption. Vibrations can involve either a change in bond length (stretching) or 

bond angle (bending). A few bonds can stretch in phase (symmetrical stretching) 

or out of phase (asymmetric stretching).  

The infrared spectrometer consists essentially of  

(i)   A source 

(ii)  Optical path and monochromator 

(iii) Detector and amplifier 

The source is usually a filament maintained at red or white heat through 

an electric current. Nernst filament made of rare-earth oxides, or globar filament, 

made of carborundum, is used as source filament. The source beam is focused on 

the sample with the help of a mirror silvered on the surface. Monochromators are 
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usually rotatable grating that could produce radiation of preferred frequency. The 

detectors may be of two types, one senses the heating effect of radiation, and the 

other depends on photoconductivity. In the first type, the radiation falls on a small 

cell containing air; temperature changes are measured in terms of pressure 

changes within the cell, which may be recorded directly as transmittance. 

Photoconductors are usually semiconductors, and PbS, sensitive to infrared 

radiation, is used as a detector. A type of Wheatstone bridge network can measure 

the conductivity of the material. The sample is ground to a fine powder with KBr, 

after which pressed into a transparent disk. It is then located directly inside the 

infrared beam in a suitable holder. 

1.3.3.    X-ray diffraction analysis 

X-ray diffraction is a vital technique in materials characterization to obtain 

information on an atomic scale from crystalline and noncrystalline materials. X-

rays lie in the electromagnetic spectrum between ultraviolet light and gamma 

radiation and have an approximate wavelength of about 1 Å (1–10 nm), about the 

identical size of an atom. X-ray diffraction has been utilized in two main areas: the 

fingerprint characterization of crystalline materials and their structure 

determination. Although X-ray single-crystal and powder-crystal diffraction 

patterns contain the same basic information, in the former case, this information 

is distributed in three-dimensional space (Figure 1.1a). In contrast, in the latter 

case, the three-dimensional diffraction data are compressed into one dimension 

(Figure 1.1b), leading to numerous peaks overlapping in the powder diffraction 

pattern. Such peak overlap obscures information on the intensities of individual 

diffraction maxima and constitutes the main reason for difficulties in solving 

crystal structures directly from powder diffraction data. 

1.3.3a    Powder X-ray diffraction 

Generally, the powder method is used to identify the materials under 

investigation. Each crystalline solid has its specific characteristic X-ray powder 
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pattern, which can be used as a "fingerprint" for its identification. When a 

monochromatic X-ray beam is incident on the surface of a crystal, it is reflected. 

However, the reflection occurs only when the incidence angle has specific values. 

Those values rely upon the wavelength and lattice constants of the crystal. The 

crystal is represented by a set of parallel planes corresponding to the atomic 

planes. The incident beam is reflected partially at each of these planes, which act 

as mirrors, and the reflected rays are then collected simultaneously at a distant 

detector. The reflected rays interfere with the detector, and, according to physical 

optics, the interference is constructive only if the difference between the paths of 

any two consecutive rays is an integral multiple of the wavelength,                              

i.e., nλ = 2dsinθ. This is the well-known Bragg's law where n is an integer, λ is the 

wavelength in Å, d is the interatomic spacing, and θ is the diffraction angle in 

degrees. 

The X-ray diffraction experiment requires an X-ray diffractometer that 

incorporates an X-ray source, the sample under investigation, and a detector to 

select the diffracted X-rays. An automatic counter serves as the cause for 

measuring the intensity of X-ray diffraction. The diffracted intensities are counted 

directly, and the angular setting at which they occur helps us ascertain the cell 

geometry by applying Bragg's law and determining crystal structure. The powder 

method derives its name from a polycrystal sample, which may take many 

physical forms but is usually a powder. In this method, the sample is ground to a 

fine powder and put in a glass or metal plate groove. The sample's surface is made 

smooth by pressing the surface with the help of a glass slide. Uniform packing of 

the sample is essential to get a reproducible result. The sample is then put inside 

a goniometer of a powder X-ray diffractometer. The intensity of X-ray diffraction 

is then recorded on a paper chart recorder. The goniometer and the paper chart 

recorder are switched on simultaneously, and at each Bragg angle, the diffracted 

beam's intensity seems like a line having a certain width on the paper chart, or the 

number of the counts is recorded directly by using a computer. From the positions 
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of those diffraction lines, 2 and therefore d can be known, and miller indices can 

be calculated using the computer program POWD [14]. 

 

Figure 1.1. (a) Single crystal X-ray diffraction pattern; (b) powder X-ray diffraction 

pattern.  

1.3.3b    Single crystal X-ray diffraction: Crystallographic analysis 

Single crystal X-ray diffraction measurements of the grown solids were 

carried out on a Bruker APEX II Kappa CCD single crystal diffractometer 

equipped with a graphite monochromator. MoKα radiation (λ = 0.71073 Å) was 

used for all of the collections that were controlled by APEX2 [15], with data 

collected at various temperatures. Data were corrected for Lorentz and 

polarization effects using SAINT [15], and multi-scan absorption corrections were 

applied using SADABS [15]. The structures were solved by direct methods 

(SHELXS-2016) [16] and refined using full-matrix least-squares procedures using 
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the SHELXL-2016/6 program [16]. All non-hydrogen atoms were refined 

anisotropically, all hydrogen atoms bound to carbon were placed in the calculated 

positions, and their thermal parameters were refined isotropically with Ueq = 1.2 − 

1.5Ueq(C). The N–H hydrogen atoms were located in difference Fourier maps, and 

their coordinates were refined with Ueq = 1.2Ueq(N). All molecular plots and 

packing diagrams were drawn using Mercury [17], and additional metrical data 

were calculated using PLATON [18,19]. Tables were prepared using WINGX [20]. 

A detailed methodology has been appended below for crystallographic 

analysis. 

 Sample selection and preparation 

Samples for single-crystal diffraction need to be selected from unfractured, 

optically clear crystals. This could be decided by viewing the samples 

under crossed polars on a petrographic microscope. Crystals can be broken 

off into a larger sample and the best fragment selected. Samples ought to 

be between 30 and 300 microns, with perfect crystals averaging 150–250 

microns in size. To minimize the absorption effects, equant crystals are 

desired. Spherical crystals may be created using a small, air-powered 

crystal tumbler; however, without difficulty, cleaved minerals can break 

during this technique. Consequently, minerals lacking cleavage are the best 

choice for this step. If the sample is inequant, this must be corrected for 

absorption corrections to the data.  

 Sample Mounting 

Samples are mounted on a thin glass fiber's tip using epoxy or cement. Care 

must be taken to use just enough epoxy to secure the sample without 

embedding it in the mounting compound. The fiber can be ground to 

minimize absorption by means of glass. This fiber is connected to a brass 

mounting pin, commonly using modeling clay, and the pin is inserted into 

the goniometer head. 
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 Sample Centering 

The goniometer head and sample are then affixed to the diffractometer. 

Samples may be centered by viewing the sample under an attached 

microscope or video camera and adjusting the X, Y, and Z directions until the 

sample is centered under the crosshairs for all crystal orientations. 

 Data Collection 

Once the crystal is centered, a preliminary rotational image is often collected 

from screening the sample quality and selecting parameters for later steps. An 

automatic collection routine can then collect a preliminary set of frames to 

determine the unit cell. Reflections from these frames are auto-indexed to 

select the reduced primitive cell and calculate the orientation matrix (which 

relates the unit cell to the actual crystal position within the beam). The 

primitive unit cell is refined using least-squares and converted to the 

appropriate crystal system and Bravias lattice. This new cell is also refined 

using least-squares to determine the final orientation matrix for the sample. 

After the refined cell and orientation matrix have been determined, 

intensity data is collected. Typically, this is accomplished by collecting a 

sphere or hemisphere of data using an incremental scan method, collecting 

frames in 0.1° to 0.3° increments (over certain angles while others are held 

constant). For highly symmetric materials, collection can be constrained 

symmetrically to reduce the collection time. Data is typically collected between 

4° and 60° 2θ for molybdenum radiation. A complete data collection might 

also require anywhere between 4–12 hours, depending on the specimen and 

the diffractometer. Exposure times of 4–20 seconds per frame for a hemisphere 

of data would require total run times of 4–10 hours. Older diffractometers with 

non-CCD detectors may additionally require  4–5 days for a complete 

collection run. 
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 Corrections for Background, Absorption, etc. 

After accumulated data, corrections for instrumental factors, polarization 

effects, X-ray absorption, and (potentially) crystal decomposition have to 

be implemented to the complete data set. This integration technique 

reduces raw frame data to a smaller set of individual integrated intensities. 

These correction and processing procedures are commonly part of the 

software package that controls and runs the data collection. 

 Phase problem and Fourier transformation  

As soon as the data have been collected, the phase problem needs to be 

solved to find the unique set of phases that may be combined with the 

structure factors to determine the electron density and, consequently, the 

crystal structure. Several different procedures exist to solve the phase 

problem, but the most common approach currently, due to the prevalence 

of high-speed computers, is using direct methods and least-squares, 

initially assigning phases to strong reflections and iterating to produce a 

refined fit. 

 Structure solution 

The solution to the phase problem leads to the initial electron density map. 

Elements can be assigned to intensity centers, with heavier elements 

associated with higher intensities. Distances and angles among intensity 

centers also can be used for atom assignment based on possible 

coordination. A template may be used for the initial solution if the sample 

is of a known material.  

 Structure Refinement  

Once the initial crystal structure is solved, various steps can be carried out 

to obtain the best fit between the observed and calculated crystal structure. 

The final structure solution might be presented with an R-value, which 

gives the percent variant among the calculated and observed structures. 

http://serc.carleton.edu/research_education/geochemsheets/phaseproblem.html
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1.3.4.   Thermal analysis  

    Thermal analysis measures and interprets the relationship between a sample's 

physical and chemical properties and its temperature. Several thermal analysis 

methods depend on the property to be measured. Herein the details of differential 

thermal analysis (DTA) and thermogravimetric analysis (TGA) have been 

discussed. 

1.3.4a.  Differential thermal analysis 

Differential thermal analysis (DTA) records the difference in temperature 

between a substance and a reference material, as the two specimens are subjected 

to identical temperature regimes in an environment heated or cooled at a 

controlled rate. The DTA curve is obtained by plotting ΔT against T. Endotherms 

are plotted downward, and exothermic peaks are plotted upward. 

Experimentally, that is finished through a furnace containing a sample holder or 

block and two symmetrically located and identical chambers. Every chamber 

contains an identical thermocouple (Platinum-Platinum 10% Rhodium) or a 

different temperature detection device. The sample to be investigated is placed in 

one chamber, and a thermally inert substance, having a similar heat capacity such 

as α-alumina (Al2O3), is placed in the other. The sample and α-alumina are then 

heated at a uniform rate by the furnace, and the temperature difference (ΔT) 

between them, as detected by temperature detection devices, is recorded as a 

function of t or T.  

1.3.4b.  Thermogravimetric analysis 

It is the branch of thermal analysis that examines the mass change of a 

sample as a function of temperature in the scanning mode or as a function of time 

in the isothermal mode. Thermogravimetric (TG) analysis is used to characterize 

the materials' decomposition and thermal stability under diverse conditions and 

to examine the kinetics of the physio-chemical processes occurring in the sample. 

The mass change characteristics of a material are strongly dependent on the 



  X-ray structure determination and crystal engineering...                                  Chapter I 
 

22 
 

experimental conditions together with sample mass, volume, and physical form, 

the shape and nature of the sample holder, the nature and pressure of the 

atmosphere in the sample chamber, and the scanning rate. The TG curves 

generally are plotted with the mass change (Δm) expressed as a percentage on the 

vertical axis and temperature (T) or time (t) on the horizontal axis. 

The instrument for TGA consists of a balance, a furnace programmed for a 

linear rise of temperature with time at which the heating rate can be varied, and a 

recorder. A small but accurately known sample mass is heated in a crucible on an 

analytical balance during controlled heating. An inert reference material (often 

alumina) treated simultaneously ensures that any drift of the instrument can be 

correlated. Several gas atmospheres (air, N2, CO2) can be chosen. Any difference 

in the weight of the sample (loss or gain) is recorded versus temperature during 

controlled heating. The approach is acceptable for many solid substances, 

although limitations can also arise regarding possible reactions with the crucible 

material or corrosive gases emitted by the sample. 

1.4. Molecular recognition 

Molecular recognition is an idea of fundamental importance in structural 

chemistry and materials science. The knowledge of molecular recognition is an 

exceptionally new area dating to 1967 when C. J. Pedersen discovered crown ether 

that turned into observed to bind alkali metal ions to form highly structured 

complexes [21]. D. J. Cram (1988) also refers to molecular recognition chemistry 

as ‘host-guest’ chemistry [22], at the same time as Lehn (1988) calls it 

supramolecular chemistry [23]. It is a phenomenon in which a receptor or a ‘host’ 

molecule (generally large) forms a stable complex with one or more ‘guest’ 

molecules (generally small) through weak directional forces operating within 

various subunits of the component molecules. Cram (1988) has defined host and 

guest as follows: the host is any molecule or ion whose binding sites converge in 

the complex, while the guest is any molecule or ion whose binding sites diverge. 
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The molecular complex or supermolecule is a noticeably established assembly of 

host and guest molecules complementing each other both sterically and stereo 

electronically via multiple contact points on common surfaces [21–23]. A ‘host’ 

molecule (a receptor) forms a complex with one or more ‘guest’ molecules via 

weak directional forces operating within the component molecules. Molecular 

recognition can be categorized into static molecular recognition and dynamic 

molecular recognition (Figure 1.2). Static molecular recognition is associated with 

the interaction between a key and a keyhole. This is a 1:1 type complexation 

reaction between a host molecule and a guest molecule to generate a host-guest 

complex. In dynamic molecular recognition, the first guest molecule binds to the 

host molecule's first binding site, affecting the association constant of a second 

guest with a second binding site [24]. Dynamic molecular recognition is applicable 

in highly functional chemical sensors and molecular devices.  

 

Figure 1.2. Static (a) and dynamic (b) recognition between guest and host 

molecules. 

Preorganization and complementarity dictate the stability of the "host-

guest" complexes. In preorganization, the host and the guest are arranged for 

binding and for low solvation before being combined. Complementarity or 

structural recognition requires the guest to be accommodated in a cavity or 

cavities formed in the host, and binding sites must cooperate [25-28]. The cavity 



  X-ray structure determination and crystal engineering...                                  Chapter I 
 

24 
 

of the host must be well matched with the size and shape of the guest to minimize 

steric interaction. Additionally, the binding sites of the host and guest molecules 

need to be aligned well to obtain minimal stereo electronic interaction. 

Consequently, the host and guest molecules recognize each other by molecular 

recognition. The system will become more ordered through the molecular 

recognition process. As a result, the system's entropy is reduced through the 

process. However, the adverse thermodynamic consequences are more than 

compensated by noncovalent binding interactions. 

1.5. Self-assembly 

The process of self-assembly involves the spontaneous association of small 

molecules to form stable, large, and structurally well-defined aggregates. 

Assembling components into an ordered pattern is called self-assembly [29]. 

There are two types of self-assembly, static and dynamic. When systems are in 

equilibrium, static self-assembly occurs. The patterns of previous components are 

ordered by particular local interactions in the case of dynamic self-assembly. 

Supramolecular self-organization is the key process in the spontaneous but 

regulated assembly of structurally structured and functionally integrated 

molecular systems [30]. It is guided by information stored in molecular 

components and read out through their unique interactions. 

Additionally, it is possible to think of supramolecular self-assembly as a 

collection of ordered self-assemblies that (i) contain systems that spontaneously 

develop order in either space or time or both; (ii) include non-linear chemical 

processes, energy flow, and the arrow of time to include the spatial and temporal 

order of both equilibrium structures and of non-equilibrium, dissipative 

structures; (iii) only the noncovalent, supramolecular level; (iv) be 

multicomponent and produce polymolecular assemblies with supramolecular 

organization and long-range order due to specific interactions acting either 

through recognition events between the molecular components or in a dynamic 
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process. The self-assembly of organic supramolecular architectures is caused by 

supramolecular properties seen in proteins, nucleic acids, and molecular 

complexes, such as electrostatic, hydrogen bonding, van der Waals, stacking, or 

donor-acceptor effects [31-35]. The steric factors associated with the organic 

molecular components control how organic supramolecules self-assemble. 

Creating organic molecule building blocks that can self-assemble into 

supramolecular entities with the desired architectural and functional properties is 

essential for the spontaneous generation of organized structures.  

1.6. Crystal engineering 

The rational design of functional molecular solids is known as crystal 

engineering [36,37]. Modern chemists and crystal engineers interested in 

modeling, designing, synthesizing, and using crystalline solids with 

predetermined and preferred aggregation of molecules and ions engage in this 

lucrative area of research [38,39]. For scientists working on the design of 

structured phases and assemblies, this topic is crucial and of significant interest to 

solid-state and structural chemists. The crystal engineering principles can be 

applied to intermolecular self-assembly [36]. 

The literature claims that for the first time in 1955, R. Pepinsky coined the 

term "crystal engineering" [40]. Schmidt, however, used the term "Crystal 

Engineering" in 1971 about photodimerization processes in crystalline cinnamic 

acids [41]. Since its initial application, the term has significantly expanded to 

encompass a variety of features of solid-state supramolecular chemistry. In 1989, 

‘crystal engineering’ was defined by G. R. Desiraju as "the understanding of 

intermolecular interactions in the context of crystal packing and the utilization of such 

understanding in the design of new solids with desired physical and chemical properties” 

[36]. Despite being a nearly 50-year-old field, crystal engineering has significantly 

contributed to the interface between solid-state sciences and supramolecular 

chemistry [42]. The "top-down" and "bottom-up" approaches towards materials 
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design and fabrication meet. Since many conventional fields of science, including 

chemistry, crystallography, and crystal growth, contribute to crystal engineering, 

it is a highly multidisciplinary field of study. Due to the need to create complex 

devices and discover how to govern molecular recognition and self-assembly, this 

area of research is attracting a growing number of scientists. This is mainly an 

effort to comprehend the underlying fundamental problems with nucleation and 

crystal growth [43]. The appearance of crystal engineering as a "stand-alone" 

science results from several significant circumstances. For instance: (i) the 

achievement of supramolecular chemistry has given scientists access to a suitable 

research environment [44]; (ii) instead of molecular-based chemistry, the study of 

molecular aggregates is becoming more and more popular; (iii) The ability to solve 

theoretical and experimental issues of enormous complexity on a modest time 

scale is demonstrated by the development of computing and diffraction 

techniques; (iv) Due of widespread funding limits for fundamental investigations, 

crystal engineering satisfies the urge for more practical goals for the chemical 

sciences [45]. 

Crystal engineering is known to design and synthesize molecular 

structures in the solid-state with desired features based on knowledge of and 

exploitation of intermolecular interactions. The two primary methods for crystal 

engineering currently in use are coordination complexation and hydrogen 

bonding. Important ideas like the secondary building unit and the supramolecular 

synthon may be understood. In the solid-state studies of "self-assembly," crystal 

engineering of supramolecular frameworks connected by intermolecular 

interactions is a crucial subject [46–50]. The main objective of crystal engineering 

is to control the topology of crystal packing for functional solids through covalent 

and noncovalent interactions, as the successful incorporation of desirable 

structural units into a crystal may lead to the development of innovative materials 

[51–53]. The critical challenge facing the crystal engineer is the rational assembly 

of molecular components into 3-D arrays controlling the whole gamut of 
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intermolecular interactions. The task would be easier if not for molecules' inherent 

conformational flexibility. One would like to forecast the resulting 

supramolecular self-associations of a collection of molecules in crystals [54–57]. 

The crystal structure prediction is difficult; therefore, the prediction problem is 

often limited to recognizing patterns or supramolecular synthons. A productive 

strategy for predicting synthons relies on strong and weak interactions as they 

accurately reflect the hierarchy of intermolecular interactions [58]. The 

penultimate result is created by a succession of intricate recognition processes 

between the parts, and control over this assembly is referred to as "crystal 

engineering." A closely related discipline called "crystal structure prediction" also 

depends on it for its success. The planned quick advancement in these fields has 

been slowed down by the subtle and intricate nature of the "self-assembly" 

process, which is overly sensitive to several physicochemical parameters.  

1.7. Supramolecular synthon 

Corey [59] first proposed the definition of synthon. A supramolecular 

synthon is a structural unit formed by intermolecular interactions within a crystal. 

The smallest structural units, known as supramolecular synthons [60], contain all 

the information necessary for molecules to recognize one another and create solid-

state supermolecules, or crystals (see Figure 1.3). Supramolecular synthons set up 

the conceptual relationship between crystal engineering and organic synthesis. 

Prof. Desiraju has described the main features of the supramolecular synthon 

approach in crystal engineering [54]. For successful crystal engineering, structural 

chemists, and crystallographers, can now use the novel ideas of supramolecular 

strategy, target identification, and synthetic methodology. In this context, it is 

possible to define a supramolecular “synthon” as a smallest structural unit which 

contain all the information inherent in the recognition events through which molecules 

assemble into supermolecules [54]. Thus, these synthons are the algorithms that link 

supramolecular and molecular structure. 



  X-ray structure determination and crystal engineering...                                  Chapter I 
 

28 
 

 

Figure 1.3. Representative example of some synthons [60]. 

Two categories of supramolecular synthons are recognized; for instance: (i) 

same self-complementary functionalities are combined in a supramolecular 

homosynthon and (ii) different yet complementary functionalities make up 

supramolecular heterosynthon [61]. Supramolecular homosynthons can continue 

supramolecular assemblages where single components make up the functional 

groups [62]. Contrarily, when other complementary functional groups are present 

in the assemblages, supramolecular heterosynthons may predominate [63-66] (see 

the Figure 1.4). Supramolecular synthons are identified by identifying several 

kinds of unique intermolecular connections, and this method is very successful 

when the molecule contains several strong interactions. However, sometimes 

recognizing it can be exceedingly challenging, particularly in crystals with weak 

hydrogen bonding contacts. As a result, for these kinds of crystals, rationalizing 

the relationship becomes exceedingly challenging. A geometrical approach to 

determining certain intermolecular interactions that contribute to the formation 

of supramolecular synthons is one of the key reasons of this difficulty. It should 

be kept in mind that the energy of general dispersion and electrostatic contacts 

may be comparable to the energy of specific interactions in larger molecules [67]. 

However, discussing and analyzing supramolecular synthons in terms of weak 
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intermolecular interactions has practically become standard practice in recent 

years. The majority of interactions are not very stable, and the molecular structure 

and crystallization circumstances both have an impact on how they occur and are 

related to it. The objective should be to identify and design synthons that are 

robust enough to be exchanged between different network structures [68].  

 

Figure 1.4. (a) Supramolecular homosynthon observed in cocrystal [65];                   

(b) Supramolecular heterosynthon observed in cocrystal [65]. 

The numerous and weak interactions that govern crystal formations 

present a significant challenge for crystal engineering. Concern has been raised 

about the deformability of intermolecular interactions, which can cause closely 

related molecules to create crystal structures with quite different properties. As a 

result, the robustness of supramolecular synthons is a crucial issue, and unless 

robustness holds, the whole concept of a supramolecular synthon would not be of 

any practical benefit. The methods for creating a particular set of contacts can only 

be generalized from one molecule to the next if supramolecular synthons are 

robust [69–73]. 

1.8. Non-covalent interactions 

Noncovalent bonding refers to attractive intermolecular forces that are not 

covalent in nature. Noncovalent bonds are a form of chemical bond, usually 

between macromolecules, that do not share pairs of electrons but instead involve 

more diffused electromagnetic interactions. In supermolecular chemistry, the 

noncovalent bond is the most common type of bond between supermolecules. 
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Noncovalent forces are dominant in supramolecular chemistry. Noncovalent 

bonds are critical in maintaining the three-dimensional structure of large 

molecules. The noncovalent interactions include ionic bonds, hydrophobic 

interactions, hydrogen bonds and van der Waals forces (dispersion attractions, 

dipole-dipole and dipole-induced dipole interactions). Noncovalent bonds are 

weak and must work together to have a significant effect. In addition, the 

combined bond strength is greater than the sum of the individual bonds. This is 

because the free energy of multiple bonds between two molecules is greater than 

the sum of the enthalpies of each bond due to entropic effects [74-78]. In this 

dissertation the following three main types of noncovalent interactions have been 

presented. 

i) Hydrogen bonding 

ii) Salt-bridge (SB) interaction 

iii) Interaction involving aryl rings 

1.8.1. Hydrogen bonding interactions 

Even though the hydrogen bond was discovered about a century ago, it 

continues to be an important area of scientific study. The fundamental significance 

of hydrogen bonding for the structure, function, and dynamics of a wide range of 

chemical systems, from inorganic to biological chemistry, accounts for this 

persistent interest. There are many different scientific disciplines involved, such 

as biochemistry, molecular medicine, pharmacy, general inorganic and organic 

chemistry, supramolecular chemistry, mineralogy, and material science. 

Particularly in recent years, research on hydrogen-bonds has significantly risen in 

breadth and depth, new ideas have emerged, and the complexity of the 

phenomena under consideration has grown significantly [79]. A hydrogen bond 

is the attractive interaction of a hydrogen atom with an electronegative atom, such 

as nitrogen, oxygen or fluorine that comes from another molecule or chemical 

group. To create the bond, the hydrogen must be covalently bonded to another 

electronegative atom. These bonds can occur between molecules 
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(intermolecularly), or within different parts of a single molecule 

(intramolecularly).  

 

Figure 1.5. Prototype of a hydrogen bond: the water dimer. Definitions of 

geometrical parameters: d = H···O distance, D = O···O distance, θ = O–H···O angle. 

An X–H···A interaction is called a “hydrogen bond”, if (i) it constitutes a 

local bond, and (ii) X–H acts as proton donor to A (where X stands for donor and 

A stands for acceptor). The second condition, which has to do with the acid/base 

characteristics of X–H and A, chemically implies that a hydrogen bond can be 

viewed as the beginning of a proton-transfer reaction from X–H to A. For instance, 

it disallows B-H-B bridges, agostic interactions, and pure van der Waals contacts.     

Point (ii) should actually be read broadly enough to include symmetric hydrogen 

bonds, such as X-H-X, in which the donor and acceptor cannot be separated. In a 

hydrogen bond, the formal or actual electron transfer occurs in the opposite 

direction to the proton donation [79, 80]. For automated data treatment processes 

to discover hydrogen bonds, the practical scientist frequently needs a technical 

definition. It is simply indicated that the van der Waals cutoff definition [81,82] 

which stipulates that the H–A distance must be considerably shorter than the sum 

of the van der Waals radii of H and A, should no longer be used to identify 

hydrogen bonds on a structural basis. If distance cutoff limits be used, X–H···A 

interactions with H···A distances up to 3.0 or even 3.2 Å should be considered as 

potentially hydrogen bonding [81,82]. A cutoff angle can be set at > 90° or, in a 

more conservative manner, > 110°. Positive directionality preference, or the 

statistical preference for linear X–H···A angles over curved ones, is an essential 

geometric criterion for hydrogen bonding [83]. In nature, hydrogen bonds are 
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both composite and complex. The complexity results from numerous atom 

interactions, at least three (D, H, and A). Its varied covalent, electrostatic, and van 

der Waals characteristics are manifestations of the composite nature. The nature 

of D and A, their conformations and combinations, and the enormous 

environmental diversity all contribute to this unpredictability. As a result, the 

interaction is chemically "tunable," and consequently, one anticipates the potential 

of fine-tuning the material properties. About -0.2 to -40 Kcalmol-1 appears to be 

the range of hydrogen bond energies, which spans more than two orders of 

magnitude [84-86]. 

Depending on the chemical, conformational and configurational nature of 

X and A of hydrogen bond (X–H···A), the interaction pattern of the hydrogen 

bonding changes (Figure 1.6). As a result, the supramolecule has hydrogen 

bonding interactions shows different types of structural patterns when different 

X and A are present within the supramolecule. In general, the energies of the 

hydrogen bonding interactions lie in range of 0.25-40 kcal mol-1 [87-91]. The energy 

ranges of different type hydrogen bonding interactions are included in Table 1.2. 

 
Figure 1.6. Various weak and strong hydrogen bonds [Courtesy: Prof. G. R. 

Desiraju]. 
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Table 1.2. Energy ranges of different hydrogen bonding interactions. 

Kind of interactions Energy (kcal mol-1) 

Hydrogen bonds ~0.25-40 

Weak H–bonds ~1-4 

Moderate H–bonds ~ 4-15 

Strong H–bonds ~15-40 

1.8.1a. Bifurcated hydrogen bonds 

A donor creates hydrogen bonds with multiple acceptors at once in a 

multifurcated hydrogen bond. A high density of acceptors is necessary for 

multifurcated hydrogen bonding, at least locally. In carbohydrates, more than 

25% of all O-H-O hydrogen bonds are multifurcated, and this percentage is 

significantly greater in amino acids [92]. Multifurcated hydrogen bonds are also 

widely distributed in proteins [93]. When angles are small and/or some of the 

putative acceptors are compelled by stereochemistry to be near to the donor, it 

might be challenging to demonstrate that all of the components are bonding. 

However, bond routes in the theoretical electron density have been demonstrated 

for both components for a number of bifurcated bonds [94]. In the majority of 

multifurcated hydrogen bonds, a stronger ("major") component can be 

distinguished readily, but not always. Sometimes even trifurcated hydrogen 

bonds with a symmetric geometry can be found. The three hydroxy O atoms in 

the triethanolammonium cation, for instance, always condense toward the N+–H 

donor and are observed in very identical bowl-shaped conformations in crystal 

structures [95, 96]. Frequently, the A1 and A2 types are the two acceptors in a 

bifurcated hydrogen bond. It might be challenging to determine whether one is 

genuinely of any structural consequence if it is significantly weaker than the other 

(for example, when A1 = O, N, and A2 = Hal-C, etc.). Even though the interaction 

geometry favors the weaker acceptor, multiple cases of bifurcated hydrogen 

bonds have been discovered with both strong and weak acceptors [97-99]. 
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1.8.1b. σ-bond cooperativity 

An X–H group becomes more polar if an X–H···A hydrogen bond develops. 

The same holds true if it accepts the Y–H···X–H hydrogen bond. As a result, both 

hydrogen bonds in the chain Y–H···X–H···A become stronger. Since the charges 

move across the X–H bonds, the phenomenon is frequently referred to as "σ-bond 

cooperativity," [92] but the terms "polarization-enhanced hydrogen bonding" 

[100] or "polarization-assisted hydrogen bonding" [101] have also been proposed. 

σ-Bond cooperativity efforts the clustering of polar groups. This leads to the 

formation of X–H···X–H···X–H chains and rings in the condensed phases, 

especially for X–O but also for X–N or S. Double donors, such as water, and/or 

double acceptors can connect rings and chains to build intricate networks. The 

topology of such networks for O–H-rich carbohydrates has been extensively 

studied [102,103]. 

1.8.1c. π-bond cooperativity or Resonance-Assisted Hydrogen Bonding (RAHB) 

Charge flow through bonds has the potential to polarize X–H groups as 

well. For instance, if the amide O atom accepts a hydrogen bond, X–H···O=C–N–

H, the amide N–H group becomes a stronger donor. This happens as a result of 

the stabilization of the zwitterionic resonance. Thio- and selenoamides have the 

exact same action [104]. Due to their potential as both donors and acceptors, amide 

units frequently form hydrogen-bonded chains or rings, such as in the secondary 

structure of proteins. Since polarization happens through π-bonds, the 

phenomenon is frequently referred to as π-bond cooperativity [92]. “Resonance 

assisted hydrogen bonding” (RAHB) is the name given to this action by Gilli et al. 

based on research on intramolecular hydrogen bonds in β-diketone enolates [105]. 

In the β-diketone enolates, a short hydrogen bond is connected to a charge flow 

through the conjugated double bond system. The C=O and C=C bonds are 

weakened while the C–O and C–C bonds acquire partial double bond 

characteristics and are shortened. Conjugated double bond longer chains with 
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intra- and intermolecular hydrogen bonds exhibit completely analogous effects 

[106]. The carboxylic acid dimer is the most well-known example. The effect will 

also be visible in any other suitable donor-acceptor pair connected by a resonant 

π-system. The cases N–H···O and O–H···N [107], N–H···S/Se [104], O–H···S [108], 

and S–H···S [109] provide as examples of the range of situations in which 

experimental proof of the π-bond cooperativity is available. 

1.8.1d. Strong and weak hydrogen bonds  

High electronegativity atoms act as the donor and acceptor in a strong 

hydrogen bond. Historically, F, O, and N atoms have been regarded as either 

acceptors or donors in this group. Strong hydrogen bonds have an energy 

between 15 and 40 kcal/mole. Weak hydrogen bonds have an energy range of 0.25 

to 4 kcal/mole and can be comprised of the interactions C–H···O, C–H···N, C–H···S, 

N–H···S, S–H···N, S–H···O, and S–H···S. The C–H···O hydrogen bond has the 

highest abundance since the C-H group is so prevalent in organic molecules. 

Initial doubts about the presence of the C–H···O hydrogen bond [110] have been 

dispelled, although this has taken extensive research by Desiraju and others [111-

114]. Since the latter can be constructed not only with strong hydrogen bonds like 

O–H···O and N–H···O but also with weak C–H···O bonds, a significant effort has 

already been made to assess the viability of the C–H···O bond. Because all 

hydrogen bonds are electrostatic and thus long-range, this is the case. Since the 

C–H···O hydrogen bond is weaker than the conventional N–H···O or O–H···O 

bonds, the topic of whether one might construct crystal structures using C–H···O 

and other weak hydrogen bonds was raised at first. According to Desiraju et al., 

these interactions' effects on crystal packing can be categorized as innocuous, 

useful, or intrusive [115]. Innocent interactions are significantly weak and have no 

part in the creation of the structure. Although supportive C–H···O interactions are 

not very weak, their directional preferences are satisfied by the stronger 

interactions' geometrical constraints. The patterns and topologies created by the 
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stronger interactions are disturbed by intrusive interactions. When the strong 

interaction is absent or acts in a direction that is orthogonal to the direction of the 

C–H···O bonding in the crystal [116], crystal engineering employing the C–H···O 

interaction has been documented in the literature. The typical energies and 

geometries for the majority of weak interactions are gathered in Table 1.3.  

Table 1.3. Interaction energies and geometries of various noncovalent forces. 

Interaction Energy 

(kcal/mole) 

Typical H···A 

distance (Å) 

Typical D–A 

distance (Å) 

O–H···O 3-8 1.51 2.78 

O–H···C 1.79 2.66 3.30 

O–H···S 4 2.49 3.25 

N–H···O 6 1.80 2.81 

N–H···C 3 2.61 3.30 

N–H···N 6 1.92 2.83 

N–H···S 3 2.60 3.12 

O/N–H···π 2-4 2.45 3.30 

C–H···π ~1 2.36 3.20 

C–H···O ~2 2.60 3.50 

C–H···N 2 2.51 3.41 

C–H···S 1.5 2.70 3.66 

C–H···Se 1.84 2.81 3.25 

C–H···F 2.2 2.53 3.47 

C–H···F-C 2.2 2.60 3.50 

C–H···C .33 2.74 3.59 

S–H···N 1.5-3.5 2.80 3.70 

S–H···S 1.1 2.16 3.48 

 

1.8.2 Salt-bridge (SB) interaction 

An interaction between two groups of opposite charges in which at least 

one pair of heavy atoms is within hydrogen bonding range is known as a salt 

bridge (SB). Though substantial strides have been made [117, 118], salt bridges are 

challenging to correctly predict and model. Predicting salt bridge interactions is 
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particularly difficult due to the high cost of dehydrating a basic residue and a 

carboxylate to form a salt bridge as well as the strict geometric constraints 

imposed by the electrostatic and hydrogen-bonding interactions. The salt bridge 

(SB) can be defined as an interaction between two groups of opposite charge 

where the protonated and deprotonated residues interact directly [119-121]. 

Therefore, salt bridges are hydrogen bonded ion pairs, which are important for 

the stabilization of molecular conformations. The hydrogen bonding of the SBs 

shows stronger binding compared to the normal hydrogen bonding interactions 

due to the zwitterionic charges (charge assisted hydrogen bond) [122]. The 

formation of salt bridges is one of the significant noncovalent interactions that has 

been used to construct self-assembled structures in organic solvents [123, 124]. In 

protein chemistry, SBs played a crucial role in substrate bonding, activity of 

catalytic triads, secondary-structure stabilization and stability of thermophilic 

proteins [125, 126]. To generate new supramolecular systems, [127,128] 

intermolecular salt bridges are often used while biological systems such as 

proteins often comprise SBs that control their structure and function [129]. 

However, due to the geometric constraints placed by the electrostatic and H-

bonding interactions, predicting SB interactions remains uniquely challenging. 

The influence of salt bridges on cation–π interaction had been investigated by 

computational analysis and synthetic studies [130, 131]. However, a 

comprehensive study of the interaction between a planar salt bridge and aromatic 

rings and cooperativity of other noncovalent forces with SBs is not well explored. 

As depicted in Seth et al. [132] (see Figure 1.7), the SBs are very rich as binding 

motifs due to their dual character that makes it adequate for establishing a great 

deal of noncovalent interactions. 
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Figure 1.7. (a) Schematic representation of a salt-bridge and its expected dual 

behaviour as electron donor and acceptor. (b) MEP surface of the salt-bridge 

model system. 

1.8.3. Conventional C–H∙∙∙π(aryl) interaction 

The term "C–H···π interaction" refers to the interactions between an 

aliphatic/aromatic -C–H group and an aromatic π-electrons system (or any 

delocalized π-system). Various weak nonclassical hydrogen-bonding interactions 

constitute this phenomenon [104, 133]. The scientific community is very interested 

in these interactions since they are ubiquitous despite their weak character. These 

C–H···π interactions have been extensively researched in a variety of fields 

including supramolecular chemistry [134], crystal packing [135], molecular 

aggregates [136], protein and other biomolecule structure [137], and rational drug 

design [138]. Umezawa et. al. conducted a detailed analysis of the crystal structure 

database and discovered that roughly 40% of organic crystals include C–H···π 

interactions [139]. The importance of C–H···π interaction in the synthesis of 

streoselective metal complexes was initially demonstrated by Okawa [140-143]. 

The effects of C–H···π interaction in organometallic and coordination chemistry 

have drawn significant attention and have been thoroughly studied by scientists 

[144, 145]. 

The C–H···π interaction between C–H groups (soft acids) and electron pairs 

(bases) in a system can alternatively be thought of as the weakest of hydrogen 

bonds. The thermochemical observations [146] and spectroscopic results [147] 
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were the first to demonstrate the attraction of the interaction between CHs and π-

systems. Iitaka et al. published crystallographic findings on the proximity of the 

phenyl group at the other terminal of the same molecule to the t-butyl group in a 

pair of sulfoxide diastereoisomers (C6H5CHCH3SO-t-C4H9) [148]. A variety of 

techniques can be used to gather proof of the CH/π interaction [144]. AIM (atoms 

in molecules) investigations have verified that the CH/π interaction is a hydrogen-

bond interaction [149]. Bagno et al. described on the through-space spin–spin 

coupling in CH/π interacting systems [150]. Going from sp3-CH to sp2-CH and 

finally to sp-CH results in a rise in the electrostatic energy proportion [151]. 

According to Nakagawa and Nikki, it is crucial for the C-H dipole and aromatic 

quadrupole to interact [152]. According to Hirota [153], depending on the 

interaction system, the energy of the CH/π hydrogen bond involving CHCl3 and 

aromatic hydrocarbons ranges from 1.5 to 3 kcal mol-1. The stabilizing impact 

increases with the CH's capacity to donate protons. As a result, the following 

order is obtained: sp-CH > sp2-CH > sp3-CH; CHX3 > CH2X2 > CH3X (X: any 

electron withdrawing atom or group). In the same order, the CH/acceptor distance 

increases. Aliphatic CH interactions are weaker than aromatic CH interactions. 

According to theoretical simulations the dispersion force is primarily responsible 

for stabilizing the CH/π bond. The thorough analysis of Prof. Motohiro Nishio can 

provide additional understanding of the CH/π interaction [154]. 

1.8.4. Unconventional C–H∙∙∙π(chelate) interaction 

Chelate rings [155] are cyclic systems with π-electron delocalization that 

are created in metal-organic complexes by the coordination of organic ligands to 

a metal ion. These aromatic-like chelate rings can participate in weak noncovalent 

interactions due to their delocalized π-bonds [156]. It had been thought that the 

interaction between the metal-ligand aromatic cation···π was an X–H···π (X = N, 

O, C) interaction [157-159]. Chelate rings' delocalized π-systems can exhibit 

aromatic character [160]. It has recently been demonstrated that various kinds of 
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X–H···π interactions can entail chelate rings with π-electron delocalization [161, 

162]. The chelate rings can participate in stacking interactions because of the 

planarity and delocalization of the π-system [163-165]. The C–H···π interactions, 

which take place between a soft acid C-H and a soft or intermediate base π-

system, are thought to be the weakest of all X–H···π interactions [154, 166]. It is 

important to note that aromatic rings that have C–H bonds that are perpendicular 

to the chelate ring's π-system can interact with the chelate ring through the C–

H···π (chelate) pathway [161]. The evidence of C–H···π interaction with the π-

cloud of a six-membered chelate ring was reported by Zaric and co-workers [167]. 

It was revealed by Niclo's-Gutie'rrez and co-worker that there was intramolecular 

C–H···π(chelate) interaction [168]. The Tiekink group has also provided evidence 

for the C–H···π(quasi-chelate ring) interaction, showing that six-membered quasi-

chelate rings can be produced by a strong hydrogen bonding contact [169]. In 

addition, the Tiekink group has demonstrated C–H···π(chelate) interaction in 

solid-state structures of Pd complexes with four-membered chelate rings [170]. 

Based on structures found in the CSD database, Zaric and colleagues recently 

published significant evidence of stacking interactions involving chelate rings 

[171]. This research reveals that chelate-chelate interactions are even more 

powerful than chelate-aryl stacking interactions [168]. In the context of crystal 

engineering, interest is rising in several noncovalent interactions involving the π-

cloud of chelate rings, such as π(aryl)···π(chelate), π(chelate)···π(chelate), and C–

H···π(chelate) [172-174]. 

1.8.5. π∙∙∙π stacking interaction 

A noncovalent interaction between aromatic molecules is called a "π–π  

interaction." In π-conjugated systems, intermolecular π-orbital overlap is what 

causes the "π–π interaction”. As the number of π-electrons rises, this kind of 

contact becomes stronger. Since benzene is unquestionably the optimum system, 
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interactions between aromatic and aromatic packing have been theoretically 

investigated [175].  

Benzene has a constant quadrupole moment instead of a dipole moment 

[176]. An essential force in regulating the solid-state architecture of molecules 

with phenyl rings is provided by such quadrupole (Figure 1.8). The benzene dimer 

[177] can have either a parallel-displaced face-to-face structure or a T-shaped 

edge-to-face structure (Figure 1.9). C–H···π interaction results from the benzene 

dimer's T-shaped structure. Hunter and Sanders have devised a set of rules based 

on a simple model of the charge distribution in a π system to understand and 

analyze aromatic-aromatic interactions. They differentiated between the 

σ framework and the π electrons, supposing that π–π interactions originate from 

π–σ attractions overcoming π–π repulsions [178]. According to these "Hunter-

Sanders" rules, non-polarized π-systems should:  

 Rule 1: π–π repulsion dominates in a face-to-face π-stacked geometry.  

 Rule 2: π–σ attraction dominates in an edge on or T-shaped geometry.  

 Rule 3: π–σ attraction dominates in an offset π-stacked geometry. For 

polarized π systems there are an additional three rules, which are stated 

here in the form of a requirement for face-to-face π stacking.  

 Rule 4: For interaction between highly charged atoms, charge–charge 

interaction dominates.  

 Rule 5: A favorable (face-to-face) interaction with a neutral or weakly 

polarized site requires as a π polarization a π-deficient atom (in the 

aromatic ring).  

 Rule 6: A favorable (face-to-face) interaction with a neutral or weakly 

polarized site requires, as a σ polarization, a positively charged atom (in 

the aromatic ring). 
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Figure 1.8. The π system above and below the benzene ring leads to a quadrupole 

charge distribution. 

When an electron-withdrawing substituent is attached to the aromatic ring, 

the π-electron density in the aromatic ring decreases, which decreases the π–

π electron repulsion. The effectiveness of the "π–π interaction" is increased by the 

electron-withdrawing substituents associated to the aromatic system, whereas the 

"π–π interaction" is adversely affected by the electron-donating substituents 

attached to the aromatic system. π-deficient - π-deficient > π-deficient - π-rich > 

π-rich - π-rich is the decreasing stability order of π-interactions between two π-

systems [177, 179]. Consequently, the pyridine, bipyridines, and other aromatic 

nitrogen heterocycles with low π-electron densities exhibit effective π–

π interactions [180]. 

 
Figure 1.9. Graphical presentation of usual offset or slipped π interaction 

(Courtesy: Christoph Janiak). 
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Short centroid-centroid contacts (Cg···Cg < 3.8 Å), modest slip angles (β, γ < 25º), 

and vertical displacements (d[a] < 1.5 Å), which result in significant overlap of the 

π-electron clouds and are indicative of strong π-stacking interactions, have been 

demonstrated by Janiak and coworkers (Figure 1.10) [181]. 

 

 

Figure 1.10. Graphical presentation of the parameters usually used to describe π–

π stacking. d[Cg(I)···Cg(J)] = Centroid–centroid distance; α = Dihedral angle 

between the ring planes; β = Angle between the centroid vector Cg(I)···Cg(J) and 

the normal to the plane I; γ = Angle between the centroid vector Cg(I)···Cg(J) and 

the normal to the plane J; d[Cg(I)···P(J)] = Perpendicular distance of Cg(I) on ring 

plane J; d[Cg(J)···P(I)]  = Perpendicular distance of Cg(J) on ring plane I; d[a] = 

Vertical displacement between ring centroids. (Courtesy: Christoph Janiak) 

 

Figure 1.11. Supramolecular framework generated through π–π stacking 

interactions (pink dotted lines) [182]. 
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1.8.6. Anion∙∙∙π interaction 

Anion···π interactions are characterized as noncovalent contacts between 

an anion and an electron-deficient (π-acidic) aromatic system (Figure 1.12) [183]. 

The anion–electrostatic and anion-induced polarization contributions control π 

interaction [183-185]. An increasing number of chemical and biological processes 

now recognize and value anion-π interactions for their critical role. The anion-π 

contact is therefore particularly useful in both environmental and medical 

applications [186]. 

 

Figure. 1.12. Anion–π interaction. 

Since any interaction between anions and neutral aromatic π-clouds should 

be repulsive, anions are naturally not expected to do so. However, once the 

electron-withdrawing groups bind to the aromatic π-clouds, the aromatic system 

turns acidic (i.e. electron-deficient). As a result, there are fewer repulsive 

interactions between anions and electron-deficient aromatic systems. Anion-

π interactions are advantageous in such a circumstance [187]. These interactions 

are energetically advantageous and fall within the energy range of 20–50 kJ mol-1, 

according to a number of significant theoretical investigations [184, 188, 189]. A 

substantial number of experimental evidence [190-192] supports the value of 

anion-π interactions in science. 
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Figure 1.13. Anion···π interactions (dotted lines) in solid-state structure [193].   

1.8.7. Cation∙∙∙π interactions 

First, Kebarle and his coworkers [194] performed experiments to establish 

the validity of cation-interaction. A cationic species interacts with the π-clouds of 

aromatic rings in cation···π interaction (Figure 1.14). An adjacent cation, such as 

Li+ or Na+, and the face of an electron-rich π-system, such as benzene or ethylene, 

interact via a noncovalent molecular interaction known as cation···π interaction. 

This unique interaction between a monopole (cation) and a quadrupole (π-

system) is an example of noncovalent interaction. The same order of magnitude 

as hydrogen bonds or salt bridges, cation···π interaction energies are important 

for molecular recognition.  

 

Figure 1.14. Cation–π interaction between benzene and a sodium cation. 

http://en.wikipedia.org/wiki/Benzene
http://en.wikipedia.org/wiki/Cation
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Since the contributions of the weakly polar carbon-hydrogen bonds cancel 

due to molecular symmetry, benzene, the model π-system, lacks a stable dipole 

moment. However, a partial negative charge is present in the electron-rich π-

system above and below the benzene ring. A positive charge is connected to this 

sandwiching negative charge within the plane in which all benzene atoms are 

arranged. A pair of dipoles that don't cancel each other out create an electric 

quadrupole (Figure 1.8). The positively charged ions can then interact well with 

the negatively charged π-system. Similar to hydrogen bonding in strength, the 

cation-π interaction often acts as a strong intermolecular force. The nature of 

cation, the constituents of the π-system, and the solvent are three factors that affect 

the strength of the bonding. The structure and function of biomolecules are 

significantly influenced by numerous examples of cation-π interactions that are 

frequently observed in nature [195-200]. 

1.8.8. Carbonyl (lone pair)∙∙∙π interactions 

An significant type of supramolecular interaction between a neutral 

electron-rich molecule and an electron-deficient π-ring (see Figure 1.15) is the lone 

pair···π interaction [201]. Various biological systems place a great deal of 

importance on the lone-pair···π interaction [202, 203]. The stability of biological 

macromolecules is greatly aided by lone-pair···π interactions [204, 205]. 

 

Fig. 1.15. The lone pair–π interaction [95]. 
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According to a methodical analysis by Sankararamakrishnan and 

coworkers, the ideal lone-pair···π interaction occurs when an aromatic acceptor 

center and a lone-pair donor are located within 3.5Å of one another [206]. Lone-

pair···π interaction is favorable for electron-deficient π-systems, according to ab 

initio research [207-209]. In addition to these, a great deal of computational 

research has shown that the interaction between a lone-pair donor and an 

aromatic acceptor (i.e., π-system) can be energetically favorable [210-2012]. 

Numerous molecular host-guest systems have also been reported to have the lone-

pair···π bonding contacts [213-216]. 

 

Figure 1.16. The lone-pair···π/π···lone-pair interaction (pink dotted lines) in the    

solid-state [217].  

1.9. Hirshfeld surface 

Due to the stockholder partitioning' scheme, the molecular surfaces were 

given names in accordance with F. L. Hirshfeld [218]. Hirshfeld surfaces [218-223] 

have only lately been used to divide molecular crystals into molecular regions for 

electron density integration [224]. Molecular Hirshfeld surfaces are created by 

dividing up space in the crystal into areas where the electron distribution of a sum 

of spherical atoms for the molecule (the promolecule) outweighs the equivalent 

sum over the crystal (the procrystal). Hirshfeld [218] states that a weighting 

function w(r) for a specific molecule is defined as  
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𝑊(𝒓) = ∑ 𝜌𝑎(𝒓)

𝑎Є𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒

/ ∑ 𝜌𝑎(𝒓)

𝑎Є𝑐𝑟𝑦𝑠𝑡𝑎𝑙

 

                                                = 𝜌𝑝𝑟𝑜𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒(𝒓)/𝜌𝑝𝑟𝑜𝑐𝑟𝑦𝑠𝑡𝑎𝑙(𝒓) 

            ≃ 𝜌𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒(𝒓)/𝜌𝑐𝑟𝑦𝑠𝑡𝑎𝑙(𝒓),                  (1.23) 

Since the Hirshfeld surface is specified by w(r) = 0.5, it follows that the 

volume where the promolecule predominates the procrystal electron density is 

that area where w(r) ≥ 0.5. The ratio between promolecule and procrystal electron 

densities can be considered an approximation to the ratio between the true 

molecule and crystal electron densities in this situation where ρ(r) is a spherically 

averaged Hartree-Fock atomic electron density function [225] centered on the 

nucleus. For computational purposes the sum over the crystal is condensed to a 

group of molecules only around 10 Å away from the target molecule. The 

isosurface defined by w(r) = 0.5 is unique for a given crystal structure and set of 

atomic electron densities, although changes in the atomic electron densities result 

in very slight changes in the resulting surface.  

Hirshfeld surfaces, in contrast to other molecular volumes and surfaces 

[226], are defined only inside the crystal and represent the interaction between 

various atomic sizes and intermolecular interactions within the crystal. It should 

be determined whether Hirshfeld surfaces do this quantitatively or qualitatively. 

Hirshfeld surfaces and volumes are significantly larger than conventional ones 

[227]; typically, they fill at least 95% of the crystal volume, as opposed to typical 

packing coefficients, which range from 0.65 to 0.80 [228]. Hirshfeld surfaces pack 

very densely in the crystal, never overlapping and just occasionally touching.  

The points where the electron density contribution from the molecule of 

interest equals the combined contribution from all other molecules constitute the 

Hirshfeld surface that encloses the molecule. Two distances are specified for each 

place on that isosurface: de, the distance to the closest nucleus outside the surface, 

and di, the distance to the closest nucleus inside the surface. The normalized 
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contact distance (dnorm) based on the atom’s vdW radii, de and di, given by the 

equation 

𝑑𝑛𝑜𝑟𝑚 = 
𝑑𝑖−𝑟𝑖

𝑣𝑑𝑤

𝑟𝑖
𝑣𝑑𝑤  + 

𝑑𝑒−𝑟𝑒
𝑣𝑑𝑤

𝑟𝑒
𝑣𝑑𝑤     (1.24) 

allows for identifying the areas that are especially important for 

intermolecular interactions [219]. When intermolecular interactions are either 

shorter or longer than vdW separations, the value of the dnorm is either negative or 

positive, respectively. Due to the symmetry between de and di in the expression of 

dnorm, a red spot with the same color intensity, size and shape will appear where 

two Hirshfeld surfaces touch. The intermolecular interactions in the crystal [219] 

are summarized by the combination of de and di as a fingerprint plot [229].             

dnorm-mapped molecular Hirshfeld surfaces are represented graphically as red, 

white, and blue plots where blue is used for longer contacts, white is used for 

contacts near the vdW separation, and red is used to highlight shorter contacts. 

Furthermore, based on the local curvature of the surface, two additional colored 

attributes (Shape index and Curvedness) can be specified [230]. 

Shape index, which quantifies “which shape”, is sensitive to the smallest 

changes in surface shape, especially in areas with very low curvature. The 

function defines shape index  

𝑆 = (
2

𝜋
) arctan [

𝑘1+𝑘2

𝑘1−𝑘2
]    (1.25) 

Where k1 and k2 are the surface curvatures of the molecule. The formal range of S 

is   [-1, +1]. S has several intriguing attributes that have been extensively discussed 

in the literature. The shape-index surface’s adjacent red and blue triangles 

characterize the solid-state structure's π–π stacking interaction. Red triangles 

show concave regions because of carbon atoms of the π-stacked molecule above 

it, whereas blue triangles represent convex regions because of ring carbon atoms 

of the molecule inside the surface. The pattern of symmetrically alternating red 

and blue triangles shows offset π–π stacking interactions typical of layers.  
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Curvedness is a measure of “how much shape” while regions of sharp 

curvature have a high curvedness and tend to partition the surface into patches 

associated with contacts between surrounding molecules, low values of 

curvedness are linked with completely flat areas of the surface. Curvedness is 

defined by 

𝐶 = (
2

𝜋
) 𝑙𝑛[(𝑘1

2 + 𝑘2
2)/2]1/2   (1.26) 

C is obviously a function of the r.m.s. curvature of the surface, and although the 

formal range of C is (-∞, +∞), it has been discovered that in practice a mapping 

from -4.0 to +0.4 (with k1 and k2 in a.u.-1), is most useful with molecular Hirshfeld 

surfaces. The pattern and large flat region of the curvedness surface also 

characterize π–π stacking interaction. 
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2.1. Introduction  

In crystal engineering, self-assembly is the essential molecular recognition 

process that deals with the control over the organization of molecular moieties in 

solid-state [1,2]. Crystals are assembled in spontaneous process that proceeds 

through a series of molecular recognition events. A recognition event among the 

molecular moieties is the outcome of the mutual interaction through several forces 

that are in operation. Therefore, the study and detail understanding of 

noncovalent forces are essential for the development of different applications in 

supramolecular chemistry [3,4]. Nevertheless, engineering supramolecular 

architecture is problematic due to the subtle nature of the noncovalent interactions 

[5]. Supramolecular chemistry relies on weak noncovalent interactions and the 

interactions involving aromatic systems are extremely significant due to their 

colossal influence in chemical and biological processes [6,7]. Hydrogen bonds and 

π–π stacking interactions are two vital adhesive and cohesive forces in the crystal 

structures of small molecules. Various weak dispersive π-interactions including 

C–H∙∙∙π [8-10], π-stacking [11-14], anion∙∙∙π [15-18] and lone pair∙∙∙π [19,20] 

interactions have been widely used in building various supramolecular 

architectures. However, π+–π and π+–π+ stacking interactions are much stronger 

than conventional π–π interaction [13, 14, 21-23]. These interactions are quite 

different in terms of their magnitude and directionality. The proper 

understanding of these interactions and their cooperativity are extremely 

important not only for rationalizing the solid-state networks but also to predict 

new supramolecular architectures.     

 Iminodiacetic acid (H2IDA) is a promising candidate in coordination 

chemistry, since it is a tridentate ligand bearing imino and carboxyl electron-

donating groups that could bind mono or multiple metal ions to exhibit structural 

diversity in the solid-state [24-26]. The carboxylic acid protons of iminodiacetic 

acid dissociate to give iminоdiacetato dianion that reacts with metal ions to form 

diverse metal iminodiacetate complexes. X-ray structures of the ternary 
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complexes with iminodiacetato as primary and N-donors as secondary ligands 

have been a subject of continuous investigation in the context of crystal 

engineering due to its variety of supramolecular structures.  

 In continuation of our previous work [19, 27-29], prompted by the 

supramolecular behavior of the M-IDA complexes, it was contemplated to design 

synthesis of mixed-ligand 5-ethyl-2-methylpyridinium trans-bis(iminodiacetato-

k3O,N,O’)cobaltate(III) complex and to explore its solid-state structure in detail. 

The structural description have been corroborated with theoretical calculations 

and the intermolecular interactions have been quantified by Hirshfeld surface 

analysis. The noncovalent interactions have been further characterized by using 

the Bader’s theory of “atoms in molecule” (AIM) and “noncovalent interaction” 

(NCI) plot.  

2.2. Experimental sections 

2.2.1. Materials 

The reagents Cobalt(II) chloride hexahydrate, Iminodiacetic acid and 5-

ethyl-2-methylpyridine were readily available from commercial sources (Sigma-

Aldrich, India) and used as received without further purification.  

2.2.2. Synthesis  

CoCl2.6H2O (0.238g, 1 mmol) was reacted with iminodiacetic acid (0.266 g, 2.0 

mmol) in water (25 mL) nearly at 60°C until a clear solution resulted in open 

glassware. A warm (~40°C) methanolic solution (15 mL) of 5-ethyl-2-

methylpyridine (0.363 g, 3mmol) was added dropwise to the above solution. The 

mixture was stirred for 1h at 60°C, then stirred for 2h at normal laboratory 

temperature (~30°C), and then filtered. The dark-red filtrate was kept undisturbed 

at ambient temperature and covered with paraffin film and a few small holes were 

made using a needle to allow the solvent evaporate slowly. After 6-7 weeks, dark-

red colored; block shaped single crystals of the title complex was formed. Anal. 

Calcd. for C16H22CoN3O8 (MW = 443.257 and melting point = 304ºC): C, 43.35; H, 
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4.99; N, 9.47%. Found: C, 43.31; H, 4.95; N, 9.51%. Main IR absorption bands 

observed for 1 (KBr pellet, cm-1, Figure 2.1): 3181(S), 3041(s), 2969(s), 1644(s), 

1610(s), 1468(s), 1437(s), 1381(s), 1358(s), 1313(s), 1297(s), 1248(s), 1156(s), 1126(s), 

1069(s), 1029(s), 1000(s), 964(s), 917(s), 898(s), 880(s), 784(s), 761(s), 725(s), 645(s), 

613(s), 595(s), 565(s), 534(s), 516(s), 455(s), 441(s). 1H NMR (DMSO-d6, 300 MHz, 

Figure 2.2) δ in ppm: 8.69-8.74 (m, 2H), 8.61 (s, 2H), 8.26 (d, 1H), 7.75 (d, 1H), 3.13 

(d, 8H), 2.72 (q, 2H), 2.62 (s, 3H), 1.20 (t, 3H). 

 
Figure 2.1. IR spectrum of the title complex. 

 
Figure 2.2. 1H NMR spectrum of the title complex. 
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2.2.3. X-ray crystal structure determination 

Single crystal X-ray diffraction intensity data of the title complex was 

collected at 150(2) K using a Bruker APEX-II CCD diffractometer equipped with 

graphite monochromated MoKα radiation (λ = 0.71073 Å). Data reduction was 

carried out using the program Bruker SAINT [30] and an empirical absorption 

correction was applied based on multi-scan method [31]. The structure of the title 

complex was solved by direct method and refined by the full-matrix least-square 

technique on F2 with anisotropic thermal parameters to describe the thermal 

motions of all non-hydrogen atoms using the programs (SHELXS-14) [32] and 

(SHELXL-18) [33], respectively. All hydrogen atoms were placed at their 

geometrically idealized positions and refined isotropically. All calculations were 

carried out using WinGX system V2014.1 [34] and PLATON [35]. The summary of 

crystal data and relevant structure refinement parameters [36] are given in Table 

2.1. CCDC 1945765 contains the supplementary crystallographic data. 

2.2.4. Hirshfeld surface analysis 

The Hirshfeld surface [37-40] of the title complex has been generated based 

on electron distribution of the molecule and are calculated as the sum of spherical 

atom electron densities [41,42]. Hirshfeld surface is distinctive for the 

investigating structure and a set of spherical atomic electron densities [43]. The 

normalized contact distance (dnorm) is based on de, di and the vdW radii of the atom. 

de and di are defined as the distance from the point to the nearest nucleus external 

and internal to the surface respectively. The 2D fingerprint plot provides 

summary of intermolecular contacts in the crystal [43-45]. The Hirshfeld surface 

analysis has been carried out using Crystal Explorer program [46].  
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Table 2.1. Crystal data and structure refinement parameters for the title 

complex. 

Structure (1) 

Crystal data  

Empirical formula  C16H22CoN3O8 

Mr 443.29 

Crystal system, space group Triclinic,  

Temperature (K) 150(2) 

a, b, c (Å) 8.574(5), 10.010(3), 11.351(5) 

α, β, γ (°) 105.040(2), 101.856(5), 91.557(3) 

V (Å3) 917.4(7) 

Z  2  

Radiation type Mo Kα 

µ (mm-1) 0.987 

Crystal size (mm) 0.16 × 0.11 × 0.08 

Data collection   

Diffractometer Bruker SMART APEX II CCD area-

detector 

Absorption correction Multi-scan, SADABS 

Tmin, Tmax 0.88, 0.92 

No. of measured, independent and 

observed [I > 2σ(I)] reflections 

8645, 3207, 3038 

Rint 0.019 

(sin θ/λ)max (Å−1) 0.595 

Refinement 1  

R[F2 > 2σ(F2)], wR(F2), S 0.028, 0.082, 1.06 

No. of reflections 3207 

No. of parameters 255 

H-atom treatment H-atom parameters constrained 

Δρmax, Δρmin (e Å−3) 0.42, −0.37 

 

2.2.5. Theoretical methods 

We have performed the calculations for the wave function analysis by 

using Gaussian09 calculation package [47] at the B3LYP level with a large basis 

set 6-311++G(d,p). The crystallographic coordinates have been used for the 

theoretical analysis of the noncovalent interactions present in the solid state. The 

Bader’s “Atoms in molecules” theory [48] has been used for analyzing the 

noncovalent interactions by means of the AIMall calculation package [49]. The 
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topological properties of the charge density (ρ(r)) is characterized by their critical 

points (CPs) and it’s Laplacian. The Laplacian is expressed in terms of L(r) = –

∇2(ρ(r)) that are calculated using the Atom In Molecule (AIM) theory [50]. The 

electron density is concentrated where ∇2(ρ(r))< 0 and it is depleted where ∇2(ρ(r)) 

> 0. The NCI plot [51] is a visualization index based on the electron density and 

its derivatives. The NCI plot isosurfaces have been used to characterize the 

noncovalent interactions. Since the isosurfaces represent the noncovalent 

interactions instead of critical points, it permits proficient visualization and 

identification. The isosurfaces correspond to both favorable and unfavorable 

interactions, as differentiated by the sign of the second density Hessian eigenvalue 

and defined by the isosurface color. The color scheme is a red-yellow-green-blue 

scale with red for ρ+cut (repulsive) and blue for ρ−cut (attractive) [52]. Yellow and 

green surfaces correspond to weak repulsive and weak attractive interactions, 

respectively.  

2.3. Results and discussion 

2.3.1. Structural description 

The molecular structure of the title compound is shown in Figure 2.3 that 

comprised of one cationic moiety namely 5-ethyl-2-methylpyridinium and an 

anionic moiety namely trans-bis(iminodiacetato-N,O,O’)cobaltate(III). In the 

anionic moiety, the Co atom is coordinated by two different tridentate IDA 

ligands through their six donor (two nitrogen and four oxygen) atoms with a 

distorted octahedral geometry {CoN2O4}. The IDA ligands binds the metal ion in 

fac-chelating arrangement where two nitrogen atoms occupies trans positions. The 

Co–O bonding distances vary between 1.8777(14) and 1.9015(14) Å, while the Co–

N bond lengths are 1.9283(16) and 1.9432(16)Å (Table 2.2). As expected, these 

bonding distances are in normal range and comparable to those in other Co(III) 

iminodiacetates reported earlier [53–56]. The rest bond distances are considered 

normal and correlate well with those reported compounds.  
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Figure 2.3. View of the asymmetric unit with atom numbering of the title 

compound. Displacement ellipsoids (Granite stone) are drawn at 30% probability.  

The deviation around Co ion from octahedral geometry is noteworthy. The 

N–Co–O bond angles are the most distorted that varying between 86.53(6)° and 

94.78(6)°, while the O–Co–O angles vary between 88.51(6)° and 92.09(6)°. The 

values of the trans bond angles O–Co–O and N–Co–N are 177.83(6)°, 178.41(6)° 

and 178.62(7)° (Table 2.2). In either five membered chelating rings Co1–O1–C1–

C2–N1; Co1–O4–C4–C3–N1; Co1–O5–C5–C6–N2 and Co1–O8–C8–C7–N2, all 

atoms are almost coplanar with C2,N1; N1,C3; N2,C6 and C7,N2 have the largest 

deviations in opposite directions (Table 2.3) from the least-squares mean planes 

of the rings. The dihedral angles between the chelating rings (Co1–O1–C1–C2–N1; 

Co1–O4–C4–C3–N1) and (Co1–O5–C5–C6–N2; Co1–O8–C8–C7–N2) are 86.11(4) 

and 87.39(4), respectively.  

 In the solid state, compound (1) includes a combination of N–H···O, C–

H···O hydrogen bonding, C–H∙∙∙π and π–π stacking interactions (Tables 2.4, 2.5). 

In (1), the amino N1 atom of one IDA molecule at (x, y, z) acts as donor to the 

carboxylate oxygen O(5) atom of another IDA unit of the partner molecule at (2-

x, -y, 2-z), so generating a centrosymmetric R22(8) dimeric ring (M) centered at (1, 

0, 1) (Figure 2.4). Similarly, another amino N2 atom binds the carboxylate oxygen 
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atom of the other IDA moiety in the molecule at (2-x, 1-y, 2-z) that generates 

another centrosymmetric R22(8) dimeric ring (N) centered at (1, ½, 1). The two 

types of R22(8) dimeric rings are alternately linked into infinite MNMNMN… 

chain that propagating along [010] direction (Figure 2.4). In between two parallel 

MNMN… chains, the cationic moieties are juxtaposed through C–H∙∙∙π and π–π 

stacking interactions. The methyl carbon C(15) of the cationic unit in the molecules 

at (x, y, z) acts as donor to the centroid of the pyridine ring at (1-x, -y, 1-z) with a 

separation distance of 2.91Å, thus generating a centrosymmetric dimeric unit. In 

either side of the dimeric unit, the pyridine rings of the molecule at (x, y, z) and 

(1-x, 1-y, 1-z) are anti-parallel, with an interplanar spacing of 3.417(1)Å, and a ring 

centroid separation of 4.113(3)Å, corresponding to a ring offset of 2.289Å. The 

combination of C–H∙∙∙π and π–π stacking interactions leads the molecules to 

generate an infinite chain along [010] direction (Figure 2.4). Finally, these anionic 

MNMN… chains and cationic chains are interconnected through N–H···O H-

bond. The pyridine ring nitrogen N(3) atom from the cationic chain acts as donor 

to the carbonyl oxygen O(6) atom of the anionic chain at (x, y, -1+z), thus 

interconnects the two types of parallel chains by generating a two-dimensional 

supramolecular network in (011) plane (Figure 2.4). 

Table 2.2. Selected bond lengths (Å) and bond angles (°). 

Co(1)–O(1) 1.878(2)  Co(1)–O(5) 1.902(2) 

Co(1)–O(4) 1.896(2)  Co(1)–O(8) 1.881(2) 

Co(1)–N(1) 1.928(2)  Co(1)–N(2) 1.943(2) 

O(1)–Co(1)–O(8) 92.09(6)  O(4)–Co(1)–N(1) 86.53(6) 

O(1)–Co(1)–O(4) 88.86(6)  O(5)–Co(1)–N(1) 93.50(6) 

O(8)–Co(1)–O(4) 177.83(6)  O(1)–Co(1)–N(2) 91.64(6) 

O(1)–Co(1)–O(5) 178.41(6)  O(8)–Co(1)–N(2) 87.14(6) 

O(8)–Co(1)–O(5) 88.51(6)  O(4)–Co(1)–N(2) 94.78(6) 

O(4)–Co(1)–O(5) 90.58(6)  O(5)–Co(1)–N(2) 86.92(6) 

O(1)–Co(1)–N(1) 87.96(6)  N(1)–Co(1)–N(2) 178.62(7) 

O(8)–Co(1)–N(1) 91.56(6)    
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Table 3.3. Distances of atoms of the chelate rings from the ring planes (Å). 

Plane Co 

distance 

N 

distance 

O 

distance 

C 

(carboxylate) 

distance 

C 

(methylene) 

distance 

Co1–O1–C1–

C2–N1 

0.006(4) -0.093(2) -0.047(2) 0.006(2) 0.111(2) 

Co1–O4–C4–

C3–N1 

-0.009(4) 0.208(2) 0.106(2) -0.032(2) -0.241(2) 

Co1–O5–C5–

C6–N2 

-0.007(4) 0.126(2) 0.048(2) 0.016(2) -0.171(2) 

Co1–O8–C8–

C7–N2 

0.007(4) -0.165(2) -0.072(2) -0.005(2) 0.218(2) 

   

 

Figure 2.4. Perspective view of the supramolecular network in (011) plane.  
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Table 2.4. Hydrogen-bond geometry (Å, °). 

D‒H···A D‒H H···A D···A D‒H···A Symmetry 

N(1)‒H(1)∙∙∙O(5) 0.91 2.01 2.904(3) 168 2-x, -y, 2-z 

N(2)‒H(2)∙∙∙O(1) 0.91 2.31 3.097(3) 144 2-x, 1-y, 2-z 

N(2)‒H(2)∙∙∙O(4) 0.91 2.30 3.083(3) 144 2-x, 1-y, 2-z 

N(3)‒H(3)∙∙∙O(6) 0.86 1.86 2.709(3) 167 x, y, -1+z 

C(2)‒H(2B)∙∙∙O(7) 0.97 2.37 3.333(3) 172 1+x, y, z 

C(3)‒H(3B)∙∙∙O(8) 0.97 2.51 3.399(3) 152 2-x, -y, 2-z 

C(6)‒H(6A)∙∙∙O(3) 0.97 2.42 3.370(3) 167 -1+x, y, z 

C(6)‒H(6B)∙∙∙O(2) 0.97 2.49 3.333(3) 145 2-x, 1-y, 2-z 

C(10)‒H(10)∙∙∙O(3) 0.93 2.36 3.268(3) 165 2-x, 1-y, 2-z 

C(11)‒H(11)∙∙∙O(2) 0.93 2.34 3.212(3) 156 -1+x, y, z 

C(13)‒H(13)∙∙∙O(7) 0.93 2.46 3.275(3) 146 1-x, -y, 1-z 

C(16)‒H(16A)∙∙∙O(2) 0.96 2.37 3.300(3) 162 --- 

C(15)‒H(15A)∙∙∙Cg(5)  2.91 3.563(3) 126 1-x, -y, 1-z 

Cg(5) is the centroid of the pyridine ring. 

Table 2.5. Geometrical parameters (Å, °) for π-stacking interactions. 

Rings i‒j Rc R1v R2v α β γ Slippage 

Cg(5)‒Cg(5)(i) 4.112(3) -3.4170(8) -3.4169(8) 0.0 33.82 33.82 2.289 

[Symmetry codes: (i) (1-x, 1-y, 1-z)]. Cg(5) is the centroids of the pyridine (N3/C9–

C13) ring.  

Again, the weak C–H∙∙∙O H-bonds also played significant role in building 

supramolecular assemblies. The carbon atoms C(2) and C(6) of the IDA unit acts 

as donor to the carbonyl oxygen atoms O(7) and O(3) in the molecules at (1+x, y, 

z) and (-1+x, y, z) respectively, therefore generating a dimeric R22(12) ring. These 

hydrogen bonds leads the molecules of the anionic moiety to propagate an infinite 

chain along [100] direction (Figure 2.5). The parallel infinite chains of the anionic 

moieties are further interacts with the cationic moieties. The pyridine ring carbon 

atom, substituted methyl carbon atom and ring nitrogen atom acts as donor to the 

carbonyl oxygen atoms of the anionic chain, thus generating a two-dimensional 

self-assembled network in (101) plane (Figure 2.5).  
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Figure 2.5. View of the self-assembly in (101) plane.  

2.3.2. NMR spectroscopic observations and Bond Valence Sum (BVS) calculation 

NMR spectroscopic analysis reveals that the complex contains diamagnetic Cobalt 

in 3+ oxidation state (Figure 2.2). Further, Bond Valence Sum (BVS) calculation 

was performed to establish the oxidation state of cobalt [57-58]. This calculation 

includes following equations:  

sij = exp[(rₒ − rij)/b]      (1) 

where, i = donor centre, j = metal centre, rₒ = reported bond length between i and 

j, rij = the observed bond length, sij = the valence of a bond between two atoms i 

and j, and b is usually taken to be 0.37. The Pauling’s valence sum rule (Pauling’s 

second rule) is defined as  

zj = ∑ 𝑆𝑖𝑗𝑖        (2) 

where, zj is the valence of atom j connecting i−j bonds with all neighbouring i 

atoms. 
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Table 2.6. Bond valence sum calculation and related parameters for complex (1). 

i−j 

(reported) 

rₒ 

 

i−j 

(complex 1) 

rij sij zj 

O2−−Co3+ 1.637 O(1)–Co(1) 1.878(2) 0.521 3.052 

O2−−Co3+ 1.637 O(4)–Co(1) 1.896(2) 0.496 

O2−−Co3+ 1.637 O(5)–Co(1) 1.902(2) 0.488 

O2−−Co3+ 1.637 O(8)–Co(1) 1.881(2) 0.517 

N3−−Co3+ 1.690 N(1)–Co(1) 1.928(2) 0.525 

N3−−Co3+ 1.690 N(2)–Co(1) 1.943(2) 0.505 

From the BVS calculation, it is confirmed that complex (1) contain cobalt in 3+ 

oxidation state as the zj value is around ~3. The slight deviation of the BVS from 

an integer value usually appears due to excessive thermal motion, possible steric 

constraints, and problems with the crystal structure report or some combination 

of all of these effects [59]. 

2.3.3. Hirshfeld surface 

In this study, we have estimated the contribution of various available 

contacts that are contributed in the crystal packing. We have analyzed the 

Hirshfeld surface [37-39] of both anionic and cationic moieties separately and that 

are mapped with dnorm, shape-index, de and curvedness. The dnorm mapping (-0.6922 

to 1.2777 Å) of the molecular aggregate is shown in Figure 2.6. The protuberant 

hydrogen-bonding interactions are clearly identified from the circular 

depressions (red spots) on the dnorm surface that are dominated by the strong N–

H∙∙∙O (carboxylate) hydrogen bonds. Fingerprint plots are the key tool for the 

quantification of the available intermolecular contacts and can be decomposed to 

quantify individual contributions of the interactions [43,44]. The O∙∙∙H/H∙∙∙O 

interactions in the anionic moiety are clearly evident by two distinct spikes in the 

region of (di=1.031Å; de=0.676Å) and (de=1.121 Å; di=0.771 Å) respectively that 

comprises 67.8% of the total Hirshfeld surface area (Figure 2.7). In contrast, there 

is no signature of the O∙∙∙H interaction in the cationic moiety of the title complex.  
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Figure 2.6. Hirshfeld surface mapped with dnorm for the anionic moiety illustrating 

the interactions with partner molecules through hydrogen bonding interactions 

(green dotted lines). 

 

The only available spike in the region of (di = 0.681Å; de = 1.031Å) is for H∙∙∙O 

contribution that comprises 30.7% to the total Hirshfeld surface area (Figure 2.8). 

The N∙∙∙H/H∙∙∙N contributions are visible in the fingerprint plot of the cationic 

moiety that are represented by the wings in the region of (di = 2.069Å; de = 1.232Å) 

and (de = 2.049 Å; di = 1.227 Å). The N∙∙∙H contacts contributed more (1.9%) compare 

to the H∙∙∙N counterpart (1.7%); consequently, the N∙∙∙H/H∙∙∙N contacts 

contributed 3.6% to the total Hirshfeld surface of the molecule (Figure 2.8). The 

C∙∙∙H/H∙∙∙C contacts are evident in the anionic moiety by the discrete spots as a 

spike that contributed 5.2% to the total Hirshfeld surface area (Figure 2.7) whereas 

the C∙∙∙H/H∙∙∙C contacts are distinctly evident by the wings in the donor and 

acceptor region (Figure 2.8) of the breakdown fingerprint plot. The wings in the 

region of (di = 2.063; de = 1.222) comprised 7.1% and the counterpart part H∙∙∙C 

contact (di= 1.222; de = 2.068) comprises 7.7% and as whole the C∙∙∙H/H∙∙∙C contact 

comprised of 14.8% to the total Hirshfeld surface area of the cationic moiety 

(Figure 2.8). 

As expected, the C–H∙∙∙π interactions are clearly visible on the de and shape-

index surfaces of the cationic moiety (Figure 2.9). The bright-orange depression 
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above the π electron cloud of the pyridine ring and greenish-blue patch on the C–

H donor site of the de surface are the indicator of C–H∙∙∙π interactions (Figure 2.9a). 

The donors and acceptors of intermolecular C–H∙∙∙π interactions are further 

recognized by the red and blue regions around the participating atoms of the π-

cloud and C–H donor respectively, on the shape-index surface (Figure 2.9b). 

 

Figure 2.7. Fingerprint plot (Full) and resolved into various interaction of the 

anionic moiety of the title complex. 
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Figure 2.8. Fingerprint plot (Full) and resolved into various interaction of the 

cationic moiety of (1). 

 To examine the impact of π–π stacking interaction on the molecular 

packing, we have analyzed the Hirshfeld surface by mapping over shape-index 

and curvedness (Figure 2.9c-d). From the mapped Hirshfeld surfaces, it is clear 

that the protonated pyridine rings are related to one another through π–π stacking 

interaction. The π–π stacking between the rings is displayed by the red and blue 

triangles on the same region of the shape-index surface (Figure 2.9c). The blue 

triangle denotes the convex regions resulting from the pyridine ring of the 

molecule inside the surface, while the red triangle signifies concave regions 

caused by pyridine ring atoms of the π-stacked molecule above it. The pattern of 

the red-blue triangle characterizes the anti-parallel π-stacking interaction of the 
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cationic moiety (Figure 2.9c). Moreover, the large flat region of the curvedness 

surface across the π-cloud of the pyridine ring of the cationic moiety further 

characterized the anti-parallel π-stacking interactions (Figure 2.9d). The 

fingerprint plot corresponding to π–π stacking is shown as a blue region on the 

diagonal at around di = de = 1.708 Å (Figure 2.8). All other available contacts are 

further quantified by the fingerprint plot and are depicted in Figures 2.7 and 2.8 

for anionic and cationic moiety, respectively. A significant difference between the 

molecular interactions in terms of H∙∙∙H contacts (Figures 2.7, 2.8) are reflected in 

the distribution of scattered points in the region (di = 1.116 Å, de = 1.176 Å) in 

anionic moiety and (di = 1.161 Å, de = 1.111 Å) in cationic moiety. 

 

Figure 2.9. Perspective view of the decomposed Hirshfeld surface mapped with 

de (a) and shape-index (b) property illustrating C–H∙∙∙π/π∙∙∙H–C contacts. The 

Hirshfeld surface mapped with shape-index (c) and curvedness (d) property 

illustrating π–π stacking contacts in the crystal of the title complex. 
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2.3.4. Theoretical analysis 

The Bader’s theory of atoms in molecules (AIM) analysis [49] has been 

performed with the self-assembled dimeric units of the title compound. AIM 

analysis has been included for visualization and characterization of the 

noncovalent interactions that are involved within the structure through the 

distribution of bond critical points and the bond paths. The bond critical point 

(CP) and bond path that connects two atoms evidenced the existence of interaction 

between two atoms [48]. In Figure 2.10, we represent the distribution of CPs and 

bond paths of the several self-assembled networks of the title compound. In the 

first model of Figure 2.10, we used the molecular moiety of dimeric ring motif M 

(See Figure 2.4). The bond paths connecting the H atom of two amine nitrogen 

and the carboxylate oxygen atoms designate the N–H···O bonding interaction.  

 

Figure 2.10. Distribution of the critical points of various self-assembled networks 

of the title compound (a-d). Red, yellow and green spheres represent bond, ring 

and cage critical points, respectively. 
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The ring CP that is presented by yellow sphere further characterize the 

dimeric ring M. Further, we analyzed the ρ(r) values of the bond CPs to verify the 

strength of the interaction [50] that are included in Figure 2.10. The ρBCP = 0.0094 

a.u. value characterize the N–H···O H-bonding (Figure 2.10a). Moreover, two 

different carbon atom from the IDA unit interacts with the carboxylate and 

carbonyl oxygen atom and are characterized by the bond paths and ρBCP values 

(0.0080 a.u. and 0.0074 a.u.). In model 2 (Figure 2.10b), the dimeric ring N (see 

Figure 2.4) is characterized by the bond path connecting the hydrogen atom of the 

parent amine nitrogen and carboxylate oxygen atom having ρBCP (0.0118 a.u.). It is 

noteworthy that the ρ(r) values of the bond CPs for in centrosymmetric ring M is 

larger (0.0094 a.u.) in comparison to the N ring (0.0118 a.u.). Therefore, it can be 

concluded that the N–H···O hydrogen bonds that generates ring M are stronger 

that the N–H···O bond of ring N that is in agreement with the geometrical 

parameters of X-ray structure (Table 2.4). In model 3, we have analyzed the C–

H∙∙∙π interaction. The bond critical point and the bond path connecting the 

hydrogen atom of the methyl carbon and the pyridine ring carbon atom 

characterizes the C–H∙∙∙π interaction where the ρBCP is 0.0050 a.u. (Figure 2.10c). 

The bond paths between two carbon atoms of the pyridine rings characterize the 

π‒π interaction (ρBCPs = 0.0063 a.u.) (Figure 2.10d).  

Finally, we further characterized the noncovalent interactions using NCI 

plot index computational tool [51,52]. It permits an easy assessment of host-guest 

complementarity and the extent to which weak interactions stabilize the 

investigating structure. In Figure 2.11, the NCI plot of the self-assembled structure 

(see Figure 2.4) of the title complex has been presented. Various noncovalent 

interactions are clearly evident by the green, blue isosurfaces. The two types of 

ring motif M and N that are formed by the strong N–H∙∙∙O bonding are clearly 

observed by the blue isosurfaces between amine nitrogen and carboxylate oxygen 

of the anionic moiety. The weak C–H∙∙∙O H-bonds are observed as small green 

isosurface between two anionic moieties. In the same figure, the cooperativity of 
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the C–H∙∙∙π and π‒π interaction between cationic moieties are represented. The 

presence of dual large green isosurface between methyl hydrogen atom and π-

cloud of the pyridine ring clearly designate the C–H∙∙∙π interaction. The isosurface 

that characterizes the π‒π interaction embraces the pyridine ring and the ethyl 

groups. The large region and the greenish-blue color on the isosurface indicates 

that the π‒π interaction is stronger than the C–H∙∙∙π interaction in agreement with 

the ρ(r) values at the bond CPs mentioned above (see Figure 2.10). It is worth 

mentioning the existence of strong blue isosurfaces between the cationic and 

anionic layers. These strong blue isosurfaces between the protonated pyridine 

ring nitrogen atom and the carbonyl oxygen atom of the IDA ligand clearly shows 

how the cationic and anionic layers are interconnected through the N–H∙∙∙O 

bonds. 

 

Figure 2.11. NCI plot of the self-assembly in (1). The gradient cut-off is s = 0.35 au, 

and the color scale is −0.04 < ρ < 0.04 au. 
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2.4. Conclusions 

In summary, a new octahedral mixed-ligand complex has been synthesized 

and structurally characterized. The cooperativity of weak noncovalent 

interactions in building supramolecular structures have been analyzed in detail 

and quantified by Hirshfeld surface analysis. Finally, these noncovalent 

interactions have been characterized theoretically by Bader’s theory of “atoms-in-

molecules” and also have been analyzed by NCI plot index. The computational 

study of energy framework, allowed us to estimate the topology of noncovalent 

interactions in the self-assembly. The theoretical investigations based on DFT 

functional, AIM and NCI analyses supports the experimental findings of the 

intricate combination of intermolecular interactions that characterized the studied 

complex. The results reported herein are expected to be useful for understanding 

of cooperativity effect of noncovalent interactions in the context of crystal 

engineering.  

 

2.5. References 

[1] G.R. Desiraju, J. Am. Chem. Soc. 135 (2013) 9952–9967. 

[2] N.H. Evans, P.D. Beer, Angew. Chem. Int. Ed. 53 (2014) 11716–11754. 

[3] J.W. Steed, J.L. Atwood, Supramolecular Chemistry, Wiley, Chichester, 2nd 

edn, 2009 

[4] J.L. Atwood, G.W. Gokel, L.J. Barbour, Comprehensive Supramolecular 

Chemistry II, ed. Elsevier, 2017. 

[5] A. Bauza, S.K. Seth, A. Frontera, Coord. Chem. Rev. 384 (2019) 107–125. 

[6] M.M. Watt, M.S. Collins, D.W. Johnson, Acc. Chem. Res., 46 (2012) 955−966. 

[7] K.E. Riley, P. Hobza, Acc. Chem. Res. 46 (2012) 927−936. 

[8] P. Seth, A. Bauzá, A. Frontera, C. Massera, P. Gamez, A. Ghosh, 

CrystEngComm 15 (2013) 3031–3039. 

[9] S.K. Seth, J. Mol. Struct. 1070 (2014) 65–74. 



 Quantitative investigation of a mixed-ligand Co(III) complex...                        Chapter II  
 

85 
 

[10] T. Maity, H. Mandal, A. Bauzá, B.C. Samanta, A. Frontera, S.K. Seth, New 

J. Chem. 42 (2018) 10202–10213. 

[11] J.W.G. Bloom, S.E. Wheeler, Angew. Chem. Int. Ed. 50 (2011) 7847–7849. 

[12] S.K. Seth, D. Sarkar, T. Kar, CrystEngComm 13 (2011) 4528–4535. 

[13] S.K. Seth, P. Manna, N.J. Singh, M. Mitra, A.D. Jana, A. Das, S.R. 

Choudhury, T. Kar, S. Mukhopadhyay, K.S. Kim, CrystEngComm 15 (2013) 

1285–1288. 

[14] P. Manna, S.K. Seth, M. Mitra, A. Das, N.J. Singh, S.R. Choudhury, T. Kar, 

S. Mukhopadhyay, CrystEngComm 15 (2013) 7879–7886. 

[15] A. Frontera, P. Gamez, M. Mascal, T.J. Mooibroek, J. Reedijk, Angew. 

Chem. Int. Ed. 50 (2011) 9564–9583. 

[16] P. Manna, S.K. Seth, M. Mitra, S.R. Choudhury, A. Bauzá, A. Frontera, S. 

Mukhopadhyay, Cryst. Growth Des. 14 (2014) 5812–5821. 

[17] P. Manna, S.K. Seth, A. Bauzá, M. Mitra, S.R. Choudhury, A. Frontera, S. 

Mukhopadhyay, Cryst. Growth Des. 14 (2014) 747–755. 

[18] M. Mitra, P. Manna, A. Bauzá, P. Ballester, S.K. Seth, S.R. Choudhury, A. 

Frontera, S. Mukhopadhyay, J. Phys. Chem. B 118 (2014) 14713–14726. 

[19] S.K. Seth, I. Saha, C. Estarellas, A. Frontera, T. Kar, S. Mukhopadhyay, 

Cryst. Growth Des. 11 (2011) 3250–3265. 

[20] P. Manna, S.K. Seth, A. Das, J. Hemming, R. Prendergast, M. Helliwell, S.R. 

Choudhury, A. Frontera, S. Mukhopadhyay, Inorg. Chem. 51 (2012) 3557–

3571. 

[21] I. Geronimo, E.C. Lee, N.J. Singh, K.S. Kim, J. Chem. Theory Comput. 6 

(2010) 1931–1934. 

[22] A. Das, A.D. Jana, S.K. Seth, B. Dey, S.R. Choudhury, T. Kar, S. 

Mukhopadhyay, N.J. Singh, I.C. Hwang, K.S. Kim, J. Phys. Chem. B 114 

(2010) 4166–4170. 

[23] M.B. -Oliver, B.A. Baquero, A. Bauzá, A.G. -Raso, A. Terrón, I. Mata, E. 

Molins, A. Frontera, CrystEngComm 14 (2012) 5777–5784. 

[24] M.P. Brandi-Blanco, J.M. Gonzalez-Perez, D.C. Lazarte, R. Carballo, A. 

Castinereiras, J. Niclos-Gutierrez, Inorg. Chem. Commun. 6 (2003) 270–273. 



 Quantitative investigation of a mixed-ligand Co(III) complex...                        Chapter II  
 

86 
 

[25] I. Yousuf, M. Zeeshan, F. Arjmand, M.A. Rizvi, S. Tabassum, Inorg. Chem. 

Commun. 106 (2019) 48–53. 

[26] S.-J. Liu, X.-R. Xie, T.-F Zheng, J. Bao, J.-S. Liao, J.-L. Chen, H.-R. Wen, 

CrystEngComm 17 (2015) 7270–7275. 

[27] S.K. Seth, B. Dey, T. Kar, S. Mukhopadhyay, J. Mol. Struct. 973 (2010) 81–

88. 

[28] S.K. Seth, A. Bauza, A. Frontera, CrystEngComm 20 (2018) 746–754. 

[29] S.K. Seth, Crystals 8 (2018) 455. 

[30] Bruker, SAINT, Version 6.36a, Bruker AXS Inc., Madison, Wisconsin, 

USA, 2002. 

[31] Bruker, SMART, Version 5.625 and SADABS, Version 2.03a, Bruker AXS 

Inc., Madison, Wisconsin, USA, 2001. 

[32] G.M. Sheldrick, ActaCryst. A 64 (2008) 112–122. 

[33] G.M. Sheldrick, ActaCryst. C 71 (2015) 3–8. 

[34] L.J.  Farrugia, J. Appl. Cryst. 45 (2012) 849−854. 

[35] A.L. Spek, J. Appl. Crystallogr. 36 (2003) 7–13. 

[36] M. Tahmasebi, M. Mirzaei, H. Eshtiagh-Hosseini, J. T. Mague, A. Bauzá, A. 

Frontera, Acta Cryst. C75 (2019) 469–477. 

[37] M.A. Spackman, J.J. McKinnon, CrystEngComm 4 (2002) 378–392. 

[38]  J.J. McKinnon, D. Jayatilaka, M.A. Spackman, Chem. Commun. (2007) 

3814–3816 

[39]   F.P.A. Fabbiani, L.T. Byrne, J.J. McKinnon, M.A. Spackman, 

CrystEngComm 9 (2007) 728–731. 

[40]  S.K. Seth, CrystEngComm 15 (2013) 1772–1781. 

[41]   M.A. Spackman, P.G. Byrom, Chem. Phys. Lett. 267 (1997) 215–220. 

[42]   J.J. McKinnon, A.S. Mitchell, M.A. Spackman, Chem.‒Eur. J. 4 (1998) 

2136–2141. 

[43]   J.J. McKinnon, M.A. Spackman, A.S. Mitchell, Acta Crystallogr. Sect. B 

60 (2004) 627–668. 

[44] A.L. Rohl, M. Moret, W. Kaminsky, K. Claborn, J.J. Mckinnon, B. Kahr, 

Cryst. Growth Des. 8 (2008) 4517–4525. 



 Quantitative investigation of a mixed-ligand Co(III) complex...                        Chapter II  
 

87 
 

[45]   S.K. Seth, Acta Cryst. E74 (2018) 600‒606. 

[46]   M.J. Turner, J.J. McKinnon, S.K. Wolff, D.J. Grimwood, P.R. Spackman, 

D. Jayatilaka, M.A. Spackman, CrystalExplorer17; University of Western 

Australia, 2017. 

[47] M.J. Frisch, G.W. Trucks, H.B. Schlegel, G.E. Scuseria, M.A. Robb, J.R. 

Cheeseman, G. Scalmani, V. Barone, G.A. Petersson, H. Nakatsuji, et al. 

Gaussian 09, Revision C.01; Gaussian, Inc.: Wallingford, CT, USA, 2009. 

[48] R.F.W. Bader, Chem. Rev. 91 (1991) 893–928. 

[49] T.A. Keith, AIMAll, Version 13.05.06; TK Gristmill Software: Overland 

Park, KS, USA, 2013. 

[50] R.F.W. Bader, Atoms in Molecules, a Quantum Theory; Oxford University 

Press: New York, NY, USA, 1990. 

[51] J. Contreras-García, E.R. Johnson, S. Keinan, R. Chaudret, J.P. Piquemal, 

D.N. Beratan, W. Yang, J. Chem. Theory Comput. 7 (2011) 625–632. 

[52] E.R. Johnson, S. Keinan, P. Mori-Sanchez, J. Contreras-Garcia, A.J. Cohen, 

W. Yang, J. Am. Chem. Soc. 132 (2010) 6498–6506. 

[53] P.C. Junk, M.K. Smith, J. Coord. Chem. 55 (2002) 1091–1096. 

[54] Q.-Z. Zhang, X. He, Y.-Q. Yu, S.-M. Chen, C.-Z. Lu, Z. Anorg. Allg. Chem. 

631 (2005) 798–802. 

[55] X-L. Gao, L-P Lu, M-L Zhu, Acta Cryst. E65 (2009) m561. 

[56] Q.-Z. Zhang, C.-Z. Lu, W.-B. Yang, J. Coord. Chem. 59 (2006) 837–844. 

[57] I. D. Brown, D. Altermatt, Acta Crystallogr. B 41 (1985) 244−247. 

[58] H. H. Thorp, Inorg. Chem. 31 (1992) 1585−1588. 

[59] T. Basak, K. Ghosh, C. J. Gómez-García, S. Chattopadhyay, Polyhedron 146 

(2018) 42−54. 

 

 



 88 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

Published in: CrystEngComm 22 (2020) 8153-8153 

Published as Front Cover Page: 10.1039/D0CE90171G  

 



90 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 Bipolar behaviour of salt-bridges:a combined theoretical and X-ray study…  Chapter III  

91 

 

3.1. Introduction  

 The challenge of a systematic and thorough bulk analysis of factors 

directing packing geometry of solid crystalline materials was raised by Desiraju 

over two decades ago [1]. The packing persuading features are described by 

strong and classic intermolecular interactions. To predict the actual crystal 

structure, precise understanding and complete control over the interplay of 

intermolecular interactions is required [2-4]. Therefore, accurate relationship 

between crystal packing structures, in addition to molecular structures are 

essential for structural design. Weak noncovalent forces direct the formation of 

self-assembled supramolecular networks. The noncovalent forces like C–H···π [5], 

π···stacking [6-9], cation···π [10], anion···π [11-14], and lone pair···π [15-18] 

interactions are prominent binding forces that have been used successfully to 

build solid-state networks [19]. Apart from these weak noncovalent interactions, 

hydrogen bonding plays a crucial role in crystal engineering due to specific, 

highly directive and relatively strong interactions [20]. The driving force that is 

predominant in the formation of synthon is hydrogen bonding and the 

supramolecular synthon serves as backbone of the crystal structure by providing 

articulate explanation of the entire structure [21]. 

 The salt bridge (SB) can be defined as an interaction between two groups 

of opposite charge where the protonated and deprotonated residues interact 

directly [22-24]. Therefore, salt bridges are hydrogen bonded ion pairs, which are 

important for the stabilization of the molecular conformations. The hydrogen 

bonding of the SBs shows stronger binding compared to the normal hydrogen 

bonding interactions due to the zwitterionic charges (charge assisted hydrogen 

bond) [25]. The formation of salt-bridge is one of the significant noncovalent 

interactions that has been used to construct self-assembled structures in organic 

solvents [26, 27]. In protein chemistry, SBs played a crucial role in substrate 

bonding, activity of catalytic triads, secondary-structure stabilization and stability 
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of thermophilic proteins [28, 29]. To generate new supramolecular systems [30, 

31], intermolecular salt bridges are often used while biological systems such as 

proteins often comprise SBs that control their structure and function [32]. 

However, due to the geometric constraints placed by the electrostatic and H-

bonding interactions, predicting SB interactions remains uniquely challenging.  

 

Scheme 3.1. Dual character of salt bridges (negative part in red and positive part 

in blue) and some of the interactions described herein. 

 We are particularly interested to explore the associative network structures 

involving salt-bridge. The influence of salt-bridges on cation-π interaction had 

been investigated by computational analysis and synthetic studies [33, 34]. 

However, a comprehensive study of the interaction between a planar salt-bridge 

and aromatic rings and cooperativity of other noncovalent forces with SBs are not 

well explored. As depicted in Scheme 3.1, the SBs are very rich as binding motif 

due to its dual character that makes it adequate for establishing a great deal of 

noncovalent interactions. As a matter of fact, we reported salt-bridge(SB)···π 

interaction by providing both experimental evidence and theoretical calculations 

[35]. Herein, we analyze salt-bridge interaction of three salts and their self-

assembled structures involving charged aromatic ring and other noncovalent 

interactions, by means of experimental and theoretical calculations. The structural 

analyses of these compounds revealed the formation of completely new and 

extended supramolecular networks by the formation of salt-bridge interactions. 

The unique combinations of weak forces in building the extended networks [lone-

pair(l.p)···(SB)/(SB)···π+ in (1),  C‒H···(SB)/(SB)···π in (2) and 
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π+···(SB)/(SB)···(SB)/(SB)···π+ and C‒H···(SB)/(SB)···H‒C in (3)] are the first evidence 

of crystalline solids. The solid-state structure of these compounds are described in 

detail, including theoretical calculations. The binding energies of the networks 

have been calculated using theoretical DFT calculations and the noncovalent 

interactions have been analyzed by using Bader’s theory of “atoms in molecules” 

(AIM). 

3.2. Experimental sections 

3.2.1. Materials 

The reagents [4,4′-oxybis(benzoic acid), 2-amino-5-methylpyridine and 2-

amino-4-methylpyridine)] and solvents [N,N-dimethylformamide (DMF), 

dimethyl sulfoxide (DMSO)] were purchased from commercial sources (Sigma-

Aldrich, India) and used without further purification. 

3.2.2. Syntheses  

Compounds (1‒3) were prepared by reacting stoichiometric amounts of 

4,4′-oxybis(benzoic acid) molecule with substituted aminopyridine ligands.        

4,4′-oxybis(benzoic acid) (0.258 g, 1.0 mmol) was dissolved in 20 ml of DMF for 

(1‒2) and DMSO for (3) and heated at 50°C that resulting a clear solution. Then, 

2.0 mmol (0.216 g) of 2-amino-5-methylpyridine, 1 mmol (0.108 g) of 2-Amino-4-

methylpyridine and 2 mmol (0.216 g) of 2-amino-4-methylpyridine was added to 

10 ml of water-methanol (1:1) for (1‒3) respectively. These solutions were added 

drop wise to the acid solution with continuous stirring. The solution mixtures 

obtained were heated at 50°C for 1 h with continuous stirring. The resulting 

solutions were kept undisturbed at ambient temperature and covered with 

paraffin film and a few small holes were made using a needle to allow the solvent 

evaporate slowly. After 6‒8 weeks, testable single crystals were grown. 
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3.2.3. X-ray crystal structure determination 

Single crystal X-ray diffraction intensity data of the title compounds were 

collected at 150(2)K for (1) and 120(2)K for (2‒3) using a Bruker APEX-II CCD 

diffractometer by using graphite monochromated MoKα radiation (λ = 0.71073 

Å). Data reduction was performed by using the program Bruker SAINT [36] and 

empirical absorption correction was applied [37]. The structures were solved by 

direct method and refined by the full-matrix least-square technique on F2 with 

anisotropic thermal parameters by describing the thermal motions of all non-

hydrogen atoms using the programs SHELXS-14 [38] and SHELXL-18 [39], 

respectively. The hydrogen atoms were positioned from difference Fourier map 

and consequently refined isotropically. The calculations were performed using 

WinGX system V2014.1 [40] and PLATON [41]. The summary of crystal data and 

relevant structure refinement parameters for the title compounds are included in 

Table 3.1. CCDC 1831105‒1831107 contain the supplementary crystallographic 

data of (1–3). 

3.2.4. Theoretical methods 

We have used the BP86-D3/def2-TZVP level of theory to compute the 

energies of the H-bonding interactions by means of the program TURBOMOLE 

version 7.0. [42]. The crystallographic coordinates have been used for the 

theoretical calculations. The binding energies were computed applying the 

correction for the BSSE (basis set superposition error) by means of the 

counterpoise technique developed by the Boys–Bernardi [43]. The AIMall 

calculation package [44] was employed to analyze the interactions studied using 

the Bader’s "atoms-in-molecules" (AIM) theory [45]. The Molecular Electrostatic 

Potential (MEP) surfaces have been calculated using the SPARTAN10 program 

[46]. The calculations for the wavefunction analysis have been carried out at the 

BP86-D/def2TZVP level of theory using Gaussian-09 software [47].    
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Table 3.1. Crystal data and structure refinement parameters of (1–3). 

Structure (1) (2) (3) 

Empirical formula  C26H28N4O6 C20H18N2O5 C26H28N4O6 

Formula Weight 492.52 366.36 492.52 

Temperature (K) 150(2) 120(2) 120(2) 

Wavelength (Å) 0.71073 0.71073 0.71073 

Crystal system Monoclinic Monoclinic Triclinic 

space group C2/c P21/n P-1 

a, b, c (Å) 13.864(11), 

12.086(11), 

14.994(12) 

7.075(3), 

19.857(2), 

12.811(2) 

6.855(4), 7.642(3), 

24.281(4) 

α, β, γ (°) 90, 111.62(2), 90 90, 94.991(2), 90 90.019(3), 

2.555(2), 

107.022(4) 

Volume (Å3) 2336(3) 1793.0(8) 1214.9(9) 

Z / Density (calc.) (Mg/m3) 4 / 1.401 4 / 1.357 2 / 1.346 

Absorption coefficient (mm-1) 0.101 0.099 0.097 

F(000) 1040 768 520 

Crystal size (mm3) 0.18 × 0.11 × 0.06 0.19 × 0.11 × 0.05 0.19 × 0.15 × 0.09 

Limiting indices -16 ≤ h ≤ 16,              

-14 ≤ k ≤ 14,              

-17 ≤ l ≤ 17 

-8 ≤ h ≤ 8,                      

-23 ≤ k ≤ 23,                

-15 ≤ l ≤ 15 

-8 ≤ h ≤ 8,                      

-9 ≤ k ≤ 9,                     

-28 ≤ l ≤ 28 

Reflections collected / unique 9037 / 2021 

[R(int) = 0.0741] 

20967 / 3155 

[R(int) = 0.0363] 

11530 / 4260 

[R(int) = 0.0238] 

Completeness to θ (%) 98.7 100.0 99.8 

Absorption correction Semi-empirical 

from equivalents 

Semi-empirical 

from equivalents 

Semi-empirical 

from equivalents 

Max. and min. transmission 0.99 and 0.98 0.99 and 0.98 0.99 and 0.98 

Refinement method Full-matrix least-

squares on F2 

Full-matrix least-

squares on F2 

Full-matrix least-

squares on F2 

Data/ parameters 2021 / 166 3155 / 245 4260 / 328 

Goodness-of - fit on F2 1.084 1.040 1.047 

Final R indices [I > 2σ(I)] R1 = 0.0494, wR2 = 

0.1320 

R1 = 0.0355, wR2 = 

0.0927 

R1 = 0.0339, wR2 = 

0.0910 

R indices (all data) R1 = 0.0540, wR2 = 

0.1371 

R1 = 0.0435, wR2 = 

0.0995 

R1 = 0.0388, wR2 = 

0.0947 

Largest diff. peak and hole  

(e.Å-3) 

0.218 and -0.313 0.224 and -0.205 0.220 and -0.167 

R1 = ∑||Fo|–|Fc||/∑|Fo|, wR2 = [∑{(Fo2–Fc2)2}/∑{w(Fo2)2}]1/2 , w = 1/{σ2(Fo2) + (aP)2 + bP}, 

where a = 0.0845 and b = 0.6212 for (1), a = 0.0506 and b = 0.5361 for (2) and a =  0.0461 and 

b = 0.3636 for (3). P = (Fo2 + 2Fc2)/3 for all structures. 
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3.3. Results and discussion 

3.3.1. Structural description  

The ORTEP view of the title compounds (1‒3) are shown in Figure 3.1. In 

compounds (1) and (3), 4,4′-oxybis(benzoic acid) is fully deprotonated with two 

2-Amino-5-methylpyridinium and 2-Amino-4-methylpyridinium cations 

respectively with one solvent water molecule. However, in (2), the 4,4′-

oxybis(benzoic acid) is partly deprotonated with one 2-amino-4-

methylpyridinium cation. In (1), the oxygen atom O(3) lies on the inversion centre 

(-x+2, y, -z+1/2) and thus generates symmetric counterpart (see Figure 3.1a).  

 

Figure 3.1. Molecular view (ORTEP) of the asymmetric unit of the title compounds 

(1‒3) (a‒c) with atom numbering scheme. In compound (1), the unlabelled 

counterpart has been generated through the symmetry operation (-x+2, y, -z+1/2). 

The thermal ellipsoids are drawn at 30% probability level. 

In (1), the pyridinum and amine nitrogen atoms N(1) and N(2) act as 

donors to the carboxylate oxygen atoms at (½-x, -½+y, ½-z), thus forming a R22(8) 

dimeric ring that termed as salt-bridge (SB) (Figure 3.2) (Table 3.2). Two nearby 
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dimeric rings are interconnected by further interaction in between amine nitrogen 

and carboxylate oxygen atoms. This hydrogen bond leads the molecules to form 

a R42(8) ring motif (Figure 3.2). Again the solvent water molecule acts as double 

donor to the carboxylate oxygen atom O(1) at (3/2-x, ½+y, ½-z); thus interconnects 

the ring motifs and leading to the formation of two-dimensional assembly in (101) 

plane (Figure 3.2). In another substructure, the aryl ring carbon atom C(6) acts as 

donor to the carboxylate oxygen atom O(2) in the molecule at (3/2-x, -½+y, ½-z) to 

form a two-dimensional anionic network in (110) plane (Figure 3.3). 

 

Figure 3.2. Supramolecular network in (101) plane of (1). 

 

 

Figure 3.3. Network through C‒H···O bond in (110) plane in (1). 
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Figure 3.4. Perspective view of the extended lone-pair (l.p)···SB/SB···π+ network in 

(1). The SB unit is highlighted by yellow colour whereas the π+ and π moieties are 

shown by pink and turquoise colour respectively. 

Interestingly, the lone-pair of the oxygen atom O(3) is oriented toward the 

salt-bridge unit with a separation distance of 3.312Å. In the opposite side, the π-

face of the pyridinium moiety is juxtaposed to the SB unit with a separation 

distance of 3.710Å; thus, dual bridging of SB···π+ network is observed where the 

two-pyridinium moieties are also optimized (Figure 3.4). The pyridine rings at (x, 

y, z) and (-x, -y, -z) are anti-parallel, with an interplanar spacing of 3.272Å, and a 

ring centroid separation of 3.720(3)Å, corresponding to a ring offset of 1.77Å. Thus 

a lone-pair (l.p)···SB/SB···π+ is observed in (1) (Figure 3.4). Again, the pyridinium 

ring and aryl ring of the acid moiety is optimized further in the molecule at (1-x, 

y, ½-z) with a separation distance of 3.561(3)Å. Thus, the molecules of (1) 

generates an extended unique network lone-pair(l.p)···(SB)/(SB)···π+ through SB 

unit (Figure 3.4). 
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Table 3.2. Relevant Hydrogen Bonding Parameters in (1‒3). 

D–H···A D–H  H···A  D···A D–H···A Symmetry 

Compound (1) 

N(1)–H(1)···O(1) 0.86 1.86 2.712(3) 173 1/2-x, -1/2+y, 1/2-z 

N(2)–H(2A)···O(2) 0.86 1.90 2.762(3) 179 1/2-x, -1/2+y, 1/2-z 

N(2)–H(2B)···O(2) 0.86 2.06 2.839(3) 150 -1+x, 1-y, -1/2+z 

O(1w)–H(1w)···O(1) 0.82 2.00 2.813(3) 170 3/2-x, 1/2+y, 1/2-z 

C(6)–H(6)···O(2) 0.93 2.49 3.404(3) 168 3/2-x, -1/2+y, 1/2-z 

C(13)–H(13C)···Cg(1) 0.93 2.70 3.565(4) 150 -1/2+x, -1/2+y, z 

Compound (2) 

N(1)–H(1)···O(3) 0.86 1.92 2.774(2) 172 -x, 1-y, 2-z 

N(2)–H(2A)···O(4) 0.86 1.93 2.790(2) 174 -x, 1-y, 2-z 

N(2)–H(2B)···O(3) 0.86 2.25 2.865(2) 129 1+x, 1+y, z 

O(2)–H(2)···O(1) 0.82 1.78 2.585(2) 169 1/2-x, -1/2+y, 3/2-z 

  C(5)–H(5)···O(4) 0.93 2.44 3.298(2) 154 -1/2+x, 1/2-y, 1/2+z 

Compound (3) 

N(1)–H(1)···O(5) 0.86 1.84 2.698(2) 172 x, -1+y, z 

N(2)–H(2A)···O(4) 0.86 1.88 2.737(2) 172 x, -1+y, z 

N(2)–H(2B)···O(4) 0.86 2.08 2.848(2) 148 1-x, 1-y, -z 

N(3)–H(3)···O(1) 0.86 1.81 2.654(2) 165 1-x, -y, 1-z 

N(4)–H(4A)···O(2) 0.86 2.04 2.899(2) 173 1-x, -y, 1-z 

N(4)–H(4B)···O(6) 0.86 2.11 2.899(2) 153 1+x, y, z 

O(6)–H(6A)···O(1) 0.83 1.98 2.794(2) 169 x, 1+y, z 

O(6)–H(6B)···O(2) 0.83 1.95 2.775(2) 174 1+x, 1+y, z 

C(6)–H(6)···O(5) 0.93 2.54 3.400(3) 154 x, -1+y, z 

C(21)–H(21)···O(1) 0.93 2.57 3.313(3) 137 --- 

 In (1), Cg(1) is the centroid of the (C2‒C7) ring. 
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Figure 3.5. Two-dimensional assembly of (2) in (110) plane. 

In (2), the pyridinium and amine nitrogen atoms N(1) and N(2) act as 

donors to the carboxylate oxygen atoms O(1) and O(2) respectively (see Table 3.2) 

in the molecule at (-x, 1-y, 2-z) to form the SB unit R22(8) (Figure 3.5). Again the 

amine hydrogen atom acts as secondary donor to the carboxylate oxygen atom at 

(1+x, 1+y, z); thus forming a R42(8) ring. Due to the self-complementarity, the non-

protonated carboxy oxygen atom O4 acting as donor to the protonate carboxylate 

oxygen atom O1 and interconnect the ring motifs to build a two-dimensional 

framework in (110) plane (Figure 3.5). In another substructure, the methyl carbon 

atom of the pyridinium moiety is in contact with the SB unit with a separation 

distance of 2.912Å. On the other side of the SB unit, the π-cloud of the aryl ring is 

oriented towards the SB unit with a separation distance of 2.060Å. Thus, a unique 

C‒H···SB/SB···π network is observed in (2) (Figure 3.6). 
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Figure 3.6. Extended C‒H···SB/SB···π network in (2). The SB, C‒H···SB, SB···π and 

π‒π stacking interactions are represented by the yellow, turquoise, green and 

pink dotted lines respectively. 

In (3), two SB units [R22(8) ring motifs] are generated through the N‒H···O 

hydrogen bonding interactions (Table 3.2). These two SB units are interconnected 

by CH···O hydrogen bonds thus propagating into a one-dimensional chain along 

[010] direction (Figure 3.7). The parallel chains are further interconnected by 

hydrogen bonds between the amine nitrogen and carboxylate oxygen atoms. This 

combination of interactions leads the molecules to generate a two-dimensional 

framework in (011) plane (Figure 3.7).  

 

Figure 3.7. Layer network of (3) in (011) plane.  

In another substructure, one SB unit is in contact with the solvent water 

molecule where the amine nitrogen atom acts as donor to the water oxygen atom 

and the water oxygen atom acts as donor to the carboxylate oxygen atom. Thus, 

the mutual interactions of N‒H···O and O‒H···O hydrogen bonds generates R64(12) 

ring motif that leads the molecules to propagate along [100] direction (Figure 3.8). 

In other side of the carboxylate anion, the SB is interconnected with another SB of 
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the partner molecule through N‒H···O hydrogen bond and generates a 

supramolecular layered assembly in (110) plane (Figure 3.8).  

 

Figure 3.8. Supramolecular layered assembly in (3).  

 

 

Figure 3.9. Supramolecular layered assembly in (3) through π-stacking 

interactions. 

In another substructure, the aryl ring of the acid moiety is oriented towards 

the π-cloud of the pyridine ring with an interplanar spacing of 3.426 Å with an 

intercentroid separation of 3.805 Å. Again the pyridine ring is juxtaposed to the 

aryl ring of the acid moiety through π-stacking interaction with a separation 

distance of 3.667 Å. Repetition of the π-π+/π+-π network leads the molecules to 
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propagate into a one-dimensional ribbon along [100] direction (Figure 3.9). These 

parallel ribbons are interconnected through the SB unit and generate a 

supramolecular layered assembly in (110) plane (Figure 3.9). 

 

Figure 3.10. Perspective view of π+···SB/SB···SB/SB···π+ network (a) and 

CH···SB/SB···HC network in (3). The SB units are highlighted by yellow colour 

whereas the π+ moieties are shown in pink colour. 

Compound (3) exhibits two distinctly different supramolecular networks 

involving the SB unit. In one substructure, the SB unit lies just above the π-cloud 

of the pyridine ring with a separation distance of 3.754Å. Thus a face-to-face dual 

SB···π+ unit is generated (Figure 3.10a). Two adjacent dual SB···π+ units are 
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juxtaposed through SB···SB interaction with a separation distance of 3.616Å. Thus, 

an extended π+···SB/SB···SB/SB···π+ network is generated in (3) (Figure 3.10a). In 

another substructure, the second SB unit that is generated through second 

carboxylate unit also takes part in building extended network. The methyl carbon 

atom of the pyridine moiety is oriented towards the SB unit with a separation 

distance of 3.237Å (Figure 3.10b). Another methyl carbon from the aminopyridine 

moiety is in contact with the SB unit with a separation distance of 2.840Å. Thus a 

CH···SB/SB···HC network is generated in (3) (Figure 3.10b). These unique and 

extended two distinct networks are also observed in a supramolecular-layered 

assembly (Figure 3.11). 

 

Figure 3.11. Extended supramolecular layered network generated through 

π+···SB/SB···SB/SB···π+ and CH···SB/SB···HC networks in (3). 

 

3.3.2. Theoretical calculations 

We have executed the computational study using DFT-D3 calculations to 

analyze the noncovalent interactions involved in the interesting architectures of 

compounds (1–3). We are particularly interested to perform the calculations of the 

extended networks involving the salt bridge unit. We have focused our efforts in 

two main issues. First, we have studied the energetic features of the noncovalent 

interactions and, second we have analyzed the interplay between them and 

characterized the interactions using Bader’s theory of ‘‘atoms-in-molecules’’ 

(AIM). The crystallographic coordinates have been used in theoretical 
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models/calculations and in some cases, we have modified the small fragments to 

evaluate the contributions for the formation of the self-assembly. 

First of all, we have computed the MEP surface of the 2-aminopyridinium-

benzoate slat bridge as model of compounds (1–3) in order to illustrate the dual 

donor-acceptor ability of the salt bridge. Figure 3.12 depicts the MEP surface 

where the most positive MEP value is located at the H-atom of the amino group 

(+57 kcal/mol) and the most negative at the O-atom of the carboxylate group            

(–52 kcal/mol). Interestingly, the surface clearly confirms the existence of two 

different halves of the salt bridge, one electron poor and the other electron rich, as 

illustrated by the opposite values over the center of the aromatic ring. 

Consequently, the large dipole moment (11.7 D) and the planarity of the system 

also facilitates the formation of antiparallel stacking interactions, either with itself 

or any other planar system with large dipole moments like charged aromatic 

rings. 

 

Figure 3.12. MEP surface of aminopyridinium-benzoate slat bridge using the 0.001 

a.u. isosurface. The values are selected points of the surface are indicated in 

kcal/mol. 

For compound (1), we have prepared some models (following Figure 3.4) 

to evaluate the formation energies (see Figure 3.13). In Figure 3.13a, the acid 

moiety is simplified (see the red arrow) in which the formation energy of the salt 
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bridge (SB) is ΔE1 = –110.6 kcal/mol. Due to the ion-pair nature of the interaction, 

the formation energy ΔE1 is very large. In the model shown in Figure 3.13b, the 

carboxylate units are modified (see the pink arrows) to make the model neutral. 

The formation energy of the cooperative interactions [lone-pair (l.p)···SB, π‒π+ and 

CH···O H-bonding] is moderately strong ΔE2 = –13.5 kcal/mol. We have used 

several theoretical models to evaluate the contribution of each interaction 

separately. In this context, we prepared two models where the benzoic acid 

moiety is simplified: (i) to avoid C‒H···O interaction in Figure 3.13c and (ii) to 

avoid π‒π+ interaction in Figure 3.13d. The first model where the lone-pair 

(l.p)···SB and π‒π+ are evaluated exhibits a formation energy of ΔE3 = –9.8 

kcal/mol. So, the binding energy of the CH···O interaction can be evaluated as a 

difference, i.e. ΔE2 – ΔE3 = –3.7 kcal/mol. The formation energy of the second 

model where lone-pair (l.p)···SB and CH···O interactions are estimated is ΔE4 =          

-4.9 kcal/mol (see Figure 3.13d). So, the formation energy of the π‒π+ interaction 

can be also deduced by difference, which is ΔE2 – ΔE4 = –8.6 kcal/mol. The energy 

of the lone-pair (l.p)···SB interaction is (-4.9 + 3.7 = –1.2) kcal/mol. Moreover, we 

have used the neutral aminopyridine moiety (see the blue arrows in Figure 3.13e) 

to estimate the energy of the π-stacking interaction in the absence of the strong 

electrostatic repulsion between the cationic arenes. Finally, the model dimer 

shown in Figure 3.13f is crucial to understand the π+···SB/SB···SB/SB···π+ network 

discussed above in Figure 3.10a. The formation energy of the model shown in 

Figure 3.13f, where two SB···π+ and one π+‒π+ interactions are acting mutually is 

very large ΔE6 = –26.67 kcal/mol, thus confirming that it is a strong binding motif. 

In order to estimate the contribution of both SB···π+ interactions, we have 

subtracted the energy of the π‒π interaction evaluated in Figure 3.13e to the 

formation energy of the assembly, which is (ΔE6 – ΔE5) = –21.36 kcal/mol, thus 

evidencing that each SB···π+ interaction is moderately strong (-10.68 kcal/mol). 
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Figure 3.13. Various theoretical models used to analyse the noncovalent 

interactions observed in the supramolecular assembly observed in the solid state 

structure of compound (1). 

For compound (2), the models used to compute the formation energies are 

shown in Figure 3.14. We have used formate ions (see the red arrow) as a model 

of 4,4′-oxybis(benzoic acid) in building the SB unit. This model allows us to study 

the stacking interaction between the neutral moieties (formate and protonated 

aminopyridine ion-pairs). The formation energy of the SB is higher (ΔE7= –114.3 

kcal/mol) compared to compound (1). We have used the neutral models to 

evaluate the formation energy of the CH···SB interaction (ΔE8= –7.0 kcal/mol) 

(Figure 3.14b). Following Figure 3.6, we have calculated the formation energy of 

the SB···π interaction using the model where the acid moiety is simplified (see the 

pink arrow in Figure 3.14c). The formation energy of the SB···π interaction in (2) 

is ΔE9= –10.0 kcal/mol which is comparable to the energy value of SB···π+ 

interaction of compound (1) (–10.68 kcal/mol). 
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Figure 3.14. The different interactions observed in the self-assembly of compound 

(2) are shown by the models which are used for theoretical computation. 

 

Figure 3.15. Theoretical models of compound (3) and their interactions energies. 
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In compound (3), two SB units are generated by the two-protonated 

carboxylate groups of 4,4′-oxybis(benzoic acid). Therefore, two distinctly different 

networks are generated involving the SB units. We have simplified the model (see 

red arrow in Figure 3.15a) to calculate the formation energy of the SB, which is 

ΔE10 = -108.8 kcal/mol. It is slightly weaker than those of compounds (1) and (2). 

In another model (Figure 3.15b), we have used 2-aminopyridine instead of                

2-amino-4-methylpyridine to avoid the CH contacts with partner molecule (see 

the blue arrows). The binding energy of the dual SB···π+ interaction is strong (ΔE11 

= –24.4 kcal/mol). Finally, we have computed the binding energy of SB···SB 

interaction, which is also strong (ΔE12 = –21.8 kcal/mol). Therefore, the antiparallel 

SB···SB interaction is much more favorable in comparison to SB···π+ interaction        

(-12.2 kcal/mol) due to the dual ion-pair interaction. These large interaction 

energies confirm the importance of both interactions in building 

π+···SB/SB···SB/SB···π+ network shown in Figure 3.10a. 

 

Figure 3.16. Theoretical models of compound (3) to explore the formation energies 

of CH···SB/SB···HC network. 
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To calculate the formation energy of the SB unit, we have used formate ion 

to simplify the model (see the pink arrow of Figure 3.16a). The formation energy 

of the SB is ΔE13 = -114.87 kcal/mol and comparable to the formation energy of 

compound (2). Finally, to confirm the importance of the CH···SB/SB···HC network 

as shown in Figure 3.10b, we have calculated the formation energies of the CH···SB 

and SB···HC interactions (-5.75 kcal/mol and -7.23 kcal/mol) (see Figures 3.16b and 

3.16c). 

  We have performed the Bader’s theory of atoms in molecules (AIM) 

[45] analysis of the self-assembled network structures of compounds (1‒3) 

by using the models described above. The AIM is used to visualize and 

characterize the noncovalent interactions involved within the structures by 

paying attention to the distribution of the critical points and bond paths. 

The existence of a bond critical point (CP) and bond path connecting two 

atoms is a clear evidence of interaction, since it indicates that electron 

density is accumulated between the nuclei that are linked by the associated 

atomic interaction line [44].  AIM analysis has been recently used to 

rationalize similar noncovalent interactions [48-51]. In Figure 3.17, we 

represent the distribution of CPs and bond paths of the extended networks 

of compounds (1‒3). The CH···SB/SB···HC network of compound (3) is 

shown in Figure 3.18. In all cases, the SB is characterized by the presence of 

the two bond CPs (represented as red spheres in Figure 3.17) and bond paths 

connecting the H atoms of the aminopyridine and the carboxylate oxygen 

atoms (Figures 3.17 and 3.18). A ring CP (yellow sphere) further 

characterizes the SBs due to the formation of a supramolecular ring. The ρ(r) 

values at the bond CPs are indicated the Figure 3.17. For the SBs of all 

compounds, the ρ(r) values at the bond CPs that characterize the pyridine 

N+H···O bond are larger than those of the amine NH···O bonds that is in 

agreement with their shorter distances. Therefore, it can be concluded that 



 Bipolar behaviour of salt-bridges:a combined theoretical and X-ray study…  Chapter III  

111 

 

the protonated pyridine N+H···O hydrogen bond is stronger than the 

exocyclic NH···O bond. 

 

Figure 3.17. Distribution of the critical points of the self-assembled extended 

networks of compounds (1‒3) (a-c). Red, yellow and green spheres 

represent bond, ring and cage critical points, respectively. 
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  For compound (1), the interactions shown in Figure 3.13b are clearly 

evident by the distribution of bond CPs of and bond paths (Figure 3.17a). 

The lone-pair(l.p)···SB interaction is characterized by a bond CP (red sphere) 

and bond path connecting the O and pyridine N atom of the SB unit (ρBCP = 

0.0054 a.u.). The CH···O H bond is also characterized by the corresponding 

BCP (ρBCP = 0.0094 a.u.) and bond path. The π‒π+ interaction (ρBCPs = 0.0064 

and 0.0052 a.u.) is characterized by the presence of two BCPs and bond 

paths interconnecting two carbon atoms of the aryl and pyridine rings 

(Figure 3.17a). The Sb···π+ interaction (see Figure 3.13f) is characterized by 

two BCPs where one bond path connects one carbon atom of the pyridine 

ring and nitrogen atom of the pyridine ring (ρBCP = 0.0063 a.u.) and another 

bond path connects the pyridine ring carbon atom and carboxylate oxygen 

atom (ρBCP = 0.0063 a.u.). In compound (2), the ρ(r) values of the SB and bond 

paths are shown in Figure 3.17b. The BCP and bond path connecting amine 

nitrogen and carbon atom of the aryl ring characterizes the extended SB···π 

interaction where the ρBCP is 0.0058 a.u. The CH···SB interaction in (2) is 

characterized by two BCPs and bond paths connecting one hydrogen atom 

of the methyl group with one carboxylate oxygen and pyridine ring 

nitrogen atom (ρBCPs = 0.0039 and 0.0033 a.u. respectively) (See Figure 3.17b). 

An additional bond path connects another hydrogen atom of the methyl 

group and amine nitrogen atom that further characterizes the CH···SB 

interaction (ρBCP = 0.0013 a.u.). In compound (3), two SBs are evidenced and 

the associated networks are depicted in Figures 3.17c and 3.18. The Sb···π+ 

interaction is characterized by two BCPs and where one bond path connects 

the carbon atoms of the pyridine ring and carboxylate moiety (ρBCP = 0.0046 

a.u.) whereas another bond path connects the pyridine ring nitrogen and 

amine nitrogen atom (ρBCP = 0.0052 a.u.). Four BCPs and bond paths 

characterize the SB···SB interaction (Figure 3.17c). The CH···SB/SB···HC 

network is characterized by two BCPs and two bond paths connecting 
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methyl hydrogen atoms with carboxylate oxygen atom where the ρ(r) 

values are 0.0073 and 0.0062 (see Figure 3.18). 

 

Figure 3.18. Distribution of the critical points of the self-assembled 

CH···SB/SB···HC network of compound (3). Red and yellow spheres represent 

bond and ring critical points, respectively. 

3.4. Conclusions 

Three new aminopyridinium/4,4'-oxydibenzoate salts have been 

synthesized and their structures determined by single-crystal X-ray diffraction. A 

common feature of these compounds in the formation of salt bridges 

aminopyridinium cations and the 4,4'-oxydibenzoate succinate anions. They 

participate in a great variety of interactions due to the dual nature of the salt-

bridge. These interactions determine the crystal packing architecture of all salts 

and have been evaluated using theoretical calculations and AIM analysis that 

confirm the existence of the interactions. We have evaluated the contribution of 

several interactions to the total formation energy of the assemblies, showing that 

the SB···π and antiparallel SB···SB interactions are very strong. Since salt-bridge 

formation between the side chain of aspartate or glutamate and arginine is very 

common in protein and enzymes, π-facial interactions with the side chain or 

aromatic amino-acids or substrates can be very common, thus suggesting that 

more research in this direction is needed.  
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4.1. Introduction  

 Terpyridine compounds are treated as most significant ligand in the fields 

ranging from chemical synthesis [1-3] to supramolecular design [4-10]. Morgan 

and Burstall published first synthesis of terpyridine around 80 years back [11]. 

Since that time, the chemistry of terpyridine corresponds to the maturity of 

supramolecular chemistry [12-15]. Terpyridine compounds containing N-donor 

heterocyclic rings is a tridentate NNN-type Pincer ligand that have attracted 

widespread significant attention as building blocks in coordination chemistry and 

for preparation of functional materials [16,17]. Terpyridine ligands have been 

extensively investigated, modified and utilized in the area of supramolecular 

chemistry [18-20] due to ease of synthesizing [19,21] and various properties. 

Substitution of terpyridine moiety with various groups induces altered physical 

properties [22] and exhibit good nonlinear optical property [23-25]. Among 

terpyridine compounds, the 2,2′:6′,2″-terpyridine is one enthralling ligand that has 

caught substantial attentions over the past decades for various applications [20, 

26-29]. These compounds are used as photosensitizers in Dye-Sensitized Solar 

Cells (DSSCs) [30] in materials science, as an antitumor [31] and chemotherapy 

agent [32,33] in medicinal chemistry. Moreover, the 2,2′:6′,2″-terpyridines with the 

substituent at 4′ position have also been investigated extensively [6-10,34-37]. The 

4′-position offers a broad range of substituents that permits us to modify inductive 

influence largely [38,39]. Moreover, substitution of aromatic ring at the 4′-position 

of terpyridine leads the molecules to form a conjugated system with moderate 

planar structure through π–π stacking interactions. Therefore, Structural design 

of molecular architectures is extremely important that offers an opportunity to 

control properties of the desired products at the molecular level. 

Supramolecular architectures involving organic ligands have become an 

important research topic in the field of crystal engineering due to its wide 

applications [40,41]. Crystal engineering is the purposeful design of new 
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crystalline solids with emphasis on finding plans to regulate their properties by 

exploring crystal structure prediction [42-44]. The noncovalent interactions have 

attracted widespread interest in exploring the influence of the interactions in 

determining the structures and properties of molecular assemblies in the field of 

supramolecular chemistry and materials science [45-49]. In crystal engineering, 

proper understanding and utilization of noncovalent interactions are extremely 

important to control the supramolecular association since they are composed of a 

combination of interactions [50,51]. Noncovalent interactions, including hydrogen 

bonding and other dispersive π-interactions like C-H∙∙∙π [52-54], π-π [6-8,55,56], 

anion∙∙∙π [9,10,57,58], lp∙∙∙π [59-61] etc. are ubiquitous interactions that played a 

pivotal role in crystal engineering. The dispersive π-π stacking interactions play 

a crucial role in crystal engineering and molecular recognition [57,62,63]. 

Moreover, the molecular entities of π-systems having π+/π– moieties is an 

intriguing subject in the study of π-π interactions [6-10,64]. Since the cooperativity 

of intermolecular interactions significantly pretentious to the final solid-state 

structures, it is desirable to explore the quantitative contribution of the 

cooperative effect of noncovalent interactions in the design of supramolecular 

frameworks [65,66].  

Keeping in mind the above facts, in continuation of our effort to further 

advanced the supramolecular behavior of 2,2′:6′,2″-terpyridines [6-10], herein 

three terpyridine compounds have been structurally characterized. Apart from 

reporting the crystal structures, the weak noncovalent interactions that govern the 

stability of the structures have been analyzed. The intermolecular interactions 

have been inspected critically and quantified by Hirshfeld surface analysis. The 

characteristics of the noncovalent interactions are studied theoretically using 

Bader’s theory of “atoms-in-molecules” (AIM). Moreover, theoretical noncovalent 

interaction (NCI) plot index analyses have been performed in detail to confirm 

and characterize the noncovalent interactions in a novel visual manner. 
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4.2. Experimental sections 

4.2.1. Materials 

All reactions were carried out in ethanol medium and in aerobic condition. 

All chemicals used were of reagent grade quality, purchased from Sigma Aldrich 

Chemical Co. 

4.2.2. Syntheses  

4.2.2a. 4′-(4-ethoxyphenyl)- 2,2′:6′,2″-terpyridine (1).  

The terpyridine ligand was prepared following the literature method [67]. 

In order to synthesize the title compound, 2-acetylpyridine (1 mmol, 0.12 gm) was 

first taken in a round-bottom flask in 200 ml ethanol and then 4-

ethoxybenzaldehyde (2 mmol, 0.30 gm) was added. To this reaction mixture 

excess of KOH bead (8 mmol, 0.448 gm) was then added and stirred at room 

temperature for 15 minute. Finally, 25 ml of ammonia was added and stirred at 

room temperature for another four hours. Pale yellow powdered product 

obtained was filtered, washed with distilled water and dried in air. Single crystal 

suitable for X-ray analysis was obtained by dissolving the synthesized compound 

(0.176 gm, 0.5 mmol) in ethanol (150 ml) and slow evaporation of the solvent at 

room temperature for about 25 days. The chemical structure of the compound has 

shown in Scheme 1. 

4.2.2b. 4′-(4-methoxyphenyl)- 2,2′:6′,2″-terpyridine (2).  

Title compound (2) was synthesized previously by two different ways [67-

69,6]. Here, we prepared the compound using the reported Hanan’s method 

[67,6]. Single crystal suitable for X-ray analysis was obtained by dissolving the 

synthesized compound (0.170 gm, 0.5 mmol) in ethanol (150 ml) and slow 

evaporation of the solvent at room temperature for 25 days. The chemical 

structure of compound (2) has shown in Scheme 4.1. 
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4.2.2c. 4′-(pyridyl)- 2,2′:6′,2″-terpyridine (3).  

Compound (3) was also prepared by the reported one step Hanan’s method 

[67,70,7]. Single crystal suitable for X-ray analysis was obtained by dissolving the 

synthesized compound (0.155 gm, 0.5 mmol) in ethanol (150 ml) and slow 

evaporation of the solvent at room temperature for about 25 days. Scheme 1 shows 

the chemical structure of the title compound. 

 

Scheme 4.1 Schematic representation of the chemical structure of the title 

compounds.  

4.2.3. X-ray crystal structure determination 

Single crystal X-ray diffraction data was collected by using Bruker APEX-

II CCD diffractometer with graphite monochromated MoKα radiation (λ = 0.71073 

Å) at 150(2)K, 293(2)K and 150(2)K of compounds (1–3) respectively. The program 

Bruker SAINT [71] was used for data reduction process. Then, an empirical 

absorption correction was used based on multi-scan method [72]. The structure of 

the title compounds were solved by direct method and refined by the full-matrix 

least-square technique on F2 using the programs (SHELXS-14) [73] and (SHELXL-

18) [74], respectively. The hydrogen atoms were placed at their geometrically 

idealized positions and refined isotropically. The structure solution of the title 

compounds were carried out by using WinGX program V2014.1 [75] and 

geometrically analyzed by PLATON [76]. The details of crystal data and structure 

refinement parameters are included in Table 4.1. CCDC 2003133–2003135 contain 

the supplementary crystallographic data of (1–3). 
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Table 4.1. Crystal data and structure refinement parameters of (1–3). 

Structure (1) (2) (3) 

Empirical formula  C23H19N3O1 C22H17N3O1 C20 H14 N4 

Formula Weight 353.41 339.38 310.35 

Temperature (K) 150(2) 293(2) 150(2) 

Wavelength (Å) 0.71073 0.71073 0.71073 

Crystal system Monoclinic Monoclinic Orthorhombic 

space group P21/c P21/c Pbcn 

a (Å) 

b (Å)  

c (Å) 

9.3390(18) 

37.293(7) 

11.227(2) 

19.0733(13) 

5.2262(3) 

17.3887(11) 

11.0196(6) 

11.3966(6) 

12.0792(7) 

α (°) 

β (°) 

γ (°) 

90 

113.566(4) 

90 

90 

91.695(2) 

90 

90 

90 

90 

Volume (Å3) 3583.9(12) 1732.56(19) 1516.98(14) 

Z / Density (calc.) (Mg/m3) 8/1.310 4/ 1.301 4/1.359 

Absorption coefficient (mm-

1) 

0.082 0.082 0.084 

F(000) 1488 712 648 

Crystal size (mm3) 0.15 × 0.11 × 0.07 0.12 × 0.08 × 0.05 0.18 × 0.13 × 0.09 

θ range for data collection 

(º) 

1.092–24.999 2.136–24.996 2.571–24.990 

Limiting indices -11 ≤ h ≤ 10 

-44 ≤ k ≤ 44 

-13 ≤ l ≤ 13 

-22 ≤ h ≤ 22 

-6 ≤ k ≤ 6 

-19 ≤ l ≤ 18 

-13 ≤ h ≤ 13 

-13 ≤ k ≤ 13 

-14 ≤ l ≤ 14 

Reflections collected / 

unique 

33796 / 6318 

[R(int) = 0.0603] 

15103 / 2885 

[R(int) = 0.0437] 

16321 / 1341 

[R(int) = 0.0246] 

Completeness to θ (%) 100.0 94.4 100.0 

Absorption correction Semi-empirical 

from equivalents 

Semi-empirical 

from equivalents 

Semi-empirical 

from equivalents 

Max. and min. transmission 0.99 and 0.98 0.996  and 0.990 0.99 and 0.98 

Refinement method full-matrix least-

squares on F2 

full-matrix least-

squares on F2 

full-matrix least-

squares on F2 

Data/ restraints/ parameters 6318/0/490 2885/0/ 236 1341/0/112 

Goodness-of - fit on F2 1.054 1.048 1.074 

Final R indices [I > 2σ(I)] R1 = 0.0433 

wR2 = 0.1061 

R1 = 0.0494 

wR2 = 0.1375 

R1 = 0.0308 

wR2 = 0.0822 

R indices (all data) R1 = 0.0646 

wR2 = 0.1170 

R1 = 0.0735 

wR2 = 0.1588 

R1 = 0.0335 

wR2 = 0.0851 

Largest diff. peak and hole 

(e.Å-3) 

0.214 and -0.194 0.175 and -0.207 0.186 and -0.171 

R1 = ∑||Fo|–|Fc||/∑|Fo|, wR2 = [∑{(Fo2–Fc2)2}/∑{w(Fo2)2}]1/2, w = 1/{σ2(Fo2) + (aP)2 + bP}, 

where, a = 0.0556 and b = 0.2925 for (1); a = 0.0877 and b = 0.1428 for (2); a = 0.0425 and b 

= 0.4574 for (3). 
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4.2.4. Hirshfeld surface analysis 

The Hirshfeld surface [77–80] of compounds (1–3) have been carried out 

based on electron distribution of the molecules and are calculated as the sum of 

spherical atom electron densities [81,82]. Hirshfeld surface is unique for the 

investigating molecule and a set of spherical atomic electron densities [83]. The 

normalized contact distance (dnorm) is generated based on de, di and the vdW radii 

of the atom where de and di are defined as the distance from the point to the nearest 

nucleus external and internal to the surface respectively. The 2D fingerprint plot 

[83-86] is generated by using the de and di parameters that provides summary of 

intermolecular contacts in the crystal structures. The Hirshfeld surface analyses 

have been carried out using the program Crystal Explorer17 [87].  

4.2.5. Theoretical methods 

 The wave function analyses have been performed by using Gaussian09 

calculation package [88] at the B3LYP level with a large basis set 6-311++G(d,p). 

We have used the crystallographic coordinates for the theoretical calculations by 

using the models that are generated from the supramolecular networks. We have 

used Bader’s “Atoms in molecules” theory [89] to analyze the weak noncovalent 

interactions by AIMall calculation package [90]. The charge density (ρ(r)) is 

characterized by their critical points (CPs) and it’s Laplacian that is expressed in 

terms of L(r) = –∇2(ρ(r)) and are calculated using the Atom In Molecule (AIM) 

theory [91]. According to the topological properties, electron density is 

concentrated over ∇2(ρ(r))< 0 and is depleted for ∇2(ρ(r)) > 0. The theoretical NCI 

plot [92] is a visualization index that has been used for the characterization of 

noncovalent interactions. The noncovalent interactions are represented by 

isosurfaces instead of critical points. These isosurfaces represent both favorable 

and unfavorable interactions and are differentiated by the isosurface colour 

scheme with red-yellow-green-blue scale. The red and blue surfaces represent  

ρ+cut (repulsive) and ρ−cut (attractive) interactions [93] respectively. However, 
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weak repulsive and weak attractive interactions are represented by the yellow and 

green colour respectively.    

4.3. Results and discussion 

4.3.1. Molecular structure  

The molecular view of the title compounds (1–3) are included in Figure 4.1. 

In (1), the asymmetric unit consists of two molecular moieties whereas there are 

one moiety in compounds (2) and (3). The terpyridine unit has an 4-ethoxyphenyl, 

4-methoxyphenyl and pyridyl substituent in (1–3) respectively at the 4′-position 

of the central pyridyl ring. The structure of compound (2) was determined at low 

temperature (100 K) by Anthonysamy et al. [68] with an R value of 0.056 and later 

the structure was re-determined by Emmerling et al. [69] with an R value of 0.058 

at room temperature (293 K). The structure of compounds (2) and (3) were 

reported earlier [68–70] and we are reporting the re-determination of the 

structures with highest precision with an R-value of 0.0494 and 0.0308 

respectively. In (1–3), the terminal pyridine rings of the terpyridine unit adopt 

trans-trans conformation with respect to the interannular C–C bonds. Various 

terpyridine ligands have trans-trans geometry [94-96] in the X-ray structure that 

are energetically more favorable in comparison to other conformations [97]. The 

interannular bond distances varies from 1.489(3)Å to 1.493(2)Å (Table 4.2) which 

are in the normal range and comparable with the averaged values of 1.49(1)Å 

[94,98]. The molecular conformation of the title compounds are determined by the 

dihedral angles between the plane of central pyridine ring with terminal pyridine 

rings and the ring of the substituent group.  
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Figure 4.1. ORTEP view and atom-numbering scheme of the title compounds        

(1–3)(a–c). The thermal ellipsoids are drawn at 50% probability level. Symmetry 

transformations used to generate equivalent atoms in compound (3)                              

(* = -x+1, y, -z+1/2). 

Table 4.2. Selected bond distances and angles (Å, °) of compounds (1–3). 

Compound (1) 

(Moiety A) 

Compound (1) 

(Moiety B) 

Compound (2) Compound (3) 

C(11A)–

C(19A) 

1.492(2) C(11B)–

C(19B) 

1.490(2) C(1)–

C(11) 

1.489(3) C(5)–

C(6) 

1.492(2) 

C(12A)–

C(14A) 

1.493(2) C(12B)–

C(14B) 

1.492(2) C(5)–

C(6) 

1.490(3) C(5)*–

C(6)* 

1.492(2) 

C(6A)–

C(9A) 

1.482(2) C(6B)–

C(9B) 

1.483(2) C(3)–

C(16) 

1.493(3) C(8)–

C(9) 

1.491(2) 

N(3A)–

C(19A)–

C(11A) 

116.51(15) N(3B)–

C(19B)–

C(11B) 

116.87(15) N(3)–

C(11)–

C(1) 

117.59(16) N(1)–

C(5)–

C(6) 

116.36(10) 

C(11A)–

N(1A)–

C(12A) 

117.55(14) C(11B)–

N(1B)–

C(12B) 

117.66(14) C(1)–

N(1)–

C(5) 

117.58(15) C(6)–

N(2)–

C(6)* 

117.97(13) 

C(12A)–

C(14A)–

N(2A) 

116.61(14) C(12B)–

C(14B)–

N(2B) 

117.48(14) C(5)–

C(6)–

N(2) 

117.24(17) C(6)*–

C(5)*–

N(1)* 

116.36(10) 
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The terpyridine unit of both moieties in (1) and in (2–3) are almost planar 

with small dihedral angles between the planes of central pyridine ring and 

terminal pyridine rings. The aryl ring of the ethoxyphenyl and methoxyphenyl 

substituent in (1–2) and pyridyl ring substituent in (3) is slightly twisted. The 

dihedral angle between the central pyridine ring and the aryl ring in (1) is 29.34(6)° 

and 27.93(5)° in moieties A and B respectively, whereas the angles are 5.72(4)° and 

18.62(3)° in (2) and (3) respectively. These dihedral angles are in normal range and 

comparable with the related structures reported earlier [94,96,99,100]. In (1), the 

C(20A) and C(23A) atoms of moiety-A, C(18B) and C(15B) atoms of moiety-B have 

the largest deviations in opposite direction from the mean plane generated 

through the atoms of the terpyridine unit. The atoms C(3A) and C(1A) of moiety-

A, C(2B) and C(1B) from moiety-B have the largest deviations from the least 

square mean planes generated through the atoms of the ethoxyphenyl group. In 

(2), C(14) and C(12) atoms of the terpyridine unit and C(22) and O(1) atoms of the 

substituent group have the largest deviations in opposite directions. In (3), C(1) 

and C(4) atoms of the terpyridine unit and C(10) and C(11) atoms of the 

substituent pyridyl ring have the largest deviations in opposite directions from 

the least-square mean plane generated through the atoms of the terpyridine unit 

and substituent unit respectively.  

 4.3.2. Supramolecular assembly 

Compound (1) is stabilized through intermolecular C–H∙∙∙π and π–π 

stacking interactions (Tables 4.3, 4.4). Due to the self-complementarity nature, the 

centroid of the aryl ring of moiety A is juxtaposed from both sides by two B 

moieties through C–H∙∙∙π interactions. The carbon atoms C(4B) and C(7B) of the 

aryl ring of 4-ethoxyphenyl group from moiety B in the molecules at (-1+x, y, z) 

and (x, y, z) binds the centroid of the aryl ring of the same group of moiety A with 

separation distances of 3.540(2)Å and 3.417(2)Å respectively (Table 4.3). The aryl 

ring carbon atom C(4A) is again juxtaposed the centroid of the aryl ring of moiety 
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B in the molecule at (1-x, -y, -z) through C–H∙∙∙π interaction (Figure 4.2). The 

packing in compound (1) is such that the π–π stacking interactions between the 

terminal pyridine rings of one moiety with the central pyridine ring of another 

moiety of adjacent layers are optimized. The terminal pyridine ring of moiety A 

and the central ring of moiety B at (x, y, z) and (1+x, y, z) are juxtaposed through 

π–π stacking, with an interplanar spacing of 3.470Å, and a ring centroid 

separation of 3.666(2)Å (Table 4.4). In another layer, the central ring of moiety A 

and terminal ring of moiety B are in contact through π stacking with a ring 

centroid separation of 3.685(2)Å. The combination of C–H∙∙∙π and π–π stacking 

interactions results in a two-dimensional layered assembly in (1) (Figure 4.2).    

Table 4.3. Geometrical Parameters for C–H∙∙∙π Interaction 

X–H∙∙∙Cg H∙∙∙Cg X∙∙∙Cg H∙∙∙Perp X-H∙∙∙Cg Symmetry 

Compound (1) 

C(4A)–(H4A)∙∙∙Cg(8) 2.91 3.689(2) 2.88 143 1-x, -y, -z 

C(4B)–(H4B)∙∙∙Cg(4) 2.84 3.540(2) 2.83 133 -1+x, y, z 

C(7B)–(H7B)∙∙∙Cg(4) 2.71 3.417(2) 2.69 133 x, y, z 

Compound (3) 

C(10)–(H10)∙∙∙Cg(1) 2.68 3.4726(12) 2.670 144 1/2+x, -1/2+y, 

1/2-z 

Cg(4), Cg(8) and Cg(1) are the centroids of the [C(3A)–C(8A)], [C(3B)–C(8B)] and 

[N(1)/C(1)−C(5)] rings respectively. 

Compound (2) is stabilized through intermolecular π–π interactions (Table 

4.4). The hydrogen bonding interactions that were explored by Anthonysamy et 

al [68] in the previously reported structure of the compound are not found in the 

investigating structure. In the solid-state, the title structure is optimized through 

dual π-interactions that are exhibited in between the central pyridine ring and two 

terminal pyridine rings. The central ring and terminal ring at (x, y, z) and                   

(x, -1+y, z) are juxtaposed through a intercentroid separation distance of 3.999Å. 

The molecular assembly that is generated through the π–π interactions is depicted 

in Figure 4.3. 



 Quantifying weak interactions of 4′-functionalized 2,2′:6′,2″-terpyridines...  Chapter IV  

129 
 

 

Figure 4.2. Supramolecular network generated through dual C–H∙∙∙π and π–π 

stacking interactions in (1). The C–H∙∙∙π and π–π contacts are shown as green and 

pink dotted lines respectively. 

 

 
Figure 4.3. Perspective view of the molecular assembly of (2) that is generated 

through π–π stacking interactions. Pink dotted lines show the π–π contacts. 
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Table 4.4. Geometrical Parameters for π-Stacking Interactions. 

Rings i−ja Rcb R1vc R2vd αe βf γg symmetry 

Compound (1) 

Cg(1)−Cg(6) 3.6849(12) 3.450 3.447 8.87 20.71 20.58 x, y, z 

Cg(2)−Cg(5) 3.6665(12) 3.470 3.518 5.18 16.39 18.83 1+x, y, z 

Cg(2)−Cg(2) 3.6666(12) 3.518 3.470 5.18 18.83 16.39 -1+x, y, z 

Cg(6)−Cg(1) 3.6848(12) 3.447 3.450 8.87 20.58 20.71 x, y, z 

Compound (2) 

Cg(1)−Cg(2) 3.9994(12) 3.423 3.447 1.45 30.5 31.2 x, -1+y, z 

Cg(1)−Cg(3) 4.2043(12) 3.437 3.446 1.60 34.9 35.2 x, 1+y, z 

Cg(2)−Cg(1) 3.9993(12) 3.447 3.423 1.45 31.2 30.5 x, 1+y, z 

Compound (3) 

Cg(1)−Cg(2) 4.0416(6) 3.276 3.669 11.23    24.79 35.85 1-x, -y, 1-z 

Cg(1)−Cg(2) 4.0416(6) 3.276 3.669 11.23    24.79 35.85 x, -y, 1/2+z 

Cg(2)−Cg(1) 4.0416(6) 3.669 3.276 11.23    35.85 24.79 1-x, -y, 1-z 

Cg(2)−Cg(1) 4.0416(6) 3.669 3.276 11.23    35.85 24.79 x, -y, -1/2+z 

For compound (1): Cg(1), Cg(2), Cg(5), and Cg(6) are the centroids of the 

[N(1A)/C(9A)−C(13A)], [N(2A)/C(14A)−C(18A)], [N(1B)/C(9B)−C(13B)] and 

[N(2B)/C(14B)−C(18B)] rings, respectively. For compound (2): Cg(1), Cg(2) and 

Cg(3) are the centroids of the [N(1)/C(1)−C(5)], [N(2)/C(6)−C(10)] and 

[N(3)/C(11)−C(15)] rings respectively. For compound (3): Cg(1) and Cg(2) are the 

centroids of the [N(1)/C(1)−C(5)] and [N(2)/C(6)/C(7)/C(8)/C(7*)/C(6*)] rings 

respectively. 
bCentroid distance between ring i and ring j. cVertical distance from ring centroid 

i to ring j. dVertical distance from ring centroid j to ring i. eDihedral angle between 

the first ring mean plane and the second ring mean plane of the partner molecule. 
fAngle between centroids of first ring and second ring mean planes. gAngle 

between the centroid of the first ring and the normal to the second ring mean plane 

of the partner molecule.  

Despite the similarity between compounds (1) and (2) in terms of their 

general composition and detailed molecular geometries, compound (3) have some 

substantial alterations in the nature of the supramolecular aggregation. The 

molecules of (3) are linked into different molecular framework by a combination 

of C–H∙∙∙π and π–π stacking interactions. In the first sub-structure, both the 

carbon atom C(10) and C(10)* of the substituted pyridine ring (see Figure 4.1c) are 

in contact with the centroids of the terminal pyridine rings of the terpyridine 

moiety in the molecule at (1/2+x, -1/2+y, 1/2-z) with a separation distance of 2.68Å.   
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Figure 4.4. Supramolecular framework generated through C–H∙∙∙π and π–π 

stacking interactions in (3). The C–H∙∙∙π and π–π contacts are shown as green and 

pink dotted lines respectively.   

Due to the inversion symmetry, the substituted pyridine ring carbon atoms 

of the parent molecule binds two-partner molecules in both side of the ring 

through C–H∙∙∙π interaction. Accordingly, a two-dimensional supramolecular 

layered assembly is generated in the (110) plane. In the final structure, the central 

and terminal pyridine rings are optimized through π–π stacking interaction. In 

one side, the central ring and terminal ring at (x, y, z) and (1-x, -y, 1-z) are 

juxtaposed with an intercentroid separation of 3.99Å. In the other side of the 

central ring at (x, y, z), symmetrically generated terminal ring at (x, -y, 1/2+z) of 

another partner molecule is in contact through π–π stacking interaction. 
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Consequently, the central pyridine ring is sandwiched through the dual π–π 

stacking interaction (Figure 4.4). Finally, the substituted pyridine ring carbon 

atom is in contact with the terminal pyridine through C–H∙∙∙π interaction. 

Therefore, a unique C–H∙∙∙π/π–π/π–π network is self-generated to build the 

supramolecular assembly in (011) plane (Figure 4.4). 

4.3.3. Hirshfeld Surface  

The similarities of the title structures (1–3) in terms of their molecular 

geometries and the pattern of the noncovalent interactions encouraged us to 

quantify the contribution of the interactions. In this context, we have calculated 

Hirshfeld surface [77-80] of the title compounds that are illustrated in Figure 4.5. 

In compound (1), two molecular moieties (A and B) have been calculated 

separately. We have analyzed various surfaces for the title compounds that have 

been mapped over dnorm, de, shape-index, curvedness and fragment patches (see 

Figure 4.5). No large circular depressions are evident on the dnorm surfaces due to 

absence of strong hydrogen bonding contacts. The weak interactions like C–H∙∙∙π 

and π–π contacts that are involved within the structures are examined and 

evidenced by different surfaces. Moreover, the 2D fingerprint plot [83-86] 

represent all intermolecular interactions that are involved within the structures 

(Figure 4.6). To quantify each individual contacts, we have decomposed the full-

fingerprint plots in unique visual mode. The O···H/H···O contacts are evidenced 

by the spoon like tips in the region (di + de ≈ 2.653Å) of both moieties of compound 

(1), whereas in (2) the tips are located in the region (di + de ≈ 2.828Å) (Figure 4.6). 

The O···H/H···O contacts contributed 4.0% and 3.5% in moiety A and B 

respectively of (1) whereas the contribution is 5.2% to the total Hirshfeld surface 

area of (2). The N···H/H···N contacts varies from 6.1% in (2) to 18.4% in (3). The 

sharp tips in the (di, de) region of (1.462Å, 1.076Å) and (1.457Å, 1.066Å) designate 

the N···H/H···N interaction in compounds (2) and (3) respectively (Figure 4.6).  
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Figure 4.5. Hirshfeld surfaces mapped with dnorm, de, shape-index, curvedness and 

fragment patches for compounds (1–3). 

The C–H∙∙∙π contacts are evidenced by the bright-orange spots on the de 

surface which is also viewed as distinct ‘wings’ in the fingerprint plots [101]. As 

evidenced and discussed in the X-ray structural discussion section, the bright-

orange spots are evidenced on the substituted aryl ring of both moieties of 

compound (1) and symmetrically generated terminal pyridine rings in (3) that are 

the characteristics feature of C–H∙∙∙π interaction. The ‘wings’ are other 

characteristics of C–H∙∙∙π interaction which are evidenced in the bottom right     

[(di, de) = (2.088Å, 1.197Å)], top left [(di, de) = (1.192Å, 2.088Å)] and both sides           

[(di, de) = (1.943Å, 1.111Å)] of the fingerprint plots of moiety A, Moiety B 

(compound 1) and compound (3) respectively (Figure 4.6). The C···N/N···C 
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contacts varies from 3.5% in (3) to 4.7% in (2). The contribution of N∙∙∙N close 

contacts are 0.0 % in (3) whereas compound (2) contributed the maximum 

contribution (1.1%). To explore the π–π contacts, we have critically inspected the 

shape-index and curvedness surfaces. An adjacent red-blue triangle on the               

π-cloud of a ring and a flat region on both sides of a ring on the shape-index and 

curvedness surface respectively characterize the π–π stacking interactions [56]. 

The red-blue triangles and consequently the flat regions are evidenced on the 

central and terminal pyridine rings of (1–3) (Figure 4.5). In the decomposed 

fingerprint plot, the π–π stacking interactions are evidenced by the region of 

blue/green colour on the diagonal at around di = de = 1.071Å, di = de = 1.677Å,                

di = de = 1.753Å and di = de = 1.713Å of compounds (1–3) respectively. The 

contribution of C∙∙∙C contacts varies from 3.2% in (2) to 6.7% in (3). The visual 

representation of the fragment patches represents the identification of their 

closeness to adjacent molecules. (Figure 4.5). A substantial variance is observed 

for H∙∙∙H contacts (40.1% in (3) to 51.7% in moiety B of (1)) that is reflected in the 

scattered points of the fingerprint plots at di = de = 1.692Å in moiety A of (1),                 

di = de = 1.091Å in moiety B of (1), di = de = 1.071Å in (2) and di = de = 1.176Å in (3) 

(Figure 4.6). The variety of contacts that are involved within the structures of        

(1–3) are quantified and compared in a novel visual manner.          
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Figure 4.6. Fingerprint plots (Full) and decomposed plots for each individual 

interactions in (1–3). 

 
4.3.4. Theoretical analysis 

We have carried out the Bader’s theory of “atoms in molecules”(AIM) of 

compounds (1–3). In this calculation, the molecular graph consists of various 

colored spheres that are shown in Figure 4.7. For compound (1), we have used 
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moiety A in this calculation. The white, gray, red and yellow spheres are 

corresponds to hydrogen nuclei, carbon nuclei, bond critical point (BCP) and ring 

critical point (RCP) respectively. Black paths are bond paths that originate at BCPs 

and terminate at nuclei. In Figure 4.7, the RCP to BCP paths are shown as green 

colored paths whereas RCP attractor paths are shown as yellow dotted paths. We 

have analyzed the interatomic surface eigen vector (IAS EV) paths for the title 

compounds (1–3). The pink colored paths (see Figure 4.8.) that are locally parallel 

or antiparallel with two negative-eigenvalued eigenvectors of the Hessian of Rho 

(HessRho) show the IAS EV paths. To get an idea of the shape of the interatomic 

surface, we have used all bond paths to generate the IAS EV paths where there 

are four IAS EV paths for each BCP (Figure 4.8). We have analyzed the contour 

maps of the electron density (ρ) and Laplacian of the electron density (∇2ρ) (Figure 

4.9). The Laplacian of electron density provides the measure of the local charge 

concentration or depletion for compounds (1–3) (see Figures. 4.9d-f). The 

Laplacian of the electron density is extremely important due to two facts: (i) it 

recovers the shell structure of atoms; (ii) it allows to trace the effects of the 

chemical bonding in the total charge density. In these contour maps blue and red 

colour denotes the positive values of the mean local charge depletion and negative 

values of the mean local charge concentration.  

 
 

Figure 4.7. RCP to BCP and RCP attractor paths for compounds (a-c)(1–3).  
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Figure 4.8. IAS EV paths for compounds (1–3). 

 

 

Figure 4.9. Contour maps of the electron density (a–c) and Laplacian of the 

electron density (d–f) for compounds (1–3) respectively.  

Again, we have carried out the AIM calculations by using various models 

that are depicted in Figure 4.10. These models are generated from the X-ray 
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structure of the title compounds. In this theoretical calculation, the interactions 

are confirmed through the bond path and a bond critical point that interconnects 

two atoms [102]. The distribution of critical points displays that the C–H∙∙∙π 

interaction (models 1, 2, 4) that is characterized by the presence of a bond CP and 

bond path connecting the aryl/pyridine H-atom to one of the carbon atoms of the 

aryl/pyridine ring (Figure 4.10a,b,d). In Table 4.5, we summarize the charge 

electron density, Laplacian, ellipticity, virial field density, Lagrangian kinetic 

energy density and Hamiltonian kinetic energy density [ρ, ∇2ρ, ε, V, G and K, 

respectively] at the BCPs of (1–3). The π–π stacking interaction (models 1, 3, 5) is 

characterized by the presence of CP and bond path interconnecting central to 

terminal and/or terminal to central pyridine rings (Figure 4.10a,c,e). Following 

Figure 4.2, two models (Figure 4.10a,b) are used for compound (1) to characterize 

the interactions. In Figure 4.10a, one aryl ring of the substituted ethoxyphenyl 

group is sandwitched through C–H∙∙∙π interaction where the bond paths are 

connected between two carbon atoms of the aryl ring and the aromatic H-atom of 

two rings. Similarly, in Figure 4.10b, the bond path interconnecting the aryl ring 

carbon and ring hydrogen atom characterized the C–H∙∙∙π interaction; the charge 

density ρ(r) at the bond CPs is included in the Figure 4.10a,b. In compound (3), 

the bond CP (ρBCP = 0.0055 a.u.) and bond path connecting substituted pyridine 

ring H-atom and carbon atom of the terminal pyridine ring characterized the C–

H∙∙∙π interaction (see Figure 4.10d). The BCP and bond paths between pyridine 

nitrogen and carbon atoms of the pyridine rings characterizes the π–π stacking 

interactions in compounds (1–3) (Figure 4.10a,c,e). The inspection of the results 

indicates that the values of ρ(r) at the bond CP (ρBCP = 0.0068/0.0054 a.u.) in (1) are 

larger in comparison to the other two compounds, in good agreement with the 

intercentroid separation distances observed from X-ray structures.    
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Table 4.5. Detailed AIM parameters (ρ, ∇2ρ, ε, V, G and K, a.u.) at the BCPs (See 

Figure 4.10). 

Bond CP ρ ∇2ρ ε V G K 

a (CH∙∙∙π) 0.0060 0.0234 2.2826 -0.0036 0.0047 -0.0011 

b (π∙∙∙π) 0.0033 0.0155 0.9624 -0.0022 0.0030 -0.0009 

c (π∙∙∙π) 0.0068 0.0244 0.7393 -0.0046 0.0053 -0.0008 

d (CH∙∙∙π) 0.0044 0.0175 2.3895 -0.0024 0.0034 -0.0010 

e (π∙∙∙π) 0.0043 0.0148 6.9146 -0.0027 0.0032 -0.0005 

f (π∙∙∙π) 0.0054 0.0174 4.1648 -0.0033 0.0038 -0.0005 

g (CH∙∙∙π) 0.0048 0.0174 1.0454 -0.0028 0.0036 -0.0008 

h (π∙∙∙π) 0.0039 0.0169 1.5800 -0.0024 0.0033 -0.0009 

i (π∙∙∙π) 0.0046 0.0164 1.7373 -0.0027 0.0034 -0.0007 

j (CH∙∙∙π) 0.0055 0.0218 2.3462 -0.0032 0.0043 -0.0011 

k (π∙∙∙π) 0.0047 0.0193 1.0733 -0.0032 0.0040 -0.0008 

  

 

Figure 4.10. AIM analyses of compounds 1(a,b), 2(c), 3(d,e). Red and yellow 

spheres represent bond and ring critical points, respectively. The ρ(r) values at the 

bond critical points are included in atomic units (a.u.).  
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 The noncovalent interactions are further characterized by using 

‘noncovalent interaction’ (NCI) plot computational tool that permits to assess the 

self-assembled structure. The cooperativity of C–H∙∙∙π and π‒π interactions in (1–

3) have been characterized by using the same model that were used in AIM 

calculations (Figure 4.10.acde). The absence of the strong blue isosurface clearly 

indicates that the title structures do not exhibit strong hydrogen bonds. The large 

green dual isosurfaces (See Figure 4.11.a) in between the phenyl rings of the 

substituted ethoxyphenyl groups of the model undoubtedly designate the 

cooperative C–H∙∙∙π/π∙∙∙H–C interactions in (1). Similarly, a large green isosurface 

above the π-cloud of a terminyl pyridine ring (Figure 4.11.c) designate C–H∙∙∙π 

interaction in (3). The presence of the larger isosurfaces in between terminal to 

central pyridine ring (Figure 4.11.a,b) and terminal to terminal pyridine ring 

(Figure 4.11.d) designates the π‒π stacking interactions in compounds (1–2) and 

(3) respectively.  

 

Figure 4.11. NCI plot of the self-assembled structure of compounds (1)(a), (2)(b) 

and (3)(c,d). 
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4.4. Conclusions 

In summary, three 4′-functionalized 2,2′:6′,2″-terpyridine compounds (1–3) 

have been synthesized and structurally characterized. Compounds (1) and (3) 

exhibits both C–H∙∙∙π and π–π stacking interactions however, compound (2) 

exhibits π–π stacking only. Compounds (1) and (3) shows cooperative C–

H∙∙∙π/π∙∙∙H–C and C–H∙∙∙π/π–π extended networks respectively. Nevertheless, 

compound (2) shows π–π/π–π cooperative network in the solid-state. The entire 

supramolecular self-assembly and consequent cooperativity of weak noncovalent 

interactions have been analyzed in detail and further quantified by theoretical 

Hirshfeld surface analysis. All the interactions are quantified through the 

infographic fingerprint plots. Additionally, the noncovalent interactions have 

been characterized by Bader’s theory of ‘atoms-in-molecules’(AIM). Furthermore, 

the interplay of the interactions that played significant role in building the final 

structures have been analyzed by theoretical ‘Noncovalent Interaction’ (NCI) plot 

index. The theoretical investigations based on the AIM and NCI analyses verifies 

the experimental findings by characterizing the intricate combination of 

intermolecular interactions of the title compounds. Therefore, the results 

described herein are expected to be beneficial for understanding the cooperativity 

effect and quantification of noncovalent interactions.  
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SUMMARY AND FUTURE PLAN 

SUMMARY 

The current thesis work aims to synthesis and analyze various functional 

organic and hybrid inorganic-organic materials by X-ray structural analyses. 

Since crystal engineering is a new field of study that deals with problems related 

to intermolecular interactions, it makes perfect sense to discuss the 

crystallographic analysis of the molecular structures described here in the context 

of crystal engineering. One would like to predict the supramolecular aggregations 

of a given set of molecules in crystals. However, predicting the crystal structure 

is a challenging task that is still a long way from being resolved. As a result, the 

problem of prediction frequently only applies to supramolecular synthons of 

various functional groups or recognition patterns. The primary objective of crystal 

engineering is to control the topology of crystal packing for functional solids 

through covalent and non-covalent interactions, as the successful incorporation 

of appropriate structural units into a crystal may result in the development of 

novel materials.  

 This thesis work examines the fact that supramolecular constructions can be 

made not only with strong hydrogen bonds but also with various weak 

interactions. By rationalizing the packing seen, supramolecular synthons of 

significance in crystal engineering can be identified. I have concentrated on the 

idea that weak interactions are essential for creating the structure of compounds 

under investigation. 

 In order to improve knowledge in this emerging subject, the research 

activities described in the thesis aim at systematically examining various 

noncovalent bonding interactions observed in new crystal structures. Hydrogen 

bonds are revealed to be the driving force behind the primary structural motifs 

that constitute the core of the net supramolecular arrangement in the compounds 

described here, while weaker forces are identified to control the final packing of the 

molecules in the solid state. The penultimate result of the competitiveness and 

cooperativity of weaker forces in the organization of substituted groups is the total 

self-assembly of the crystalline materials described in the title. The crystal 

structures reported here are excellent illustrations of self-assembled 

supramolecular structures where this competitiveness and cooperativity has been 

demonstrated. 
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 The associative interactions of weak forces to build extensive networks and 

their supramolecular consequences in the solid state are fascinating, even though 

crystal engineers are more interested in exploring the individual potentiality of 

weak noncovalent forces. In this context, our serendipititous discovery of lone-

pair(l.p)···(SB)/(SB)···π+,  C‒H···(SB)/(SB)···π, π+···(SB)/(SB)···(SB)/(SB)···π+ 

and C‒H···(SB)/(SB)···H‒C supramolecular associations in the solid state 

structures sheds light on the potentiality of such newly discovered supramolecular 

forces in organizing and stabilizing molecular components in crystals. The unique 

combinations of weak forces in building the extended networks are the first 

evidence of crystalline solids. 

 Hirshfeld surface have been used to visualize the fidelity of computed crystal 

structures. Hirshfeld surface analyses make it easier to understand how the title 

compounds interplay. In addition to providing information about close contacts, 

the Hirshfeld surface and its fingerprint plots also reveal areas of more distant 

contacts and weaker interactions. The fingerprint plots are excellent for 

examining the variations in crystal packing caused by various substitutions in the 

molecular skeleton because they exhibit all of the intermolecular interactions 

within the crystal and thus enable a much more thorough investigation in 

comparison of similar structures. Moreover, the binding energies of the 

noncovalent interactions have anticipated the usage of DFT calculations. Intricate 

combinations of these noncovalent interactions are characterized through 

computational studies by using Bader’s theory of “Atoms-in-Molecules” (AIM) 

and “noncovalent interaction” (NCI) plot index.   

FUTURE PLAN 

In my continuing effort to understand the role of weak forces in the self-assembly 

of crystalline solid materials, attempts will be made in near future to explore the 

robust feature of the cooperativity of very weak non covalent interactions in the 

context of crystal engineering. In continuation of my work on SB···π/SB···π+ 

interaction, attempts will be made in near future to explore more extended 

networks. These extended networks will be further characterized by high-

performance theoretical studies.   
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a b s t r a c t

A new octahedral Co(III) complex namely 5-ethyl-2-methylpyridinium trans-bis(iminodiacetato-
k3O,N,O0)cobaltate(III), (C8H12N1)[Co(C4H5NO4)2] (1) has been synthesized and structurally characterized
by single crystal X-ray diffraction analysis. In the solid state, the structure is stabilized through various
hydrogen bonds, CeH$$$p and pep stacking interactions that leads the molecules to generate diverse
supramolecular architectures. The solid-state supramolecular structure of (1) has been corroborated with
theoretical calculations. The intermolecular interactions are quantified via Hirshfeld surface analysis. The
intricate combination of CeH$$$p and pep stacking interactions are fully analyzed by computational
studies. The noncovalent interactions have been characterized by Bader’s theory of “atoms-in-molecules”
(AIM) and “noncovalent interaction” (NCI) plot index.

© 2020 Published by Elsevier B.V.

1. Introduction

In crystal engineering, self-assembly is the essential molecular
recognition process that deals with the control over the organiza-
tion of molecular moieties in solid-state [1,2]. Crystals are assem-
bled in spontaneous process that proceeds through a series of
molecular recognition events. A recognition event among the mo-
lecular moieties is the outcome of the mutual interaction through
several forces that are in operation. Therefore, the study and detail
understanding of noncovalent forces are essential for the devel-
opment of different applications in supramolecular chemistry [3,4].
Nevertheless, engineering supramolecular architecture is prob-
lematic due to the subtle nature of the noncovalent interactions [5].
Supramolecular chemistry relies on weak noncovalent interactions
and the interactions involving aromatic systems are extremely
significant due to their colossal influence in chemical and biological
processes [6,7]. Hydrogen bonds and pep stacking interactions are
two vital adhesive and cohesive forces in the crystal structures of

small molecules. Various weak dispersive p-interactions including
CeH∙∙∙p [8e10], p-stacking [11e14], anion∙∙∙p [15e18] and lone
pair∙∙∙p [19,20] interactions have been widely used in building
various supramolecular architectures. However, pþep and pþepþ

stacking interactions are much stronger than conventional pep
interaction [13,14,21e23]. These interactions are quite different in
terms of their magnitude and directionality. The proper under-
standing of these interactions and their cooperativity are extremely
important not only for rationalizing the solid-state networks but
also to predict new supramolecular architectures.

Iminodiacetic acid (H2IDA) is a promising candidate in coordi-
nation chemistry, since it is a tridentate ligand bearing imino and
carboxyl electron-donating groups that could bind mono or mul-
tiple metal ions to exhibit structural diversity in the solid-state
[24e26]. The carboxylic acid protons of iminodiacetic acid disso-
ciate to give iminоdiacetato dianion that reacts with metal ions to
form diverse metal iminodiacetate complexes. X-ray structures of
the ternary complexes with iminodiacetato as primary and N-do-
nors as secondary ligands have been a subject of continuous
investigation in the context of crystal engineering due to its variety
of supramolecular structures.

In continuation of our previous work [19,27e29], prompted by
the supramolecular behavior of the M-IDA complexes, it was
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contemplated to design synthesis of mixed-ligand 5-ethyl-2-
methylpyridinium trans-bis(iminodiacetato-k3O,N,O0)cobaltate(III)
complex and to explore its solid-state structure in detail. The
structural description have been corroborated with theoretical
calculations and the intermolecular interactions have been quan-
tified by Hirshfeld surface analysis. The noncovalent interactions
have been further characterized by using the Bader’s theory of
“atoms in molecule” (AIM) and “noncovalent interaction” (NCI)
plot.

2. Experimental sections

2.1. Materials

The reagents Cobalt(II) chloride hexahydrate, Iminodiacetic acid
and 5-ethyl-2-methylpyridine were readily available from com-
mercial sources (Sigma-Aldrich, India) and used as received
without further purification.

2.2. Synthesis

CoCl2$6H2O (0.238 g, 1 mmol) was reacted with iminodiacetic
acid (0.266 g, 2.0 mmol) in water (25 mL) nearly at 60 �C until a
clear solution resulted in open glassware. A warm (~40 �C) meth-
anolic solution (15 mL) of 5-ethyl-2-methylpyridine (0.363 g,
3 mmol) was added dropwise to the above solution. The mixture
was stirred for 1 h at 60 �C, then stirred for 2 h at normal laboratory
temperature (~30 �C), and then filtered. The dark-red filtrate was
kept undisturbed at ambient temperature and covered with
paraffin film and a few small holes were made using a needle to
allow the solvent evaporate slowly. After 6e7 weeks, dark-red
colored; block shaped single crystals of the title complex was
formed. Anal. Calcd. for C16H22CoN3O8 (MW¼ 443.257 and melting
point¼ 304 �C): C, 43.35; H, 4.99; N, 9.47%. Found: C, 43.31; H, 4.95;
N, 9.51%. Main IR absorption bands observed for 1 (KBr pellet, cm�1,
Fig. S1): 3181(S), 3041(s), 2969(s), 1644(s), 1610(s), 1468(s), 1437(s),
1381(s), 1358(s), 1313(s), 1297(s), 1248(s), 1156(s), 1126(s), 1069(s),
1029(s), 1000(s), 964(s), 917(s), 898(s), 880(s), 784(s), 761(s),
725(s), 645(s), 613(s), 595(s), 565(s), 534(s), 516(s), 455(s), 441(s).
1H NMR (DMSO‑d6, 300 MHz, Fig. S2) d in ppm: 8.69e8.74 (m, 2H),
8.61 (s, 2H), 8.26 (d, 1H), 7.75 (d, 1H), 3.13 (d, 8H), 2.72 (q, 2H), 2.62
(s, 3H), 1.20 (t, 3H).

2.3. X-ray crystal structure determination

Single crystal X-ray diffraction intensity data of the title complex
was collected at 150(2) K using a Bruker APEX-II CCD diffractometer
equipped with graphite monochromated MoKa radiation
(l ¼ 0.71073 Å). Data reduction was carried out using the program
Bruker SAINT [30] and an empirical absorption correction was
applied based on multi-scan method [31]. The structure of the title
complex was solved by direct method and refined by the full-
matrix least-square technique on F2 with anisotropic thermal pa-
rameters to describe the thermal motions of all non-hydrogen
atoms using the programs (SHELXS-14) [32] and (SHELXL-18)
[33], respectively. All hydrogen atoms were placed at their
geometrically idealized positions and refined isotropically. All cal-
culations were carried out using WinGX system V2014.1 [34] and
PLATON [35]. The summary of crystal data and relevant structure
refinement parameters [36] are given in Table 1. CCDC 1945765
contains the supplementary crystallographic data for this paper.

2.4. Hirshfeld surface analysis

The Hirshfeld surface [37e40] of the title complex has been

generated based on electron distribution of the molecule and are
calculated as the sum of spherical atom electron densities [41,42].
Hirshfeld surface is distinctive for the investigating structure and a
set of spherical atomic electron densities [43]. The normalized
contact distance (dnorm) is based on de, di and the vdW radii of the
atom. de and di are defined as the distance from the point to the
nearest nucleus external and internal to the surface respectively.
The 2D fingerprint plot provides summary of intermolecular con-
tacts in the crystal [43e45]. The Hirshfeld surface analysis has been
carried out using Crystal Explorer program [46].

2.5. Theoretical methods

We have performed the calculations for the wave function
analysis by using Gaussian09 calculation package [47] at the B3LYP
level with a large basis set 6e311þþG(d,p). The crystallographic
coordinates have been used for the theoretical analysis of the
noncovalent interactions present in the solid state. The Bader’s
“Atoms in molecules” theory [48] has been used for analyzing the
noncovalent interactions by means of the AIMall calculation pack-
age [49]. The topological properties of the charge density (r(r)) is
characterized by their critical points (CPs) and it’s Laplacian. The
Laplacian is expressed in terms of L(r) ¼ eV2(r(r)) that are calcu-
lated using the Atom In Molecule (AIM) theory [50]. The electron
density is concentrated where V2(r(r))< 0 and it is depleted where
V2(r(r)) > 0. The NCI plot [51] is a visualization index based on the
electron density and its derivatives. The NCI plot isosurfaces have
been used to characterize the noncovalent interactions. Since the
isosurfaces represent the noncovalent interactions instead of crit-
ical points, it permits proficient visualization and identification.
The isosurfaces correspond to both favorable and unfavorable in-
teractions, as differentiated by the sign of the second density
Hessian eigenvalue and defined by the isosurface color. The color
scheme is a red-yellow-green-blue scale with red for rþcut
(repulsive) and blue for r�cut (attractive) [52]. Yellow and green
surfaces correspond to weak repulsive and weak attractive in-
teractions, respectively.

3. Results and discussion

3.1. Structural description

The molecular structure of the title complex is shown in Fig. 1
that comprised of one cationic moiety namely 5-ethyl-2-
methylpyridinium and an anionic moiety namely trans-bis(imino-
diacetato-k3N,O,O’)cobaltate(III). In the anionic moiety, the Co atom
is coordinated by two different tridentate IDA ligands through their
six donor (two nitrogen and four oxygen) atoms with a distorted
octahedral geometry {CoN2O4}. The IDA ligands binds the metal
ion in fac-chelating arrangement where two nitrogen atoms oc-
cupies trans positions. The CoeO bonding distances vary between
1.8777(14) and 1.9015(14) Å, while the CoeN bond lengths are
1.9283(16) and 1.9432(16)Å (Table 2). As expected, these bonding
distances are in normal range and comparable to those in other
Co(III) iminodiacetates reported earlier [53e56]. The rest bond
distances are considered normal and correlate well with those re-
ported complexes.

The deviation around Co3þ ion from octahedral geometry is
noteworthy. The NeCoeO bond angles are the most distorted that
varying between 86.53(6)� and 94.78(6)�, while the OeCoeO an-
gles vary between 88.51(6)� and 92.09(6)�. The values of the trans
bond angles OeCoeO and NeCoeN are 177.83(6)�, 178.41(6)� and
178.62(7)� (Table 2). In either five membered chelating rings
Co1eO1eC1eC2eN1; Co1eO4eC4eC3eN1; Co1eO5eC5eC6eN2
and Co1eO8eC8eC7eN2, all atoms are almost coplanar with
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C2,N1; N1,C3; N2,C6 and C7,N2 have the largest deviations in
opposite directions (Table 3) from the least-squares mean planes of
the rings. The dihedral angles between the chelating rings

(Co1eO1eC1eC2eN1; Co1eO4eC4eC3eN1) and
(Co1eO5eC5eC6eN2; Co1eO8eC8eC7eN2) are 86.11(4) and
87.39(4), respectively.

In the solid state, complex (1) includes a combination of
NeH/O, CeH/O hydrogen bonding, CeH$$$p and pep stacking
interactions (Tables 4 and 5). In (1), the amino N1 atom of one IDA
molecule at (x, y, z) acts as donor to the carboxylate oxygen O(5)
atom of another IDA unit of the partner molecule at (2-x, -y, 2-z), so
generating a centrosymmetric R2

2(8) dimeric ring (M) centered at (1,
0, 1) (Fig. 2). Similarly, another amino N2 atom binds the carbox-
ylate oxygen atom of the other IDA moiety in the molecule at (2-x,
1-y, 2-z) that generates another centrosymmetric R2

2(8) dimeric
ring (N) centered at (1, ½, 1). The two types of R2

2(8) dimeric rings
are alternately linked into infinite MNMNMN … chain that propa-
gating along [010] direction (Fig. 2). In between two parallel MNMN
… chains, the cationic moieties are juxtaposed through CeH$$$p

Table 1
Crystal data and structure refinement parameters for the title complex.

Structure (1)

Crystal data
Empirical formula C16H22CoN3O8

Mr 443.29
Crystal system, space group Triclinic,
Temperature (K) 150(2)
a, b, c (Å) 8.574(5), 10.010(3), 11.351(5)
a, b, g (�) 105.040(2), 101.856(5), 91.557(3)
V (Å3) 917.4(7)
Z 2
Radiation type Mo Ka
m (mm�1) 0.987
Crystal size (mm) 0.16 � 0.11 � 0.08
Data collection
Diffractometer Bruker SMART APEX II CCD area-detector
Absorption correction Multi-scan, SADABS
Tmin, Tmax 0.88, 0.92
No. of measured, independent and observed [I > 2s(I)] reflections 8645, 3207, 3038
Rint 0.019
(sin q/l)max (Å�1) 0.595
Refinement
R[F2 > 2s(F2)], wR(F2), S 0.028, 0.082, 1.06
No. of reflections 3207
No. of parameters 255
H-atom treatment H-atom parameters constrained
Drmax, Drmin (e Å�3) 0.42, �0.37

Fig. 1. View of the asymmetric unit with atom numbering of the title complex. Displacement ellipsoids (Granite stone) are drawn at 30% probability.

Table 2
Selected bond lengths (Å) and bond angles (�).

Co(1)eO(1) 1.878(2) Co(1)eO(5) 1.902(2)
Co(1)eO(4) 1.896(2) Co(1)eO(8) 1.881(2)
Co(1)eN(1) 1.928(2) Co(1)eN(2) 1.943(2)
O(1)eCo(1)eO(8) 92.09(6) O(4)eCo(1)eN(1) 86.53(6)
O(1)eCo(1)eO(4) 88.86(6) O(5)eCo(1)eN(1) 93.50(6)
O(8)eCo(1)eO(4) 177.83(6) O(1)eCo(1)eN(2) 91.64(6)
O(1)eCo(1)eO(5) 178.41(6) O(8)eCo(1)eN(2) 87.14(6)
O(8)eCo(1)eO(5) 88.51(6) O(4)eCo(1)eN(2) 94.78(6)
O(4)eCo(1)eO(5) 90.58(6) O(5)eCo(1)eN(2) 86.92(6)
O(1)eCo(1)eN(1) 87.96(6) N(1)eCo(1)eN(2) 178.62(7)
O(8)eCo(1)eN(1) 91.56(6)
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and pep stacking interactions. The methyl carbon C(15) of the
cationic unit in the molecules at (x, y, z) acts as donor to the
centroid of the pyridine ring at (1-x, -y, 1-z) with a separation
distance of 2.91 Å, thus generating a centrosymmetric dimeric unit.
In either side of the dimeric unit, the pyridine rings of the molecule
at (x, y, z) and (1-x, 1-y, 1-z) are anti-parallel, with an interplanar
spacing of 3.417(1)Å, and a ring centroid separation of 4.113(3)Å,
corresponding to a ring offset of 2.289 Å. The combination of
CeH$$$p and pep stacking interactions leads the molecules to
generate an infinite chain along [010] direction (Fig. 2). Finally,
these anionic MNMN … chains and cationic chains are inter-
connected through NeH/O H-bond. The pyridine ring nitrogen
N(3) atom from the cationic chain acts as donor to the carbonyl
oxygen O(6) atom of the anionic chain at (x, y, �1þz), thus in-
terconnects the two types of parallel chains by generating a two-

Table 3
Distances of atoms of the chelate rings from the ring planes (Å).

Plane Co distance N distance O distance C (carboxylate) distance C (methylene) distance

Co1eO1eC1eC2eN1 0.006(4) �0.093(2) �0.047(2) 0.006(2) 0.111(2)
Co1eO4eC4eC3eN1 �0.009(4) 0.208(2) 0.106(2) �0.032(2) �0.241(2)
Co1eO5eC5eC6eN2 �0.007(4) 0.126(2) 0.048(2) 0.016(2) �0.171(2)
Co1eO8eC8eC7eN2 0.007(4) �0.165(2) �0.072(2) �0.005(2) 0.218(2)

Table 4
Hydrogen-bond geometry (Å, �).

D‒H$$$A D‒H H$$$A D$$$A D‒H$$$A Symmetry

N(1)eH(1)$$$O(5) 0.91 2.01 2.904(3) 168 2-x, -y, 2-z
N(2)eH(2)$$$O(1) 0.91 2.31 3.097(3) 144 2-x, 1-y, 2-z
N(2)eH(2)$$$O(4) 0.91 2.30 3.083(3) 144 2-x, 1-y, 2-z
N(3)eH(3)$$$O(6) 0.86 1.86 2.709(3) 167 x, y, �1þz
C(2)‒H(2B)/O(7) 0.97 2.37 3.333(3) 172 1þx, y, z
C(3)‒H(3B)/O(8) 0.97 2.51 3.399(3) 152 2-x, -y, 2-z
C(6)‒H(6A)$$$O(3) 0.97 2.42 3.370(3) 167 �1þx, y, z
C(6)‒H(6B)/O(2) 0.97 2.49 3.333(3) 145 2-x, 1-y, 2-z
C(10)eH(10)$$$O(3) 0.93 2.36 3.268(3) 165 2-x, 1-y, 2-z
C(11)eH(11)$$$O(2) 0.93 2.34 3.212(3) 156 �1þx, y, z
C(13)eH(13)$$$O(7) 0.93 2.46 3.275(3) 146 1-x, -y, 1-z
C(16)‒H(16A)$$$O(2) 0.96 2.37 3.300(3) 162 e

C(15)‒H(15A)$$$Cg(5) 2.91 3.563(3) 126 1-x, -y, 1-z

Cg(5) is the centroid of the pyridine ring.

Table 5
Geometrical parameters (Å, �) for p-stacking interactions.

Rings i‒j Rc R1v R2v a b g Slippage

Cg(5)‒Cg(5)(i) 4.112(3) �3.4170(8) �3.4169(8) 0.0 33.82 33.82 2.289

[Symmetry codes: (i) (1-x, 1-y, 1-z)]. Cg(5) is the centroids of the pyridine (N3/C9eC13) ring.

Fig. 2. Perspective view of the supramolecular network in (011) plane.
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dimensional supramolecular network in (011) plane (Fig. 2) (see
Table 4).

Again, the weak CeH/O H-bonds also played significant role in
building supramolecular assemblies. The carbon atoms C(2) and
C(6) of the IDA unit acts as donor to the carbonyl oxygen atoms O(7)
and O(3) in the molecules at (1þx, y, z) and (�1þx, y, z) respec-
tively, therefore generating a dimeric R2

2(12) ring. These hydrogen
bonds leads the molecules of the anionic moiety to propagate an
infinite chain along [100] direction (Fig. 3). The parallel infinite
chains of the anionicmoieties are further interacts with the cationic
moieties. The pyridine ring carbon atom, substitutedmethyl carbon
atom and ring nitrogen atom acts as donor to the carbonyl oxygen
atoms of the anionic chain, thus generating a two-dimensional self-
assembled network in (101) plane (Fig. 3).

3.2. NMR spectroscopic observations and Bond Valence Sum (BVS)
calculation

NMR spectroscopic analysis reveals that the complex contains
diamagnetic Cobalt in 3þ oxidation state (Fig. S2). Further, Bond
Valence Sum (BVS) calculation was performed to establish the
oxidation state of cobalt [57,58]. This calculation includes following
equations:

sij ¼ exp½ðro � rijÞ
�
b� (1)

where, i¼ donor centre, j¼metal centre, r� ¼ reported bond length
between i and j, rij¼ the observed bond length, sij¼ the valence of a
bond between two atoms i and j, and b is usually taken to be 0.37.
The Pauling’s valence sum rule (Pauling’s second rule) is defined as

zj ¼
X

i

Sij (2)

where, zj is the valence of atom j connecting i�j bonds with all
neighbouring i atoms.

From the BVS calculation, it is confirmed that complex 1 contain
cobalt in 3þ oxidation state as the zj value is around ~3 (Table 6).

The slight deviation of the BVS from an integer value usually ap-
pears due to excessive thermal motion, possible steric constraints,
and problems with the crystal structure report or some combina-
tion of all of these effects [59].

3.3. Hirshfeld surface

In this study, we have estimated the contribution of various
available contacts that are contributed in the crystal packing. We
have analyzed the Hirshfeld surface [37e39] of both anionic and
cationic moieties separately and that are mapped with dnorm,
shape-index, de and curvedness. The dnorm mapping (�0.6922 to
1.2777 Å) of the molecular aggregate is shown in Fig. 4. The pro-
tuberant hydrogen-bonding interactions are clearly identified from
the circular depressions (red spots) on the dnorm surface that are
dominated by the strong NeH/O (carboxylate) hydrogen bonds.
Fingerprint plots are the key tool for the quantification of the
available intermolecular contacts and can be decomposed to
quantify individual contributions of the interactions [43,44]. The
O/H/H/O interactions in the anionicmoiety are clearly evident by
two distinct spikes in the region of (di ¼ 1.031 Å; de ¼ 0.676 Å) and
(de ¼ 1.121 Å; di ¼ 0.771 Å) respectively that comprises 67.8% of the
total Hirshfeld surface area (Fig. S3). In contrast, there is no
signature of the O/H interaction in the cationic moiety of the title
complex. The only available spike in the region of (di ¼ 0.681 Å;
de ¼ 1.031 Å) is for H/O contribution that comprises 30.7% to the
total Hirshfeld surface area (Fig. S4). The N/H/H/N contributions
are visible in the fingerprint plot of the cationic moiety that are
represented by the wings in the region of (di ¼ 2.069 Å;
de ¼ 1.232 Å) and (de ¼ 2.049 Å; di ¼ 1.227 Å). The N/H contacts
contributed more (1.9%) compare to the H/N counterpart (1.7%);
consequently, the N/H/H/N contacts contributed 3.6% to the total
Hirshfeld surface of the molecule (Fig. S4). The C/H/H/C contacts
are evident in the anionic moiety by the discrete spots as a spike
that contributed 5.2% to the total Hirshfeld surface area (Fig. S3)
whereas the C/H/H/C contacts are distinctly evident by thewings
in the donor and acceptor region (Fig. S4) of the breakdown

Fig. 3. View of the self-assembly in (101) plane.
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fingerprint plot. The wings in the region of (di ¼ 2.063; de ¼ 1.222)
comprised 7.1% and the counterpart part H/C contact (di ¼ 1.222;
de ¼ 2.068) comprises 7.7% and as whole the C/H/H/C contact
comprised of 14.8% to the total Hirshfeld surface area of the cationic
moiety (Fig. S4).

As expected, the CeH∙∙∙p interactions are clearly visible on the
de and shape-index surfaces of the cationic moiety (Fig. 5). The
bright-orange depression above the p electron cloud of the pyri-
dine ring and greenish-blue patch on the CeH donor site of the de
surface are the indicator of CeH∙∙∙p interactions (Fig. 5a). The
donors and acceptors of intermolecular CeH∙∙∙p interactions are
further recognized by the red and blue regions around the
participating atoms of the p-cloud and CeH donor respectively, on
the shape-index surface (Fig. 5b). To examine the impact of pep
stacking interaction on the molecular packing, we have analyzed
the Hirshfeld surface bymapping over shape-index and curvedness
(Fig.5c and d). From the mapped Hirshfeld surfaces, it is clear that
the protonated pyridine rings are related to one another through
pep stacking interaction. The pep stacking between the rings is
displayed by the red and blue triangles on the same region of the
shape-index surface (Fig. 5c). The blue triangle denotes the convex
regions resulting from the pyridine ring of the molecule inside the
surface, while the red triangle signifies concave regions caused by
pyridine ring atoms of the p-stacked molecule above it. The pattern
of the red-blue triangle characterizes the anti-parallel p-stacking
interaction of the cationic moiety (Fig. 5c). Moreover, the large flat
region of the curvedness surface across the p-cloud of the pyridine
ring of the cationic moiety further characterized the anti-parallelp-
stacking interactions (Fig. 5d). The fingerprint plot corresponding
to pep stacking is shown as a blue region on the diagonal at around

Table 6
Bond valence sum calculation and related parameters for complex 1.

i�j (reported) r� i�j (complex 1) rij sij zj

O2��Co3þ 1.637 O(1)eCo(1) 1.878(2) 0.521 3.052
O2��Co3þ 1.637 O(4)eCo(1) 1.896(2) 0.496
O2��Co3þ 1.637 O(5)eCo(1) 1.902(2) 0.488
O2��Co3þ 1.637 O(8)eCo(1) 1.881(2) 0.517
N3��Co3þ 1.690 N(1)eCo(1) 1.928(2) 0.525
N3��Co3þ 1.690 N(2)eCo(1) 1.943(2) 0.505

Fig. 4. Hirshfeld surface mapped with dnorm for the anionic moiety illustrating the
interactions with partner molecules through hydrogen bonding interactions (green
dotted lines).

Fig. 5. Perspective view of the decomposed Hirshfeld surface mapped with de (a) and shape-index (b) property illustrating CeH∙∙∙p/p∙∙∙HeC contacts. The Hirshfeld surface
mapped with shape-index (c) and curvedness (d) property illustrating pep stacking contacts in the crystal of the title complex.
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di ¼ de ¼ 1.708 Å (Fig. S4). All other available contacts are further
quantified by the fingerprint plot and are depicted in Figs. S3 and S4
for anionic and cationic moiety, respectively. A significant differ-
ence between the molecular interactions in terms of H/H contacts
(Figs. S3 and S4) are reflected in the distribution of scattered points
in the region (di ¼ 1.116 Å, de ¼ 1.176 Å) in anionic moiety and
(di ¼ 1.161 Å, de ¼ 1.111 Å) in cationic moiety.

3.4. Theoretical analysis

The Bader’s theory of atoms inmolecules (AIM) analysis [49] has
been performed with the self-assembled dimeric units of the title
complex. AIM analysis has been included for visualization and
characterization of the noncovalent interactions that are involved
within the structure through the distribution of bond critical points
and the bond paths. The bond critical point (CP) and bond path that
connects two atoms evidenced the existence of interaction be-
tween two atoms [48]. In Fig. 6, we represent the distribution of CPs
and bond paths of the several self-assembled networks of the title
complex. In the first model of Fig. 6, we used the molecular moiety
of dimeric ring motif M (See Fig. 2). The bond paths connecting the
H atom of two amine nitrogen and the carboxylate oxygen atoms
designate the NeH/O bonding interaction. The ring CP that is
presented by yellow sphere further characterize the dimeric ringM.
Further, we analyzed the r(r) values of the bond CPs to verify the
strength of the interaction [50] that are included in Fig. 6. The
rBCP ¼ 0.0094 a.u. value characterize the NeH/O H-bonding
(Fig. 6a). Moreover, two different carbon atom from the IDA unit
interacts with the carboxylate and carbonyl oxygen atom and are
characterized by the bond paths and rBCP values (0.0080 a.u. and
0.0074 a.u.). In model 2 (Fig. 6b), the dimeric ring N (see Fig. 2) is
characterized by the bond path connecting the hydrogen atom of
the parent amine nitrogen and carboxylate oxygen atom having
rBCP (0.0118 a.u.). It is noteworthy that the r(r) values of the bond
CPs for centrosymmetric ring M is larger (0.0094 a.u.) in compari-
son to the N ring (0.0118 a.u.). Therefore, it can be concluded that

the NeH/O hydrogen bonds that generates ring M are stronger
that the NeH/O bond of ring N that is in agreement with the
geometrical parameters of X-ray structure (Table 4). In model 3, we
have analyzed the CeH$$$p interaction. The bond critical point and
the bond path connecting the hydrogen atom of the methyl carbon
and the pyridine ring carbon atom characterizes the CeH$$$p
interaction where the rBCP is 0.0050 a.u. (Fig. 6c). The bond paths
between two carbon atoms of the pyridine rings characterize the
p‒p interaction (rBCPs ¼ 0.0063 a.u.) (Fig. 6d).

Finally, we further characterized the noncovalent interactions
using NCI plot index computational tool [51,52]. It permits an easy
assessment of host-guest complementarity and the extent to which
weak interactions stabilize the investigating structure. In Fig. 7, the
NCI plot of the self-assembled structure (see Fig. 2) of the title
complex has been presented. Various noncovalent interactions are
clearly evident by the green, blue isosurfaces. The two types of ring
motif M and N that are formed by the strong NeH/O bonding are
clearly observed by the blue isosurfaces between amine nitrogen
and carboxylate oxygen of the anionic moiety. The weak CeH/O
H-bonds are observed as small green isosurface between two
anionic moieties. In the same figure, the cooperativity of the
CeH$$$p and p‒p interaction between cationic moieties are rep-
resented. The presence of dual large green isosurface between
methyl hydrogen atom and p-cloud of the pyridine ring clearly
designate the CeH$$$p interaction. The isosurface that character-
izes the p‒p interaction embraces the pyridine ring and the ethyl
groups. The large region and the greenish-blue color on the iso-
surface indicates that the p‒p interaction is stronger than the
CeH$$$p interaction in agreement with the r(r) values at the bond
CPs mentioned above (see Fig. 6). It is worth mentioning the exis-
tence of strong blue isosurfaces between the cationic and anionic
layers. These strong blue isosurfaces between the protonated pyr-
idine ring nitrogen atom and the carbonyl oxygen atom of the IDA
ligand clearly shows how the cationic and anionic layers are
interconnected through the NeH/O bonds.

Fig. 6. Distribution of the critical points of various self-assembled networks of the title complex (aed). Red, yellow and green spheres represent bond, ring and cage critical points,
respectively.
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4. Conclusions

In summary, a new octahedral mixed-ligand complex has been
synthesized and structurally characterized. The cooperativity of
weak noncovalent interactions in building supramolecular struc-
tures have been analyzed in detail and quantified by Hirshfeld
surface analysis. Finally, these noncovalent interactions have been
characterized theoretically by Bader’s theory of “atoms-in-mole-
cules” and also have been analyzed by NCI plot index. The theo-
retical investigations based on DFT functional, AIM and NCI
analyses supports the experimental findings of the intricate com-
bination of intermolecular interactions that characterized the
studied complex. The results reported herein are expected to be
useful for understanding of cooperativity effect of noncovalent in-
teractions in the context of crystal engineering.
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Supramolecular assemblies involving salt bridges:
DFT and X-ray evidence of bipolarity†

Suparna Tripathi,ab Samiul Islam,a Saikat Kumar Seth, *a Antonio Bauzá, c

Antonio Frontera *c and Subrata Mukhopadhyayb

A series of pyridinium-carboxylate salts (1–3) were designed, synthesized and structurally characterized to

explore the importance of salt-bridge (SB) interactions in building self-assembled structures. We present a

comprehensive analysis of the SB interaction in crystal structures of 4,4′-oxybis(benzoic acid) with

substituted aminopyridines where the SBs display extremely well defined geometric preferences. In the

solid-state, compound (1) exhibits lone-pair (l.p)⋯(SB)/(SB)⋯π+ assemblies while compound (2) shows a C–

H⋯(SB)/(SB)⋯π network. Interestingly, compound (3) exhibits two distinct networks π+⋯(SB)/(SB)⋯(SB)/

(SB)⋯π+ and C–H⋯(SB)/(SB)⋯H–C. These extended supramolecular networks are studied and described in

detail. The duality of the SBs in stabilizing the π-facial interactions with electron rich and/or electron poor

moieties is also described. The energetic and geometric features of salt-bridge interaction are studied and

its impact on the resultant supramolecular organization is analyzed using theoretical DFT-D3 calculations.

The theoretical study combines the energetic features of the noncovalent forces that participate in the

extended network and the characterization of the diverse interactions by means of Bader's theory of

‘atoms in molecules’(AIM).

Introduction

The challenge of a systematic and thorough bulk analysis of
factors directing the packing geometry of solid crystalline
materials was raised by Desiraju over two decades ago.1 The
packing persuading features are described by strong and
classical intermolecular interactions. To predict the actual
crystal structure, precise understanding and complete control
over the interplay of intermolecular interactions are required.2

Therefore, an accurate relationship between crystal packing
structures, in addition to molecular structures is essential
for structural design. Weak noncovalent forces direct the
formation of self-assembled supramolecular networks. The
noncovalent forces like C–H⋯π,3 π⋯stacking,4 cation⋯π,5

anion⋯π,6 and lone pair⋯π7 interactions, among others,8 are
prominent binding forces that have been used successfully
to build solid-state networks.8 Apart from these weak

noncovalent interactions, hydrogen bonding plays a crucial
role in crystal engineering due to specific, highly directive
and relatively strong interactions.9 The driving force that is
predominant in the formation of synthons is hydrogen
bonding and the supramolecular synthon serves as a
backbone of the crystal structure by providing an articulate
explanation of the entire structure.10

The salt bridge (SB) can be defined as an interaction
between two groups of opposite charge where the protonated
and deprotonated residues interact directly.11 Therefore, salt
bridges are hydrogen bonded ion pairs, which are important
for the stabilization of molecular conformations. The
hydrogen bonding of the SBs shows stronger binding
compared to the normal hydrogen bonding interactions due
to the zwitterionic charges (charge assisted hydrogen bond).12

The formation of salt bridges is one of the significant
noncovalent interactions that has been used to construct self-
assembled structures in organic solvents.13 In protein
chemistry, SBs played a crucial role in substrate bonding,
activity of catalytic triads, secondary-structure stabilization
and stability of thermophilic proteins.14 To generate new
supramolecular systems,15 intermolecular salt bridges are
often used while biological systems such as proteins often
comprise SBs that control their structure and function.16

However, due to the geometric constraints placed by the
electrostatic and H-bonding interactions, predicting SB
interactions remains uniquely challenging.
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We are particularly interested in exploring the associative
network structures involving salt bridges. The influence of
salt bridges on cation–π interaction had been investigated by
computational analysis and synthetic studies.17 However, a
comprehensive study of the interaction between a planar salt
bridge and aromatic rings and cooperativity of other
noncovalent forces with SBs is not well explored. As depicted
in Scheme 1, the SBs are very rich as binding motifs due to
their dual character that makes it adequate for establishing a
great deal of noncovalent interactions. As a matter of fact, we
reported salt-bridge (SB)⋯π interaction by providing both
experimental evidence and theoretical calculations.18 Herein,
we analyze the salt-bridge interaction of three salts and their
self-assembled structures involving charged aromatic rings
and other noncovalent interactions, by means of
experimental and theoretical calculations. The structural
analyses of these compounds revealed the formation of
completely new and extended supramolecular networks by
the formation of salt-bridge interactions. The combinations
of weak forces in building the extended networks [lone-pair
(l.p)⋯(SB)/(SB)⋯π+ in (1), C–H⋯(SB)/(SB)⋯π in (2) and
π+⋯(SB)/(SB)⋯(SB)/(SB)⋯π+ and C–H⋯(SB)/(SB)⋯H–C in (3)]
are described in detail, including theoretical calculations.
The binding energies of the networks have been calculated
using theoretical DFT calculations and the noncovalent
interactions have been analyzed by using Bader's quantum
theory of “atoms in molecules” (QTAIM).

Experimental
Materials

The reagents [4,4′-oxybis(benzoic acid)], 2-amino-5-
methylpyridine and 2-amino-4-methylpyridine)] and solvents
[N,N-dimethylformamide (DMF) and dimethyl
sulfoxide(DMSO)] were purchased from commercial sources
(Sigma-Aldrich, India) and used without further purification.

Syntheses

Compounds 1–3 were prepared by reacting stoichiometric
amounts of 4,4′-oxybis(benzoic acid) molecules with substituted
aminopyridine ligands. 4,4′-Oxybis(benzoic acid) (0.258 g, 1.0
mmol) was dissolved in 20 ml of DMF for (1–2) and DMSO for
(3) and heated at 50 °C resulting in a clear solution. Then, 2.0

mmol (0.216 g) of 2-amino-5-methylpyridine, 1 mmol (0.108 g)
of 2-amino-4-methylpyridine and 2 mmol (0.216 g) of 2-amino-
4-methylpyridine was added to 10 mL of water–methanol (1 : 1)
for (1–3), respectively. These solutions were added drop wise to
the acid solution with continuous stirring. The solution
mixtures obtained were heated at 50 °C for 1 h with continuous
stirring. The resulting solutions were kept undisturbed at
ambient temperature and covered with paraffin film and a few
small holes were made using a needle to allow the solvent to
evaporate slowly. After 6–8 weeks, testable single crystals were
grown. The utilization of DMSO instead of DMF in 3 is needed
in order to obtain suitable crystals for X-ray measurements.
Similarly, the utilization of 1 instead of 2 mmol of the
aminopyridine derivate in compound 2 is needed to obtain
crystals adequate for X-ray analysis.

X-ray crystal structure determination

Single crystal X-ray diffraction intensity data of the title
compounds were collected at 150(2) K for (1) and 120(2) K for
(2–3) using a Bruker APEX-II CCD diffractometer by using
graphite monochromated MoKα radiation (λ = 0.71073 Å).
Data reduction was performed by using the program Bruker
SAINT19 and empirical absorption correction was applied.20

The structures were solved by direct methods and refined by
the full-matrix least-squares technique on F2 with anisotropic
thermal parameters by describing the thermal motions of all
non-hydrogen atoms using the programs (SHELXS-14)21 and
(SHELXL-18),22 respectively. The hydrogen atoms were
positioned from the difference Fourier map and consequently
refined isotropically. The calculations were performed using
the WinGX system V2014.1 (ref. 23) and PLATON.24 The
summary of crystal data and relevant structure refinement
parameters for the title compounds are included in Table 1.
CCDC 1831105–1831107 contain the ESI† crystallographic
data for this paper.

Theoretical methods

We have used the BP86-D3/def2-TZVP level of theory to
compute the energies of the H-bonding interactions by
means of the program TURBOMOLE version 7.0.25 The
crystallographic coordinates have been used for the
theoretical calculations. The binding energies were computed

Scheme 1 Dual character of salt bridges (negative part in red and positive part in blue) and some of the interactions described herein.
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applying the correction for the BSSE (basis set superposition
error) by means of the counterpoise technique developed by
Boys–Bernardi.26 The AIMall calculation package27 was
employed to analyze the interactions studied using Bader's
“atoms-in-molecules” (AIM) theory.28 The molecular
electrostatic potential (MEP) surfaces have been calculated
using the SPARTAN10 program.29 The calculations for the
wavefunction analysis have been carried out at the BP86-D/
def2TZVP level of theory using Gaussian-09 software.30

Results and discussion
Structural description

The ORTEP view of the title compounds (1–3) is shown in
Fig. 1. In compounds (1) and (3), 4,4′-oxybis(benzoic acid) is
fully deprotonated with two 2-amino-5-methylpyridinium and
2-amino-4-methylpyridinium cations, respectively, with one
solvent water molecule. However, in (2), 4,4′-oxybis(benzoic
acid) is partly deprotonated with one 2-amino-4-
methylpyridinium cation. In (1), the oxygen atom O(3) lies on
the inversion centre (−x + 2, y, −z + 1/2) and thus generates a
symmetric counterpart (see Fig. 1a).

In (1), the pyridinium and amine nitrogen atoms N(1) and
N(2) act as donors to the carboxylate oxygen atoms at (1/2 − x,
−1/2 + y, 1/2 − z), thus forming an R2

2(8) dimeric ring termed as
salt bridge (SB) (Fig. S1†) (Table 2). Two nearby dimeric rings
are interconnected by further interaction between amine
nitrogen and carboxylate oxygen atoms. This hydrogen bond

leads the molecules to form an R2
4(8) ring motif (Fig. S1†).

Again the solvent water molecule acts as a double donor to the
carboxylate oxygen atom O(1) at (3/2 − x, 1/2 + y, 1/2 − z), thus
interconnecting the ring motifs and leading to the formation of
a two-dimensional assembly in the (101) plane (Fig. S1†). In
another substructure, the aryl ring carbon atom C(6) acts as a
donor to the carboxylate oxygen atom O(2) in the molecule at
(3/2 − x, −1/2 + y, 1/2 − z) to form a two-dimensional anionic
network in the (110) plane (Fig. S2†).

Interestingly, the lone-pair of the oxygen atom O(3) is
oriented toward the salt-bridge unit with a separation
distance of 3.312 Å. In the opposite side, the π-face of the
pyridinium moiety is juxtaposed to the SB unit with a
separation distance of 3.710 Å; thus, dual bridging of the
SB⋯π+ network is observed where the two pyridinium
moieties are also optimized (Fig. 2). The pyridine rings at (x,
y, z) and (−x, −y, −z) are anti-parallel, with an interplanar
spacing of 3.272 Å, and a ring centroid separation of 3.720(3)
Å, corresponding to a ring offset of 1.77 Å. Thus lone-pair (l.
p)⋯SB/SB⋯π+ is observed in (1) (Fig. 2). Again, the
pyridinium ring and aryl ring of the acid moiety are
optimized further in the molecule at (1 − x, y, 1/2 − z) with a
separation distance of 3.561(3) Å. Thus, the molecules of (1)
generate an extended unique network lone-pair (l.p)⋯(SB)/
(SB)⋯π+ through the SB unit (Fig. 2).

In (2), the pyridinium and amine nitrogen atoms N(1) and
N(2) act as donors to the carboxylate oxygen atoms O(1) and
O(2), respectively (see Table 2) in the molecule at (−x, 1 − y, 2

Table 1 Crystal data and structure refinement parameters for (1–3)

Structure (1) (2) (3)

Empirical formula C26H28N4O6 C20H18N2O5 C26H28N4O6

Formula weight 492.52 366.36 492.52
Temperature (K) 150(2) 120(2) 120(2)
Wavelength (Å) 0.71073 0.71073 0.71073
Crystal system Monoclinic Monoclinic Triclinic
Space group C2/c P21/n P1̄
a, b, c (Å) 13.864(11), 12.086(11), 14.994(12) 7.075(3), 19.857(2), 12.811(2) 6.855(4), 7.642(3), 24.281(4)
α, β, γ (°) 90, 111.62(2), 90 90, 94.991(2), 90 90.019(3), 92.555(2), 107.022(4)
Volume (Å3) 2336(3) 1793.0(8) 1214.9(9)
Z/density (calc.) (mg m−3) 4/1.401 4/1.357 2/1.346
Absorption coefficient (mm−1) 0.101 0.099 0.097
F(000) 1040 768 520
Crystal size (mm3) 0.18 × 0.11 × 0.06 0.19 × 0.11 × 0.05 0.19 × 0.15 × 0.09
Limiting indices −16 ≤ h ≤ 16, −14 ≤ k ≤ 14,

−17 ≤ l ≤ 17
−8 ≤ h ≤ 8, −23 ≤ k ≤ 23,
−15 ≤ l ≤ 15

−8 ≤ h ≤ 8, −9 ≤ k ≤ 9,
−28 ≤ l ≤ 28

Reflections collected/unique 9037/2021 [R(int) = 0.0741] 20 967/3155 [R(int) = 0.0363] 11 530/4260 [R(int) = 0.0238]
Completeness to θ (%) 98.7 100.0 99.8
Absorption correction Semi-empirical from equivalents Semi-empirical from equivalents Semi-empirical from equivalents
Max. and min. transmission 0.99 and 0.98 0.99 and 0.98 0.99 and 0.98
Refinement method Full-matrix least-squares on F2 Full-matrix least-squares on F2 Full-matrix least-squares on F2

Data/parameters 2021/166 3155/245 4260/328
Goodness-of-fit on F2 1.084 1.040 1.047
Final R indices [I > 2σ(I)] R1 = 0.0494, wR2 = 0.1320 R1 = 0.0355, wR2 = 0.0927 R1 = 0.0339, wR2 = 0.0910
R indices (all data) R1 = 0.0540, wR2 = 0.1371 R1 = 0.0435, wR2 = 0.0995 R1 = 0.0388, wR2 = 0.0947
Largest diff. peak and hole (e Å−3) 0.218 and −0.313 0.224 and −0.205 0.220 and −0.167
CCDC nos. 1831105 1831106 1831107

R1 =
P

||Fo| − |Fc||/
P

|Fo|, wR2 = [
P

{(Fo
2 − Fc

2)2}/
P

{w(Fo
2)2}]1/2, w = 1/{σ2(Fo

2) + (aP)2 + bP}, where a = 0.0845 and b = 0.6212 for (1), a = 0.0506
and b = 0.5361 for (2) and a = 0.0461 and b = 0.3636 for (3). P = (Fo

2 + 2Fc
2)/3 for all structures.
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Fig. 1 Molecular view (ORTEP) of the asymmetric unit of the title compounds (1–3) (a–c) with the atom numbering scheme. In compound (1), the
unlabelled counterpart has been generated through the symmetry operation (−x + 2, y, −z + 1/2). The thermal ellipsoids are drawn at the 30%
probability level.

Table 2 Relevant hydrogen bonding parameters in (1–3)

D–H⋯A D–H H⋯A D⋯A D–H⋯A Symmetry

Compound (1)
N(1)–H(1)⋯O(1) 0.86 1.86 2.712(3) 173 1/2 − x, −1/2 + y, 1/2 − z
N(2)–H(2A)⋯O(2) 0.86 1.90 2.762(3) 179 1/2 − x, −1/2 + y, 1/2 − z
N(2)–H(2B)⋯O(2) 0.86 2.06 2.839(3) 150 −1 + x, 1 − y, −1/2 + z
O(1w)–H(1w)⋯O(1) 0.82 2.00 2.813(3) 170 3/2 − x, 1/2 + y, 1/2 − z
C(6)–H(6)⋯O(2) 0.93 2.49 3.404(3) 168 3/2 − x, −1/2 + y, 1/2 − z
C(13)–H(13C)⋯Cg(1) 0.93 2.70 3.565(4) 150 −1/2 + x, −1/2 + y, z
Compound (2)
N(1)–H(1)⋯O(3) 0.86 1.92 2.774(2) 172 −x, 1 − y, 2 − z
N(2)–H(2A)⋯O(4) 0.86 1.93 2.790(2) 174 −x, 1 − y, 2 − z
N(2)–H(2B)⋯O(3) 0.86 2.25 2.865(2) 129 1 + x, 1 + y, z
O(2)–H(2)⋯O(1) 0.82 1.78 2.585(2) 169 1/2 − x, −1/2 + y, 3/2 − z
C(5)–H(5)⋯O(4) 0.93 2.44 3.298(2) 154 −1/2 + x, 1/2 − y, 1/2 + z
Compound (3)
N(1)–H(1)⋯O(5) 0.86 1.84 2.698(2) 172 x, −1 + y, z
N(2)–H(2A)⋯O(4) 0.86 1.88 2.737(2) 172 x, −1 + y, z
N(2)–H(2B)⋯O(4) 0.86 2.08 2.848(2) 148 1 − x, 1 − y, −z
N(3)–H(3)⋯O(1) 0.86 1.81 2.654(2) 165 1 − x, −y, 1 − z
N(4)–H(4A)⋯O(2) 0.86 2.04 2.899(2) 173 1 − x, −y, 1 − z
N(4)–H(4B)⋯O(6) 0.86 2.11 2.899(2) 153 1 + x, y, z
O(6)–H(6A)⋯O(1) 0.83 1.98 2.794(2) 169 x, 1 + y, z
O(6)–H(6B)⋯O(2) 0.83 1.95 2.775(2) 174 1 + x, 1 + y, z
C(6)–H(6)⋯O(5) 0.93 2.54 3.400(3) 154 x, −1 + y, z
C(21)–H(21)⋯O(1) 0.93 2.57 3.313(3) 137 —

In (1), Cg(1) is the centroid of the (C2–C7) ring.
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− z) to form the SB unit R2
2(8) (Fig. S3†). Again the amine

hydrogen atom acts as a secondary donor to the carboxylate
oxygen atom at (1 + x, 1 + y, z), thus forming an R2

4(8) ring.
Due to self-complementarity, the non-protonated carboxy
oxygen atom O4 acts as a donor to protonate the carboxylate
oxygen atom O1 and interconnect the ring motifs to build a
two-dimensional framework in the (110) plane (Fig. S3†). In
another substructure, the methyl carbon atom of the
pyridinium moiety is in contact with the SB unit with a
separation distance of 2.912 Å. On the other side of the SB
unit, the π-cloud of the aryl ring is oriented towards the SB
unit with a separation distance of 2.060 Å. Thus, a unique C–
H⋯SB/SB⋯π network is observed in (2) (Fig. 3).

In (3), two SB units [R2
2(8) ring motifs] are generated through

the N–H⋯O hydrogen bonding interactions (Table 2). These

two SB units are interconnected by CH⋯O hydrogen bonds
thus propagating into a one-dimensional chain along the [010]
direction (Fig. S4†). The parallel chains are further
interconnected by hydrogen bonds between the amine nitrogen
and carboxylate oxygen atoms. This combination of
interactions leads the molecules to generate a two-dimensional
framework in the (011) plane (Fig. S4†). In another
substructure, one SB unit is in contact with the solvent water
molecule where the amine nitrogen atom acts as a donor to the
water oxygen atom and the water oxygen atom acts as a donor
to the carboxylate oxygen atom. Thus, the mutual interaction of
N–H⋯O and O–H⋯O hydrogen bonds generates an R4

6(12) ring
motif that leads the molecules to propagate along the [100]
direction (Fig. S5†). In the other side of the carboxylate anion,
the SB is interconnected with another SB of the partner

Fig. 2 Perspective view of the extended lone-pair (l.p)⋯SB/SB⋯π+ network in (1). The SB unit is highlighted by yellow colour whereas the π+ and
π moieties are shown by pink and turquoise colour, respectively.

Fig. 3 Extended C–H⋯SB/SB⋯π network in (2). The SB, C–H⋯SB, SB⋯π and π–π stacking interactions are represented by the yellow, turquoise,
green and pink dotted lines, respectively.
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molecule through the N–H⋯O hydrogen bond and generates a
supramolecular layered assembly in the (110) plane (Fig. S5†).
In another substructure, the aryl ring of the acid moiety is
oriented towards the π-cloud of the pyridine ring with an
interplanar spacing of 3.426 Å with an intercentroid separation
of 3.805 Å. Again the pyridine ring is juxtaposed to the aryl ring
of the acid moiety through π-stacking interaction with a
separation distance of 3.667 Å. Repetition of the π–π+/π+–π
network leads the molecules to propagate into a one-
dimensional ribbon along the [100] direction (Fig. S6†). These
parallel ribbons are interconnected through the SB unit and
generate a supramolecular layered assembly in the (110) plane
(Fig. S6†). Compound (3) exhibits two distinctly different
supramolecular networks involving the SB unit. In one
substructure, the SB unit lies just above the π-cloud of the
pyridine ring with a separation distance of 3.754 Å. Thus a
face-to-face dual SB⋯π+ unit is generated (Fig. 4a). Two
adjacent dual SB⋯π+ units are juxtaposed through SB⋯SB
interaction with a separation distance of 3.616 Å. Thus, an
extended π+⋯SB/SB⋯SB/SB⋯π+ network is generated in (3)
(Fig. 4a). In another substructure, the second SB unit that is
generated through the second carboxylate unit also takes part
in building the extended network. The methyl carbon atom of
the pyridine moiety is oriented towards the SB unit with a
separation distance of 3.237 Å (Fig. 4b). Another methyl carbon
from the aminopyridine moiety is in contact with the SB unit
with a separation distance of 2.840 Å. Thus a CH⋯SB/SB⋯HC
network is generated in (3) (Fig. 4b). These unique and
extended two distinct networks are also observed in a
supramolecular-layered assembly (Fig. S7†).

Theoretical calculations

We have executed the computational study using density
functional theory with dispersion correction (DFT-D3)
calculations to analyze the noncovalent interactions involved
in the interesting architectures of compounds (1–3).

We are particularly interested in performing the
calculations of the extended networks involving the salt
bridge unit. We have focused our efforts on two main issues.
First, we have studied the energetic features of the
noncovalent interactions and second we have analyzed the
interplay between them and characterized the interactions
using Bader's theory of “atoms-in-molecules” (AIM). The
crystallographic coordinates have been used in theoretical
models/calculations and in some cases, we have modified the
small fragments to evaluate the contributions for the
formation of the self-assembly.

First of all, we have computed the MEP surface of the
2-aminopyridinium-benzoate salt bridge as a model of
compounds (1–3) in order to illustrate the dual donor–
acceptor ability of the salt bridge. Fig. 5 depicts the MEP
surface where the most positive MEP value is located at the
H-atom of the amino group (+57 kcal mol−1) and the most
negative at the O-atom of the carboxylate group (−52 kcal
mol−1). Interestingly, the surface clearly confirms the
existence of two different halves of the salt bridge, one
electron poor and the other electron rich, as illustrated by
the opposite values over the center of the aromatic ring.
Consequently, the large dipole moment (11.7 D) and the
planarity of the system also facilitate the formation of
antiparallel stacking interactions, either with itself or any
other planar system with large dipole moments like charged
aromatic rings.

For compound (1), we have prepared some models
(following Fig. 2) to evaluate the formation energies (see
Fig. 6). In Fig. 6a, the acid moiety is simplified (see the red
arrow) in which the formation energy of the salt bridge (SB)
is ΔE1 = −110.6 kcal mol−1. Due to the ion-pair nature of the
interaction, the formation energy ΔE1 is very large. In the
model shown in Fig. 6b, the carboxylate units are modified

Fig. 4 Perspective view of the π+⋯SB/SB⋯SB/SB⋯π+ network (a) and
the CH⋯SB/SB⋯HC network (b) in (3). The SB units are highlighted by
yellow colour whereas the π+ moieties are shown in pink colour.

Fig. 5 MEP surface of the aminopyridinium-benzoate salt bridge using
the 0.001 a.u. isosurface. The values are the selected points of the
surface indicated in kcal mol−1.
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(see the pink arrows) to make the model neutral. The
formation energy of the cooperative interactions [lone-pair
(l.p)⋯SB, π–π+ and CH⋯O H-bonding] is moderately strong
ΔE2 = −13.5 kcal mol−1. We have used several theoretical
models to evaluate the contribution of each interaction
separately. In this context, we prepared two models where
the benzoic acid moiety is simplified: (i) to avoid the C–
H⋯O interaction in Fig. 6c and (ii) to avoid the π–π+

interaction in Fig. 6d. The first model where lone-pair (l.p)
⋯SB and π–π+ are evaluated exhibits a formation energy of
ΔE3 = −9.8 kcal mol−1. So, the binding energy of the CH⋯O
interaction can be evaluated as a difference, i.e. ΔE2 − ΔE3 =
−3.7 kcal mol−1. The formation energy of the second model
where lone-pair (l.p)⋯SB and CH⋯O interactions are
estimated is ΔE4 = −4.9 kcal mol−1 (see Fig. 6d). So, the
formation energy of the π–π+ interaction can also be
deduced by difference, which is ΔE2 − ΔE4 = −8.6 kcal
mol−1. The energy of the lone-pair (l.p)⋯SB interaction is
(−4.9 + 3.7 = −1.2) kcal mol−1. Moreover, we have used the
neutral aminopyridine moiety (see the blue arrows in
Fig. 6e) to estimate the energy of the π-stacking interaction
in the absence of the strong electrostatic repulsion between
the cationic arenes.

Finally, the model dimer shown in Fig. 6f is crucial to
understand the π+⋯SB/SB⋯SB/SB⋯π+ network discussed
above in Fig. 4a. The formation energy of the model shown
in Fig. 6f, where two SB⋯π+ and one π+–π+ interactions are
acting mutually, is very large ΔE6 = −26.67 kcal mol−1, thus
confirming that it is a strong binding motif. In order to
estimate the contribution of both SB⋯π+ interactions, we

have subtracted the energy of the π–π interaction evaluated
in Fig. 6e to the formation energy of the assembly, which is
(ΔE6 − ΔE5) = −21.36 kcal mol−1, thus evidencing that each
SB⋯π+ interaction is moderately strong (−10.68 kcal mol−1).

For compound (2), the models used to compute the
formation energies are shown in Fig. 7. We have used

Fig. 6 Various theoretical models (a–f) used to analyse the noncovalent interactions observed in the supramolecular assembly observed in the
solid state structure of compound (1).

Fig. 7 The different interactions observed in the self-assembly of
compound (2) are shown by the models (a–c) which are used for
theoretical computation.
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formate ions (see the red arrow) as a model of 4,4′-
oxybis(benzoic acid) in building the SB unit. This model
allows us to study the stacking interaction between the
neutral moieties (formate and protonated aminopyridine ion-
pairs). The formation energy of the SB is higher (ΔE7 = −114.3
kcal mol−1) compared to compound (1). We have used the
neutral models to evaluate the formation energy of the
CH⋯SB interaction (ΔE8 = −7.0 kcal mol−1) (Fig. 7b).

Following Fig. 3, we have calculated the formation energy
of the SB⋯π interaction using the model where the acid
moiety is simplified (see the pink arrow in Fig. 7c). The
formation energy of the SB⋯π interaction in (2) is ΔE9 =
−10.0 kcal mol−1 which is comparable to the energy value of
the SB⋯π+ interaction of compound (1) (−10.68 kcal mol−1).

In compound (3), two SB units are generated by the two-
protonated carboxylate groups of 4,4′-oxybis(benzoic acid).
Therefore, two distinctly different networks are generated
involving the SB units. We have simplified the model (see red
arrow in Fig. 8a) to calculate the formation energy of the SB,
which is ΔE10 = −108.8 kcal mol−1. It is slightly weaker than
those of compounds (1) and (2). In another model (Fig. 8b),
we have used 2-aminopyridine instead of 2-amino-4-
methylpyridine to avoid the CH contacts with partner
molecules (see the blue arrows). The binding energy of the
dual SB⋯π+ interaction is strong (ΔE11 = −24.4 kcal mol−1).
Finally, we have computed the binding energy of the SB⋯SB
interaction, which is also strong (ΔE12 = −21.8 kcal mol−1).
Therefore, the antiparallel SB⋯SB interaction is much more
favorable in comparison to the SB⋯π+ interaction (−12.2 kcal
mol−1) due to the dual ion-pair interaction. These large
interaction energies confirm the importance of both
interactions in building the π+⋯SB/SB⋯SB/SB⋯π+ network
shown in Fig. 4a. The energies associated with the other SB
network are given in the ESI† (see Fig. S8).

Previous reports have also evaluated different types of salt-
bridge assemblies, showing comparable interaction energies.
For instance, lp⋯SB and SB⋯π interactions have been
described31 in the solid state of Cu(II)-malonate-2-amino-5-
chloropyridine-perchlorate ternary salts and evaluated
theoretically with energies ranging from −5 to −10 kcal mol−1.
Similarly, the structure guiding ability of SB⋯π interactions
in Cu(II)-malonate-2-aminopyridine-hexafluoridophosphate
ternary systems has been demonstrated both theoretically
and experimentally.32 Furthermore, it has been demonstrated
that SB⋯π interactions favor the cell penetration of arginine/
tryptophan-rich cell-penetrating peptides.33

We have performed the Bader's theory of atoms in
molecules (AIM)28 analysis of the self-assembled network
structures of compounds (1–3) by using the models described
above. The AIM is used to visualize and characterize the
noncovalent interactions involved within the structures by
paying attention to the distribution of the critical points and
bond paths. The existence of a bond critical point (CP) and
bond path connecting two atoms is clear evidence of
interaction, since it indicates that electron density is
accumulated between the nuclei that are linked by the
associated atomic interaction line.27 AIM analysis has been
recently used to rationalize similar noncovalent
interactions.34 In Fig. 9, we represent the distribution of CPs
and bond paths of the extended networks of compounds
(1–3). The CH⋯SB/SB⋯HC network of compound (3) is
shown in Fig. S9.† In all cases, the SB is characterized by the
presence of the two bond CPs (represented as purple spheres
in Fig. 9) and bond paths connecting the H atoms of the
aminopyridine and the carboxylate oxygen atoms (Fig. 9 and
S9†). A ring CP (yellow sphere) further characterizes the SBs
due to the formation of a supramolecular ring. The ρ(r)
values at the bond CPs are indicated in Fig. 9. For the SBs of
all compounds, the ρ(r) values at the bond CPs that
characterize the pyridine N+H⋯O bond are larger than those
of the amine NH⋯O bonds which is in agreement with their
shorter distances. Therefore, it can be concluded that the
protonated pyridine N+H⋯O hydrogen bond is stronger than
the exocyclic NH⋯O bond.

For compound (1), the interactions shown in Fig. 6b are
clearly evident by the distribution of bond CPs and bond
paths (Fig. 9a). The lone-pair (l.p)⋯SB interaction is
characterized by a bond CP (purple sphere) and bond path
connecting the O and pyridine N atom of the SB unit (ρBCP =
0.0054 a.u.). The CH⋯O H bond is also characterized by the
corresponding BCP (ρBCP = 0.0094 a.u.) and bond path. The
π–π+ interaction (ρBCPs = 0.0064 and 0.0052 a.u.) is
characterized by the presence of two BCPs and bond paths
interconnecting two carbon atoms of the aryl and pyridine
rings (Fig. 9a). The SB⋯π+ interaction (see Fig. 6f) is
characterized by two BCPs where one bond path connects
one carbon atom of the pyridine ring and nitrogen atom of
the pyridine ring (ρBCP = 0.0063 a.u.) and another bond path
connects the pyridine ring carbon atom and carboxylate
oxygen atom (ρBCP = 0.0063 a.u.). In compound (2), the ρ(r)

Fig. 8 Theoretical models (a–c) of compound (3) and their interaction
energies.
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values of the SB and bond paths are shown in Fig. 9b. The
BCP and bond path connecting the amine nitrogen and
carbon atom of the aryl ring characterizes the extended
SB⋯π interaction where the ρBCP value is 0.0058 a.u. The
CH⋯SB interaction in (2) is characterized by two BCPs and
bond paths connecting one hydrogen atom of the methyl
group with one carboxylate oxygen and pyridine ring nitrogen
atom (ρBCPs = 0.0039 and 0.0033 a.u. respectively) (see
Fig. 9b). An additional bond path connects another hydrogen
atom of the methyl group and amine nitrogen atom that
further characterizes the CH⋯SB interaction (ρBCP = 0.0013
a.u.). In compound (3), two SBs are evidenced and the
associated networks are depicted in Fig. 9c and S9.†

The SB⋯π+ interaction is characterized by two BCPs where
one bond path connects the carbon atoms of the pyridine

ring and carboxylate moiety (ρBCP = 0.0046 a.u.) and another
bond path connects the pyridine ring nitrogen and amine
nitrogen atom (ρBCP = 0.0052 a.u.). Four BCPs and bond
paths characterize the SB⋯SB interaction (Fig. 9c). The
CH⋯SB/SB⋯HC network is characterized by two BCPs and
two bond paths connecting methyl hydrogen atoms with the
carboxylate oxygen atom where the ρ(r) values are 0.0073 and
0.0062 (see Fig. S9†).

Conclusions

Three new aminopyridinium/4,4′-oxydibenzoate salts have
been synthesized and their structures have been determined
by single-crystal X-ray diffraction. A common feature of these
compounds in the formation of salt bridges between

Fig. 9 Distribution of the critical points of the self-assembled extended networks of compounds (1–3) (a–c). Red, yellow and green spheres
represent the bond, ring and cage critical points, respectively.
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aminopyridinium cations and 4,4′-oxydibenzoate succinate
anions is observed. They participate in a great variety of
interactions due to the dual nature of the salt bridge. These
interactions determine the crystal packing architecture of all
the salts and have been evaluated using theoretical
calculations and AIM analysis that confirm the existence of
the interactions. The evaluation of the contributions of
several interactions to the total formation energy of the
assemblies evidences that the SB⋯π and antiparallel SB⋯SB
interactions are very strong. Since salt-bridge formation
between the side chain of aspartate or glutamate and
arginine is very common in protein and enzymes, π-facial
interactions with the side chain or aromatic amino acids or
substrates can be very common, thus suggesting that more
research in this direction is needed.
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a b s t r a c t 

Three versatile 4 ′ -substituted 2,2 ′ :6 ′ ,2 ′′ -terpyridine compounds ( 1 –3 ) having different substitutions (4- 

ethoxyphenyl, 4-methoxyphenyl and pyridyl) at 4 ′ -position of the central pyridine ring have been syn- 
thesized and structurally characterized. Three representative crystal structures have been determined 

through single crystal X-ray diffraction analysis. X-ray crystallography revels that the structures are sta- 

bilized through C–H ···π and π–π stacking interactions. In the solid-state, the supramolecular assemblies 

of the title compounds have been explored in detail. Compounds ( 1 ) and ( 3 ) exhibits both C–H ···π and 

π–π interactions in building supramolecular assemblies whereas compound ( 2 ) exhibit π–π interaction 

only. All the intermolecular interactions that are involved within the structures are quantified through 

Hirshfeld surface analyses. The weak noncovalent interactions that played significant role in building 

supramolecular assemblies are further characterized by Bader’s theory of ‘atoms-in-molecules’ (AIM). Fi- 

nally, the supramolecular networks are characterized by theoretical ‘Noncovalent Interaction’ (NCI) plot 

index. 

The supramolecular solid-state frameworks of three 4 ′ -functionalized 2,2 ′ :6 ′ ,2 ′′ -terpyridine derivatives 
have been quantified which are further characterized theoretically by the Bader’s theory of ‘atoms-in- 

molecules’(AIM) and ‘noncovalent interaction’ (NCI) plot index. 

© 2020 Published by Elsevier B.V. 

1. Introduction 

Terpyridine compounds are treated as most significant ligand in 

the fields ranging from chemical synthesis [1-3] to supramolecu- 

lar design [4-10] . Morgan and Burstall published first synthesis of 

terpyridine around 80 years back [11] . Since that time, the chem- 

istry of terpyridine corresponds to the maturity of supramolecu- 

lar chemistry [12-15] . Terpyridine compounds containing N-donor 

heterocyclic rings is a tridentate NNN-type Pincer ligand that have 

attracted widespread significant attention as building blocks in 

coordination chemistry and for preparation of functional materi- 

als [ 16 , 17 ]. Terpyridine ligands have been extensively investigated, 

modified and utilized in the area of supramolecular chemistry 

[18-20] due to ease of synthesizing [ 19 , 21 ] and various proper- 

ties. Substitution of terpyridine moiety with various groups in- 

∗ Corresponding author. 
∗∗ Corresponding author. 

E-mail addresses: saikatk.seth@jadavpuruniversity.in (S.K. Seth), 

ju_subrata@yahoo.co.in (S. Mukhopadhyay). 

duces altered physical properties [22] and exhibit good nonlin- 

ear optical property [23-25] . Among terpyridine compounds, the 

2,2 ′ :6 ′ ,2 ′′ -terpyridine is one enthralling ligand that has caught sub- 
stantial attentions over the past decades for various applications 

[ 20 , 26-29 ]. These compounds are used as photosensitizers in Dye- 

Sensitized Solar Cells (DSSCs) [30] in materials science, as an an- 

titumor [31] and chemotherapy agent [ 32 , 33 ] in medicinal chem- 

istry. Moreover, the 2,2 ′ :6 ′ ,2 ′′ -terpyridines with the substituent at 

4 ′ position have also been investigated extensively [ 6-10 , 34-37 ]. 
The 4 ′ -position offers a broad range of substituents that permits 

us to modify inductive influence largely [ 38 , 39 ]. Moreover, sub- 

stitution of aromatic ring at the 4 ′ -position of terpyridine leads 
the molecules to form a conjugated system with moderate planar 

structure through π–π stacking interactions. Therefore, Structural 

design of molecular architectures is extremely important that of- 

fers an opportunity to control properties of the desired products 

at the molecular level. 

Supramolecular architectures involving organic ligands have be- 

come an important research topic in the field of crystal engineer- 

ing due to its wide applications [ 40 , 41 ]. Crystal engineering is the 

https://doi.org/10.1016/j.molstruc.2020.129254 
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Scheme 1. Schematic representation of the chemical structure of the title compounds. 

purposeful design of new crystalline solids with emphasis on find- 

ing plans to regulate their properties by exploring crystal structure 

prediction [42-44] . The noncovalent interactions have attracted 

widespread interest to explore the influence of the interactions in 

determining the structures and properties of molecular assemblies 

in the field of supramolecular chemistry and materials science [45- 

49] . In crystal engineering, proper understanding and utilization 

of noncovalent interactions is extremely important to control the 

supramolecular association since they are composed of a combi- 

nation of interactions [ 50 , 51 ]. Noncovalent interactions including 

hydrogen bonding and other dispersive π-interactions like C-H ···π
[52-54] , π- π [ 6-8 , 55 , 56 ], anion ···π [ 9 , 10 , 57 , 58 ], lp ···π [59-61] etc. 

are ubiquitous interactions that played pivotal role in crystal engi- 

neering. The dispersive π- π stacking interactions play crucial role 

in crystal engineering and molecular recognition [ 57 , 62 , 63 ]. More- 

over, the molecular entities of π-systems having π + / π – moieties 

is an intriguing subject in the study of π- π interactions [ 6-10 , 64 ]. 

Since the cooperativity of intermolecular interactions significantly 

pretentious the final solid-state structures, it is desirable to explore 

the quantitative contribution of cooperative effect of noncovalent 

interactions in the design of supramolecular frameworks [ 65 , 66 ]. 

Keeping in mind the above facts, in continuation of our ef- 

fort to further advanced the supramolecular behavior of 2,2 ′ :6 ′ ,2 ′′ - 
terpyridines [6-10] , herein we have structurally characterized three 

terpyridine compounds. Apart from reporting the crystal struc- 

tures, we have analyzed the weak noncovalent interactions that 

govern the stability of the structures. The intermolecular interac- 

tions have been inspected critically and quantified by Hirshfeld 

surface analysis. The characteristics of the noncovalent interac- 

tions are studied theoretically using Bader’s theory of “atoms-in- 

molecules” (AIM). Moreover, we have also performed theoretical 

noncovalent interaction (NCI) plot index analyses to confirm and 

to characterize the noncovalent interactions in a novel visual man- 

ner. 

2. Experimental sections 

2.1. Materials 

All reactions were carried out in ethanol medium and in aer- 

obic condition. All chemicals used were of reagent grade quality, 

purchased from Sigma Aldrich Chemical Co. 

2.2. Syntheses 

2.2.1. 4 ′ -(4-ethoxyphenyl)- 2,2 ′ :6 ′ ,2 ′′ -terpyridine (1) 
The terpyridine ligand was prepared following the literature 

method [67] . In order to synthesize the title compound, 2- 

acetylpyridine (1 mmol, 0.12 gm) was first taken in a round-bottom 

flask in 200 ml ethanol and then 4-ethoxybenzaldehyde (2 mmol, 

0.30 gm) was added. To this reaction mixture excess of KOH bead 

(8 mmol, 0.448 gm) was then added and stirred at room temper- 

ature for 15 minute. Finally, 25 ml of ammonia was added and 

stirred at room temperature for another four hours. Pale yellow 

powdered product obtained was filtered, washed with distilled wa- 

ter and dried in air. Single crystal suitable for X-ray analysis was 

obtained by dissolving the synthesized compound (0.176 gm, 0.5 

mmol) in ethanol (150 ml) and slow evaporation of the solvent at 

room temperature for about 25 days. The chemical structure of the 

compound has shown in Scheme 1 . 

2.2.2. 4 ′ -(4-methoxyphenyl)- 2,2 ′ :6 ′ ,2 ′′ -terpyridine (2) 
Title compound ( 2 ) was synthesized previously by two differ- 

ent ways [ 67-69 , 6 ]. Here, we prepared the compound using the 

reported Hanan’s method [ 67 , 6 ]. Single crystal suitable for X-ray 

analysis was obtained by dissolving the synthesized compound 

(0.170 gm, 0.5 mmol) in ethanol (150 ml) and slow evaporation of 

the solvent at room temperature for 25 days. The chemical struc- 

ture of compound ( 2 ) has shown in Scheme 1 . 

2.2.3. 4 ′ -(pyridyl)- 2,2 ′ :6 ′ ,2 ′′ -terpyridine (3) 
Compound ( 3 ) was also prepared by the reported one step 

Hanan’s method [ 67 , 70 , 7 ]. Single crystal suitable for X-ray analy- 

sis was obtained by dissolving the synthesized compound (0.155 

gm, 0.5 mmol) in ethanol (150 ml) and slow evaporation of the 

solvent at room temperature for about 25 days. Scheme 1 shows 

the chemical structure of the title compound. 

2.3. X-ray crystal structure determination 

Single crystal X-ray diffraction data was collected by using 

Bruker APEX-II CCD diffractometer with graphite monochromated 

MoK α radiation ( λ = 0.71073 Å) at 150(2)K, 293(2)K and 150(2)K 

of compounds ( 1 –3 ) respectively. The program Bruker SAINT 

[71] was used for data reduction process. Then, an empirical ab- 

sorption correction was used based on multi-scan method [72] . 

The structure of the title compounds were solved by direct method 

and refined by the full-matrix least-square technique on F 2 using 

the programs (SHELXS-14) [73] and (SHELXL-18) [74] , respectively. 

The hydrogen atoms were placed at their geometrically idealized 

positions and refined isotropically. The structure solution of the ti- 

tle compounds were carried out by using WinGX program V2014.1 

[75] and geometrically analyzed by PLATON [76] . The details of 

crystal data and structure refinement parameters are included in 

Table 1 . CCDC 20 03133–20 03135 contain the supplementary crys- 

tallographic data for this paper. 
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Table 1 

Crystal data and structure refinement parameters for the title compounds ( 1 –3 ). 

Structure (1) (2) (3) 

Empirical formula C 23 H 19 N 3 O 1 C 22 H 17 N 3 O 1 C 20 H 14 N 4 
Formula Weight 353.41 339.38 310.35 

Temperature (K) 150(2) 293(2) 150(2) 

Wavelength ( ̊A) 0.71073 0.71073 0.71073 

Crystal system Monoclinic Monoclinic Orthorhombic 

space group P 2 1 / c P 2 1 / c Pbcn 

a ( ̊A) 

b ( ̊A) 

c ( ̊A) 

9.3390(18) 

37.293(7) 

11.227(2) 

19.0733(13) 

5.2262(3) 

17.3887(11) 

11.0196(6) 

11.3966(6) 

12.0792(7) 

α ( °) 
β ( °) 
γ ( °) 

90 

113.566(4) 

90 

90 

91.695(2) 

90 

90 

90 

90 

Volume ( ̊A 3 ) 3583.9(12) 1732.56(19) 1516.98(14) 

Z / Density (calc.) (Mg/m 

3 ) 8/1.310 4/ 1.301 4/1.359 

Absorption coefficient (mm 

−1 ) 0.082 0.082 0.084 

F(000) 1488 712 648 

Crystal size (mm 

3 ) 0.15 × 0.11 × 0.07 0.12 × 0.08 × 0.05 0.18 × 0.13 × 0.09 

θ range for data collection ( °) 1.092–24.999 2.136–24.996 2.571–24.990 

Limiting indices -11 ≤ h ≤ 10 

-44 ≤ k ≤ 44 

-13 ≤ l ≤ 13 

-22 ≤ h ≤ 22 

-6 ≤ k ≤ 6 

-19 ≤ l ≤ 18 

-13 ≤ h ≤ 13 

-13 ≤ k ≤ 13 

-14 ≤ l ≤ 14 

Reflections collected / unique 33796 / 6318 

[R(int) = 0.0603] 

15103 / 2885 

[R(int) = 0.0437] 

16321 / 1341 

[R(int) = 0.0246] 

Completeness to θ (%) 100.0 94.4 100.0 

Absorption correction Semi-empirical 

from equivalents 

Semi-empirical 

from equivalents 

Semi-empirical 

from equivalents 

Max. and min. transmission 0.99 and 0.98 0.996 and 0.990 0.99 and 0.98 

Refinement method full-matrix 

least-squares on F 2 
full-matrix 

least-squares on F 2 
full-matrix 

least-squares on F 2 

Data/ restraints/ parameters 6318/0/490 2885/0/ 236 1341/0/112 

Goodness-of - fit on F 2 1.054 1.048 1.074 

Final R indices [I > 2 σ (I)] R 1 = 0.0433 

w R 2 = 0.1061 

R 1 = 0.0494 

w R 2 = 0.1375 

R 1 = 0.0308 

w R 2 = 0.0822 

R indices (all data) R 1 = 0.0646 

w R 2 = 0.1170 

R 1 = 0.0735 

w R 2 = 0.1588 

R 1 = 0.0335 

w R 2 = 0.0851 

Largest diff. peak and hole (e. ̊A −3 ) 0.214 and -0.194 0.175 and -0.207 0.186 and -0.171 

R 1 = 	||F o |–|F c ||/ 	|F o |, w R 2 = [ 	{(F o 
2 –F c 

2 ) 2 }/ 	{ w (F o 
2 ) 2 }] 1/2 , w = 1/{ σ 2 (F o 

2 ) + (aP) 2 + bP}, where, a = 0.0556 and 

b = 0.2925 for ( 1 ); a = 0.0877 and b = 0.1428 for ( 2 ); a = 0.0425 and b = 0.4574 for ( 3 ). 

2.4. Hirshfeld surface analysis 

The Hirshfeld surface [77-80] of compounds ( 1 –3 ) have been 

carried out based on electron distribution of the molecules and are 

calculated as the sum of spherical atom electron densities [ 81 , 82 ]. 

Hirshfeld surface is unique for the investigating molecule and a set 

of spherical atomic electron densities [83] . The normalized contact 

distance ( d norm 

) is generated based on d e , d i and the vd W radii of 

the atom where d e and d i are defined as the distance from the 

point to the nearest nucleus external and internal to the surface 

respectively. The 2D fingerprint plot [83-86] is generated by using 

the d e and d i parameters that provides summary of intermolecular 

contacts in the crystal structures. The Hirshfeld surface analyses 

have been carried out using the program Crystal Explorer17 [87] . 

2.5. Theoretical methods 

The wave function analyses have been performed by using 

Gaussian09 calculation package [88] at the B3LYP level with a large 

basis set 6-311 ++ G(d,p). We have used the crystallographic coor- 

dinates for the theoretical calculations by using the models that 

are generated from the supramolecular networks. We have used 

Bader’s “Atoms in molecules” theory [89] to analyze the weak 

noncovalent interactions by AIMall calculation package [90] . The 

charge density ( ρ(r)) is characterized by their critical points (CPs) 

and it’s Laplacian that is expressed in terms of L(r) = –∇ 

2 ( ρ(r)) 

and are calculated using the Atom In Molecule (AIM) theory [91] . 

According to the topological properties, electron density is concen- 

trated over ∇ 

2 ( ρ(r)) < 0 and is depleted for ∇ 

2 ( ρ(r)) > 0. The the- 

oretical NCI plot [92] is a visualization index that has been used 

for the characterization of noncovalent interactions. The noncova- 

lent interactions are represented by isosurfaces instead of critical 

points. These isosurfaces represent both favorable and unfavorable 

interactions and are differentiated by the isosurface colour scheme 

with red-yellow-green-blue scale. The red and blue surfaces repre- 

sent ρ+ cut (repulsive) and ρ−cut (attractive) interactions [93] re- 
spectively. However, weak repulsive and weak attractive interac- 

tions are represented by the yellow and green colour respectively. 

3. Results and discussion 

3.1. Molecular structure 

The molecular view of the title compounds ( 1 –3 ) are included 

in Fig. 1 . In ( 1 ), the asymmetric unit consists of two molecular 

moieties whereas there are one moiety in compounds ( 2 ) and ( 3 ). 

The terpyridine unit has an 4-ethoxyphenyl, 4-methoxyphenyl and 

pyridyl substituent in ( 1 –3 ) respectively at the 4 ′ -position of the 
central pyridyl ring. The structure of compound ( 2 ) was deter- 

mined at low temperature (100 K) by Anthonysamy et al. [68] with 

an R value of 0.056 and later the structure was re-determined by 

Emmerling et al. [69] with an R value of 0.058 at room temper- 

ature (293 K). The structure of compounds ( 2 ) and ( 3 ) were re- 

ported earlier [68-70] and we are reporting the re-determination 

of the structures with highest precision with an R -value of 0.0494 

and 0.0308 respectively. In ( 1 –3 ), the terminal pyridine rings of 

the terpyridine unit adopt trans-trans conformation with respect to 

the interannular C–C bonds. Various terpyridine ligands have trans- 
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Fig. 1. ORTEP view and atom-numbering scheme of the title compounds ( 1 –3 )( a –c ). The thermal ellipsoids are drawn at 50% probability level. Symmetry transformations 

used to generate equivalent atoms in compound ( 3 ) ( ∗ = -x + 1, y, -z + 1/2). 

Table 2 

Selected bond distances and angles ( ̊A, °) of compounds ( 1 –3 ). 

Compound ( 1 ) (Moiety A) Compound ( 1 ) (Moiety B) Compound ( 2 ) Compound ( 3 ) 

C(11A)–C(19A) 1.492(2) C(11B)–C(19B) 1.490(2) C(1)–C(11) 1.489(3) C(5)–C(6) 1.492(2) 

C(12A)–C(14A) 1.493(2) C(12B)–C(14B) 1.492(2) C(5)–C(6) 1.490(3) C(5) ∗–C(6) ∗ 1.492(2) 

C(6A)–C(9A) 1.482(2) C(6B)–C(9B) 1.483(2) C(3)–C(16) 1.493(3) C(8)–C(9) 1.491(2) 

N(3A)–C(19A)–C(11A) 116.51(15) N(3B)–C(19B)–C(11B) 116.87(15) N(3)–C(11)–C(1) 117.59(16) N(1)–C(5)–C(6) 116.36(10) 

C(11A)–N(1A)–C(12A) 117.55(14) C(11B)–N(1B)–C(12B) 117.66(14) C(1)–N(1)–C(5) 117.58(15) C(6)–N(2)–C(6) ∗ 117.97(13) 

C(12A)–C(14A)–N(2A) 116.61(14) C(12B)–C(14B)–N(2B) 117.48(14) C(5)–C(6)–N(2) 117.24(17) C(6) ∗–C(5) ∗–N(1) ∗ 116.36(10) 

Table 3 

Geometrical Parameters for C–H ···π Interaction. 

X–H ···Cg H ···Cg X ···Cg H ···Perp X-H ···Cg Symmetry 

Compound (1) 

C(4A)–(H4A) ···Cg(8) 2.91 3.689(2) 2.88 143 1-x, -y, -z 

C(4B)–(H4B) ···Cg(4) 2.84 3.540(2) 2.83 133 -1 + x, y, z 

C(7B)–(H7B) ···Cg(4) 2.71 3.417(2) 2.69 133 x, y, z 

Compound (3) 

C(10)–(H10) ···Cg(1) 2.68 3.4726(12) 2.670 144 1/2 + x, -1/2 + y, 1/2-z 

Cg(4), Cg(8) and Cg(1) are the centroids of the [C(3A) –C(8A)], [C(3B) –C(8B)] and [N(1)/C(1) −C(5)] rings respectively. 
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Table 4 

Geometrical Parameters for π-Stacking Interactions. 

Rings i −j a Rc b R1v c R2v d αe βf γg symmetry 

Compound (1) 

Cg(1) −Cg(6) 3.6849(12) 3.450 3.447 8.87 20.71 20.58 x, y, z 

Cg(2) −Cg(5) 3.6665(12) 3.470 3.518 5.18 16.39 18.83 1 + x, y, z 

Cg(2) −Cg(2) 3.6666(12) 3.518 3.470 5.18 18.83 16.39 -1 + x, y, z 

Cg(6) −Cg(1) 3.6848(12) 3.447 3.450 8.87 20.58 20.71 x, y, z 

Compound (2) 

Cg(1) −Cg(2) 3.9994(12) 3.423 3.447 1.45 30.5 31.2 x, -1 + y, z 

Cg(1) −Cg(3) 4.2043(12) 3.437 3.446 1.60 34.9 35.2 x, 1 + y, z 

Cg(2) −Cg(1) 3.9993(12) 3.447 3.423 1.45 31.2 30.5 x, 1 + y, z 

Compound (3) 

Cg(1) −Cg(2) 4.0416(6) 3.276 3.669 11.23 24.79 35.85 1-x, -y, 1-z 

Cg(1) −Cg(2) 4.0416(6) 3.276 3.669 11.23 24.79 35.85 x, -y, 1/2 + z 

Cg(2) −Cg(1) 4.0416(6) 3.669 3.276 11.23 35.85 24.79 1-x, -y, 1-z 

Cg(2) −Cg(1) 4.0416(6) 3.669 3.276 11.23 35.85 24.79 x, -y, -1/2 + z 

For compound 1 : Cg(1), Cg(2), Cg(5), and Cg(6) are the centroids of the [N(1A)/C(9A) −C(13A)], [N(2A)/C(14A) −C(18A)], 

[N(1B)/C(9B) −C(13B)] and [N(2B)/C(14B) −C(18B)] rings, respectively. For compound 2 : Cg(1), Cg(2) and Cg(3) are the 

centroids of the [N(1)/C(1) −C(5)], [N(2)/C(6) −C(10)] and [N(3)/C(11) −C(15)] rings respectively. For compound 3 : Cg(1) 

and Cg(2) are the centroids of the [N(1)/C(1) −C(5)] and [N(2)/C(6)/C(7)/C(8)/C(7 ∗)/C(6 ∗)] rings respectively. 
b Centroid distance between ring i and ring j . c Vertical distance from ring centroid i to ring j . d Vertical distance from 

ring centroid j to ring i . e Dihedral angle between the first ring mean plane and the second ring mean plane of the 

partner molecule. f Angle between centroids of first ring and second ring mean planes. g Angle between the centroid of 

the first ring and the normal to the second ring mean plane of the partner molecule. 

Fig. 2. Supramolecular network generated through dual C–H ···π and π–π stacking interactions in ( 1 ). The C–H ···π and π–π contacts are shown as green and pink dotted 

lines respectively. 

trans geometry [94-96] in the X-ray structure that are energeti- 

cally more favorable in comparison to other conformations [97] . 

The interannular bond distances varies from 1.489(3) ̊A to 1.493(2) ̊A 

( Table 2 ) which are in the normal range and comparable with 

the averaged values of 1.49(1) ̊A [ 94 , 98 ]. The molecular conforma- 

tion of the title compounds are determined by the dihedral an- 

gles between the plane of central pyridine ring with terminal pyri- 

dine rings and the ring of the substituent group. The terpyridine 

unit of both moieties in ( 1 ) and in ( 2 –3 ) are almost planar with 

small dihedral angles between the planes of central pyridine ring 

and terminal pyridine rings. The aryl ring of the ethoxyphenyl and 

methoxyphenyl substituent in ( 1 –2 ) and pyridyl ring substituent 
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Fig. 3. Perspective view of the molecular assembly of ( 2 ) that is generated through π–π stacking interactions. Pink dotted lines show the π–π contacts. 

Fig. 4. Supramolecular framework generated through C–H ···π and π–π stacking interactions in ( 3 ). The C–H ···π and π–π contacts are shown as green and pink dotted lines 

respectively. 
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Fig. 5. Hirshfeld surfaces mapped with d norm , d e , shape-index, curvedness and fragment patches for compounds ( 1 –3 ). 

in ( 3 ) is slightly twisted. The dihedral angle between the central 

pyridine ring and the aryl ring in ( 1 ) is 29.34(6) ° and 27.93(5) °
in moieties A and B respectively, whereas the angles are 5.72(4) °
and 18.62(3) ° in ( 2 ) and ( 3 ) respectively. These dihedral angles are 
in normal range and comparable with the related structures re- 

ported earlier [ 94 , 96 , 99 , 100 ]. In ( 1 ), the C(20A) and C(23A) atoms 

of moiety-A, C(18B) and C(15B) atoms of moiety-B have the largest 

deviations in opposite direction from the mean plane generated 

through the atoms of the terpyridine unit. The atoms C(3A) and 

C(1A) of moiety-A, C(2B) and C(1B) from moiety-B have the largest 

deviations from the least square mean planes generated through 

the atoms of the ethoxyphenyl group. In ( 2 ), C(14) and C(12) atoms 

of the terpyridine unit and C(22) and O(1) atoms of the substituent 

group have the largest deviations in opposite directions. In ( 3 ), 

C(1) and C(4) atoms of the terpyridine unit and C(10) and C(11) 

atoms of the substituent pyridyl ring have the largest deviations 

in opposite directions from the least-square mean plane gener- 

ated through the atoms of the terpyridine unit and substituent unit 

respectively. 

3.2. Supramolecular assembly 

Compound ( 1 ) is stabilized through intermolecular C–H ···π
and π–π stacking interactions ( Tables 3 , 4 ). Due to the self- 

complementarity nature, the centroid of the aryl ring of moiety 

A is juxtaposed from both sides by two B moieties through C–

H ···π interactions. The carbon atoms C(4B) and C(7B) of the aryl 

ring of 4-ethoxyphenyl group from moiety B in the molecules at 

(-1 + x, y, z) and (x, y, z) binds the centroid of the aryl ring of the 

same group of moiety A with separation distances of 3.540(2) ̊A and 

3.417(2) ̊A respectively ( Table 3 ). The aryl ring carbon atom C(4A) 

is again juxtaposed the centroid of the aryl ring of moiety B in 

the molecule at (1-x, -y, -z) through C–H ···π interaction ( Fig. 2 ). 

The packing in compound ( 1 ) is such that the π–π stacking in- 

teractions between the terminal pyridine rings of one moiety with 

the central pyridine ring of another moiety of adjacent layers are 

optimized. The terminal pyridine ring of moiety A and the cen- 

tral ring of moiety B at (x, y, z) and (1 + x, y, z) are juxtaposed 

through π–π stacking, with an interplanar spacing of 3.470 ̊A, and 

a ring centroid separation of 3.6 6 6(2) ̊A ( Table 4 ). In another layer, 

the central ring of moiety A and terminal ring of moiety B are 

in contact through π stacking with a ring centroid separation 

of 3.685(2) ̊A. The combination of C–H ···π and π–π stacking in- 

teractions results in a two-dimensional layered assembly in ( 1 ) 

( Fig. 2 ). 

Compound ( 2 ) is stabilized through intermolecular π–π inter- 

actions ( Table 4 ). The hydrogen bonding interactions that were ex- 

plored by Anthonysamy et al [68] in the previously reported struc- 

ture of the compound are not found in the investigating structure. 

In the solid-state, the title structure is optimized through dual π- 

interactions that are exhibited in between the central pyridine ring 

and two terminal pyridine rings. The central ring and terminal ring 

at (x, y, z) and (x, -1 + y, z) are juxtaposed through a intercentroid 

separation distance of 3.999 ̊A. The molecular assembly that is gen- 

erated through the π–π interactions is depicted in Fig. 3 . 

Despite the similarity between compounds ( 1 ) and ( 2 ) in terms 

of their general composition and detailed molecular geometries, 

compound ( 3 ) have some substantial alterations in the nature of 

the supramolecular aggregation. The molecules of ( 3 ) are linked 

into different molecular framework by a combination of C–H ···π
and π–π stacking interactions. In the first sub-structure, both the 

carbon atom C(10) and C(10) ∗ of the substituted pyridine ring (see 
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Fig. 6. Fingerprint plots (Full) and decomposed plots for each individual interactions in ( 1 –3 ). 
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Fig. 7. contour maps of the electron density ( a–c ) and Laplacian of the electron density ( d–f ) for compounds ( 1 –3 ) respectively. 

Fig. 1 c) are in contact with the centroids of the terminal pyri- 

dine rings of the terpyridine moiety in the molecule at (1/2 + x, - 

1/2 + y, 1/2-z) with a separation distance of 2.68 ̊A. Due to the inver- 

sion symmetry, the substituted pyridine ring carbon atoms of the 

parent molecule binds two-partner molecules in both side of the 

ring through C–H ···π interaction. Accordingly, a two-dimensional 

supramolecular layered assembly is generated in the (110) plane 

(Fig. S1). In the final structure, the central and terminal pyridine 

rings are optimized through π–π stacking interaction. In one side, 

the central ring and terminal ring at (x, y, z) and (1-x, -y, 1-z) 

are juxtaposed with an intercentroid separation of 3.99 ̊A. In the 

other side of the central ring at (x, y, z), symmetrically generated 

terminal ring at (x, -y, 1/2 + z) of another partner molecule is in 

contact through π–π stacking interaction. Consequently, the cen- 

tral pyridine ring is sandwiched through the dual π–π stacking 

interaction ( Fig. 4 ). Finally, the substituted pyridine ring carbon 

atom is in contact with the terminal pyridine through C–H ···π in- 

teraction. Therefore, a unique C–H ···π / π–π / π–π network is self- 

generated to build the supramolecular assembly in (011) plane 

( Fig. 4 ). 

3.3. Hirshfeld Surface 

The similarities of the title structures ( 1 –3 ) in terms of their 

molecular geometries and the pattern of the noncovalent interac- 

tions encouraged us to quantify the contribution of the interac- 

tions. In this context, we have calculated Hirshfeld surface [77-80] 

of the title compounds that are illustrated in Fig. 5 . In compound 

( 1 ), two molecular moieties (A and B) have been calculated sepa- 

rately. We have analyzed various surfaces for the title compounds 

that have been mapped over d norm 

, d e , shape-index, curvedness 

and fragment patches (see Fig. 5 ). No large circular depressions 

are evident on the d norm 

surfaces due to absence of strong hydro- 

gen bonding contacts. The weak interactions like C–H ···π and π–π
contacts that are involved within the structures are examined and 

evidenced by different surfaces. Moreover, the 2D fingerprint plot 

[83-86] represent all intermolecular interactions that are involved 

within the structures ( Fig. 6 ). To quantify each individual contacts, 

we have decomposed the full-fingerprint plots in unique visual 

mode. The O ···H/H ···O contacts are evidenced by the spoon like tips 

in the region ( d i + d e ≈ 2.653 ̊A) of both moieties of compound 

( 1 ), whereas in ( 2 ) the tips are located in the region ( d i + d e ≈
2.828 ̊A) ( Fig. 6 ). The O ···H/H ···O contacts contributed 4.0% and 3.5% 

in moiety A and B respectively of ( 1 ) whereas the contribution is 

5.2% to the total Hirshfeld surface area of ( 2 ). The N ···H/H ···N con- 

tacts varies from 6.1% in ( 2 ) to 18.4% in ( 3 ). The sharp tips in the 

( d i , d e ) region of (1.462 ̊A, 1.076 ̊A) and (1.457 ̊A, 1.0 6 6 ̊A) designate 

the N ···H/H ···N interaction in compounds ( 2 ) and ( 3 ) respectively 

( Fig. 6 ). 

The C–H ···π contacts are evidenced by the bright-orange spots 

on the d e surface which is also viewed as distinct ‘wings’ in the 

fingerprint plots [101] . As evidenced and discussed in the X-ray 

structural discussion section, the bright-orange spots are evidenced 

on the substituted aryl ring of both moieties of compound ( 1 ) and 

symmetrically generated terminal pyridine rings in ( 3 ) that are 

the characteristics feature of C–H ···π interaction. The ‘wings’ are 

other characteristics of C–H ···π interaction which are evidenced 

in the bottom right [( d i , d e ) = (2.088 ̊A, 1.197 ̊A)], top left [( d i , 

d e ) = (1.192 ̊A, 2.088 ̊A)] and both sides [( d i , d e ) = (1.943 ̊A, 1.111 ̊A)] 

of the fingerprint plots of moiety A, Moiety B (compound 1 ) and 

compound ( 3 ) respectively ( Fig. 6 ). The C ···N/N ···C contacts varies 
from 3.5% in ( 3 ) to 4.7% in ( 2 ). The contribution of N ···N close 
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contacts are 0.0 % in ( 3 ) whereas compound ( 2 ) contributed the 

maximum contribution (1.1%). The decomposed d norm 

plots (Figs. 

S2–S4) also evidence all these available contacts in ( 1 –3 ). To ex- 

plore the π–π contacts, we have critically inspected the shape- 

index and curvedness surfaces. An adjacent red-blue triangle on 

the π-cloud of a ring and a flat region on both sides of a ring on 

the shape-index and curvedness surface respectively characterize 

the π–π stacking interactions [56] . The red-blue triangles and con- 

sequently the flat regions are evidenced on the central and termi- 

nal pyridine rings of ( 1 –3 ) ( Fig. 5 ). In the decomposed fingerprint 

plot, the π–π stacking interactions are evidenced by the region 

of blue/green colour on the diagonal at around d i = d e = 1.071 ̊A, 

d i = d e = 1.677 ̊A, d i = d e = 1.753 ̊A and d i = d e = 1.713 ̊A of 

compounds ( 1 –3 ) respectively. The contribution of C ···C contacts 
varies from 3.2% in ( 2 ) to 6.7% in ( 3 ). The visual representation of 

the fragment patches represents the identification of their close- 

ness to adjacent molecules. ( Fig. 5 ). A substantial variance is ob- 

served for H ···H contacts (40.1% in ( 3 ) to 51.7% in moiety B of ( 1 )) 

that is reflected in the scattered points of the fingerprint plots at 

d i = d e = 1.692 ̊A in moiety A of ( 1 ), d i = d e = 1.091 ̊A in moi- 

ety B of ( 1 ), d i = d e = 1.071 ̊A in ( 2 ) and d i = d e = 1.176 ̊A in 

( 3 ) ( Fig. 6 ). The variety of contacts that are involved within the 

structures of ( 1 –3 ) are quantified and compared in a novel visual 

manner. 

3.4. Theoretical analysis 

We have carried out the Bader’s theory of “atoms in 

molecules”(AIM) of compounds ( 1 –3 ). In this calculation, the 

molecular graph consists of various colored spheres that are shown 

in Fig. S1. For compound ( 1 ), we have used moiety A in this calcu- 

lation. The white, gray, red and yellow spheres are corresponds to 

hydrogen nuclei, carbon nuclei, bond critical point (BCP) and ring 

critical point (RCP) respectively. Black paths are bond paths that 

originate at BCPs and terminate at nuclei. In Fig. S1, the RCP to 

BCP paths are shown as green colored paths whereas RCP attrac- 

tor paths are shown as yellow dotted paths. We have analyzed 

the interatomic surface eigen vector (IAS EV) paths for the title 

compounds ( 1 –3 ). The IAS EV paths are shown by the pink col- 

ored paths (see Fig. S2) that are locally parallel or antiparallel with 

two negative-eigenvalued eigenvectors of the Hessian of Rho (Hes- 

sRho). To get an idea of the shape of the interatomic surface, we 

have used all bond paths to generate the IAS EV paths where there 

are four IAS EV paths for each BCP (Fig. S2). We have analyzed the 

contour maps of the electron density ( ρ) and Laplacian of the elec- 

tron density ( ∇ 

2 ρ) ( Fig. 7 ). The Laplacian of electron density pro- 

vides the measure of the local charge concentration or depletion 

for compounds ( 1 –3 ) (see Figs. 7 d-f). The Laplacian of the elec- 

tron density is extremely important due to two facts: (i) it recov- 

Fig. 8. AIM analyses of compounds 1 ( a,b ), 2 ( c ), 3 ( d,e ). Red and yellow spheres represent bond and ring critical points, respectively. The ρ(r) values at the bond critical points 

are included in atomic units (a.u.). 
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Fig. 9. NCI plot of the self-assembled structure of compounds ( 1) ( a ), ( 2) (b) and ( 3) ( c,d ). 

Table 5 

Detailed AIM parameters ( ρ , ∇ 

2 ρ , ε, V, G and K, a.u.) at the BCPs (See Fig. 8 ). 

Bond CP ρ ∇ 

2 ρ ε V G K 

a (CH ···π ) 0.0060 0.0234 2.2826 -0.0036 0.0047 -0.0011 

b ( π ···π ) 0.0033 0.0155 0.9624 -0.0022 0.0030 -0.0009 

c ( π ···π ) 0.0068 0.0244 0.7393 -0.0046 0.0053 -0.0008 

d (CH ···π ) 0.0044 0.0175 2.3895 -0.0024 0.0034 -0.0010 

e ( π ···π ) 0.0043 0.0148 6.9146 -0.0027 0.0032 -0.0005 

f ( π ···π ) 0.0054 0.0174 4.1648 -0.0033 0.0038 -0.0005 

g (CH ···π ) 0.0048 0.0174 1.0454 -0.0028 0.0036 -0.0008 

h ( π ···π ) 0.0039 0.0169 1.5800 -0.0024 0.0033 -0.0009 

i ( π ···π ) 0.0046 0.0164 1.7373 -0.0027 0.0034 -0.0007 

j (CH ···π ) 0.0055 0.0218 2.3462 -0.0032 0.0043 -0.0011 

k ( π ···π ) 0.0047 0.0193 1.0733 -0.0032 0.0040 -0.0008 

ers the shell structure of atoms; (ii) it allows to trace the effects of 

the chemical bonding in the total charge density. In these contour 

maps blue and red colour denotes the positive values of the mean 

local charge depletion and negative values of the mean local charge 

concentration. 

Again, we have carried out the AIM calculations by using vari- 

ous models that are depicted in Fig. 8 . These models are generated 

from the X-ray structure of the title compounds. In this theoret- 

ical calculation, the interactions are confirmed through the bond 

path and a bond critical point that interconnects two atoms [102] . 

The distribution of critical points displays that the C–H ···π inter- 

action (models 1, 2, 4) that is characterized by the presence of a 

bond CP and bond path connecting the aryl/pyridine H-atom to 

one of the carbon atoms of the aryl/pyridine ring ( Fig. 8 a,b,d). In 

Table 5 , we summarize the charge electron density, Laplacian, el- 

lipticity, virial field density, Lagrangian kinetic energy density and 

Hamiltonian kinetic energy density [ ρ , ∇ 

2 ρ , ε, V, G and K, respec- 

tively] at the BCPs of ( 1 –3 ). The π–π stacking interaction (models 

1, 3, 5) is characterized by the presence of CP and bond path in- 

terconnecting central to terminal and/or terminal to central pyri- 

dine rings ( Fig. 8 a,c,e). Following Fig. 2 , two models ( Fig. 8 a,b) are 

used for compound ( 1 ) to characterize the interactions. In Fig. 8 a, 

one aryl ring of the substituted ethoxyphenyl group is sandwitched 

through C–H ···π interaction where the bond paths are connected 

between two carbon atoms of the aryl ring and the aromatic H- 

atom of two rings. Similarly, in Fig. 8 b, the bond path intercon- 

necting the aryl ring carbon and ring hydrogen atom character- 

ized the C–H ···π interaction; the charge density ρ(r) at the bond 

CPs is included in the Fig. 8 a,b. In compound ( 3 ), the bond CP 

( ρBCP = 0.0055 a.u.) and bond path connecting substituted pyri- 

dine ring H-atom and carbon atom of the terminal pyridine ring 

characterized the C–H ···π interaction (see Fig. 8 d). The BCP and 

bond paths between pyridine nitrogen and carbon atoms of the 

pyridine rings characterizes the π–π stacking interactions in com- 

pounds ( 1 –3 ) ( Fig. 8 a,c,e). The inspection of the results indicates 

that the values of ρ(r) at the bond CP ( ρBCP = 0.0 068/0.0 054 a.u.) 

in ( 1 ) are larger in comparison to the other two compounds, in 

good agreement with the intercentroid separation distances ob- 

served from X-ray structures. 

The noncovalent interactions are further characterized by us- 

ing ‘noncovalent interaction’ (NCI) plot computational tool that 

permits to assess the self-assembled structure. The cooperativity 

of C–H ···π and π–π interactions in ( 1–3 ) have been character- 

ized by using the same model that were used in AIM calculations 

( Fig. 8 acde). The absence of the strong blue isosurface clearly in- 

dicates that the title structures do not exhibit strong hydrogen 

bonds. The large green dual isosurfaces (See Fig. 9 a) in between 

the phenyl rings of the substituted ethoxyphenyl groups of the 

model undoubtedly designate the cooperative C–H ···π / π ···H–C in- 
teractions in ( 1 ). Similarly, a large green isosurface above the π- 

cloud of a terminyl pyridine ring ( Fig. 9 c) designate C–H ···π inter- 

action in ( 3 ). The presence of the larger isosurfaces in between ter- 

minal to central pyridine ring ( Fig. 9 a,b) and terminal to terminal 

pyridine ring ( Fig. 9 d) designates the π–π stacking interactions in 

compounds ( 1 –2 ) and ( 3 ) respectively. 
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4. Conclusions 

In summary, three 4 ′ -functionalized 2,2 ′ :6 ′ ,2 ′′ -terpyridine com- 

pounds ( 1 –3 ) have been synthesized and structurally characterized. 

Compounds ( 1 ) and ( 3 ) exhibits both C–H ···π and π–π stacking 

interactions however, compound ( 2 ) exhibits π–π stacking only. 

Compounds ( 1 ) and ( 3 ) shows cooperative C–H ···π / π ···H–C and 
C–H ···π / π–π extended networks respectively. Nevertheless, com- 

pound ( 2 ) shows π–π / π–π cooperative network in the solid-state. 

The entire supramolecular self-assembly and consequent coopera- 

tivity of weak noncovalent interactions have been analyzed in de- 

tail and further quantified by theoretical Hirshfeld surface analy- 

sis. All the interactions are quantified through the infographic fin- 

gerprint plots. Additionally, the noncovalent interactions have been 

characterized by Bader’s theory of ‘atoms-in-molecules’(AIM). Fur- 

thermore, the interplay of the interactions that played significant 

role in building the final structures have been analyzed by the- 

oretical ‘Noncovalent Interaction’ (NCI) plot index. The theoretical 

investigations based on the AIM and NCI analyses verifies the ex- 

perimental findings by characterizing the intricate combination of 

intermolecular interactions of the title compounds. Therefore, the 

results described herein are expected to be beneficial for under- 

standing the cooperativity effect and quantification of noncovalent 

interactions. 
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