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Abstract 

 

The continuous improvement of electronic devices demand more power efficient and 

miniaturized circuit elements. However, the silicon-based electronics are approaching 

its limits regarding performance, miniaturization and power consumption. On the other 

hand, spin based devices offer some exciting advantages, for instance, substantially 

reduced resistive (Joule) heating energy loss unlike electronics and spin waves (SWs) 

with GHz frequencies, which enable fabrication of compact integrated circuits. In 

magnonic crystals (MCs), the periodic modulation of the magnetic properties in space 

allows manipulation of the magnons (quanta of SWs) in controlled manner with the aid 

of external magnetic field. These features make MCs suitable candidates for the 

applications in nanoscale on-chip data processing and communications devices. 

This thesis is based on the investigation of magnetic configuration and spin dynamics in 

Ni80Fe20 (Permalloy; Py) patterned nanostructures by varying different physical and 

geometrical parameters, for instance, size and shape of the nanostructures as well as 

various external parameters such as strength and orientation of the bias magnetic field 

and microwave power of the input signal. We have utilized a broadband ferromagnetic 

resonance spectrometer to probe the magnetization dynamics in frequency domain. 

Whereas the ultrafast precessional magnetization dynamics is detected by a time-

resolved magneto-optical Kerr effect (TR-MOKE) microscope. The experimental 

observations are interpreted with the assistance of micromagnetic simulations (OOMMF 

and LLG Micromagnetics simulator) to underpin the explanations. A rich anisotropic SW 

dynamics is explored in cross-shaped nanodot (nanocross) arrays by using 

ferromagnetic resonance technique. The static magnetic configuration at different bias 

field values are studied. Various interesting phenomena such as mode crossover, mode 

softening, mode merging and mode splitting are detected in magnetization dynamics. 

These prime features are substantially modulated with the variation of sizes of the 

nanocrosses. Further, the in-plane bias field orientation is varied and the critical angles 

are tabulated where different prime features are detected for varying dimensions of the 

nanocrosses. The direction of propagation of the SW can manipulated by varying the in-



 
 

iv 

plane orientation of the bias field. Consequently, a bias field strength and in-plane 

orientation dependent tunable static magnetic configuration and magnetization 

dynamics are observed in Py nanocross arrays of varying sizes. In addition, the 

microwave power of the input signal is varied using vector network analyzer. A 

microwave power dependent ferromagnetic resonance shift is detected in FMR 

frequency where sign of the shift depends on the strength of the bias field and static 

magnetic configuration. In addition, strong magnon-magnon coupling induced two 

anticrossing features are detected in dipolar coupled nanocross array. This dynamics in 

ferromagnetic nanocross array can be transformed from linear to nonlinear by 

enhancing the microwave power of the input signal. We have further investigated the 

spin dynamics in Ni80Fe20 cross-shaped nanoring (CNR) array with the help of a TR-

MOKE microscope and micromagnetic simulations. A magnon-magnon coupling induced 

anticrossing feature is detected between the two lowest frequency spin wave modes. 

The magnon-magnon coupled modes can propagate longer distance as opposed to the 

other spin wave modes present in the ferromagnetic CNR array. 

All the aforementioned experimental observations are important in the field of 

magnonics in terms of their applicability in microwave-assisted fast data storage, logic, 

and various communication devices. 
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Py CNR array at H = 0.6 kOe and the corresponding color map is shown at 

the top of the figure. Line scan is taken along the white dotted line. (b) Line 

scan of the simulated magnetostatic field for CNR array. (c) Line scan of the 

simulated magnetostatic field for nanocross array. 𝐵a and 𝐵b represent 

inter-CNR interaction field and the effective magnetic field at the centre of 

the CNR (air gap), respectively. Simulated static magnetic configurations 

for Py CNR array at (d) H = 0.2 kOe, (e) H = 0.8 kOe and (f) H = 1.5 kOe, 

respectively. We have shown here a single CNR from the centre of the 

array to represent the spin configuration prominently. 
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Figure 9.6: Simulated spatial distributions of the power corresponding to 

the different SW modes obtained for Py CNR array at H = 0.8 kOe. We have 

launched the local excitation over a small square region at the center of the 

array. The color map associated with the power distributions is shown at 

the top of the figure. 
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Chapter 1 

1. Introduction 

 

From the beginning of human civilization, mankind is constantly improving their quality 

of lifestyle through relentless scientific investigation and invention of improved 

technology. Currently, various electronic gadgets and digital communication systems 

play an important role in our day-to-day life. The present advancement of electronics 

technology and communication systems have been made possible by some 

extraordinary inventions such as transistors [1], optical fibres [2], internet [3] etc. In the 

last century, we have observed an immense improvement in electronics technology that 

deals with the efficient controlling of flow of electronic charges. 

In addition to charge degree of freedom, an electron has a spin degree of freedom, 

which is nothing but the intrinsic angular momentum. Although spin was discovered in 

the early of twentieth century, significant amount of spin-dependent fascinating 

phenomena has been explored in the course of last few decades only. It has opened up 

plenty of new fields for the spin related research. Notably, the spin related research 

fields are growing very fast. Therefore, it has brought a radical change in materials 

science in terms of fundamental science and technological revolution. 

So far, the semiconductor based electronics technology has always been fulfilling our 

growing demand with its continuous improvement in terms of data storage capacity, 

data processing capability and processing speed. However, scientists are concerned that 

the further development of semiconductor-based technology will soon be hampered in 

terms of power efficiency and data integration density because according to the report 

in the next few years, the semiconductor-based devices will touch their supreme limits 

[4] regarding miniaturization and operating speed. Another basic and unavoidable 

shortcoming of semiconductor-based devices is waste of energy in the form of heat due 

to motion of electron (charge) through the resistive medium. Therefore, the target is to 

innovate better alternative of charge-based technology, which can address all these 

shortcomings. Initially, this effort started with the invention of artificial crystals such as 

photonic and phononic crystals. Photonic crystals [5-9] are patterned dielectric 
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structures that are artificially designed to create frequency band for photons by making 

periodic modulation of refractive index and by tuning geometrical parameters. This 

artificially created frequency band allows or forbids specific frequency range of 

electromagnetic waves in the photonic crystals. Consequently, photonic crystals act to 

control the propagation of photons analogous to electrons in crystal lattices. This 

striking property makes them suitable for application in various nanometre scale 

optical devices, for instance, photonic waveguides [10-17] and integrated circuits [18-

22]. In case of phononic crystals [23-25], the propagation of acoustic waves is controlled 

by making periodic modulation of elastic constants. 

Meanwhile, a sharp rise of attention towards the study of magnetization switching and 

dynamics at nanoscale have been observed among the researchers worldwide. A plenty 

of novel and fascinating phenomena have been reported in magnetic materials of micro 

to nanometre length scale. Consequently, a new term spintronics [26] was introduced in 

the 1990s into the field of magnetism analogous to electronics. Spintronics or spin 

electronics research describes the significant role of electron-spin rather than its charge 

in solid state physics and other potential devices that utilize spin properties. The 

discovery of giant magnetoresistance (GMR) effect ignited an explosion of intensive 

investigation on thin film magnetism. In 1988, Albert Fert and Peter Grünberg 

independently discovered the GMR in magnetic (Fe/Cr) multilayered system and both 

were awarded the Nobel Prize in physics in 2007 for this ground breaking discovery. 

GMR is the significant change of electrical resistance due to the impact of externally 

applied magnetic field to a magnetic multilayer composed of two ferromagnetic (FM) 

layers separated by a thin layer of nonmagnetic metal [27-30]. The electrical resistance 

of such multilayer systems is determined by the relative orientation of magnetization of 

two FM layers. GMR effect has revolutionized the data storage industry [31]. Magnetism 

based diverse research areas are categorized into various sub-branches such as 

magnonics [32-36], spintronics [37-39], magnon-spintronics [40], magneto-photonics 

[41,42], topological magnonics [43,44], magneto-electronics [45,46], magneto-

phononics [47-49] etc. 

Magnonics is a sharply growing research field, which studies generation, propagation, 

and control or manipulation of magnons (quanta of spin wave) in periodically 

modulated magnetic systems. Felix Bloch [50-53] first predicted the existence of spin 
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waves (SWs) in magnetic medium in 1930. SW is the propagation of perturbation in 

magnetic medium in the form of phase of coherently precessing microscopic 

magnetization vectors. Interestingly, SW offers GHz range working frequency that 

makes it suitable candidate for data carrier in nanoscale on-chip communication 

systems. In addition, spin-based devices are generally more energy efficient than 

charge-based devices because there is no waste of heat energy due to the propagation of 

spin current alike joule heating energy loss during propagation of charge current. SWs 

manifest various fascinating properties and novel phenomena while propagate through 

patterned magnetic nanostructures. S. A. Nikitov et al. [54] coined the term “magnon 

crystal”. Magnonic crystals (MCs) are one type of artificial crystal composed of 

periodically patterned magnetic media. The magnetization dynamics of these MCs can 

be efficiently controlled via broad range of internal parameters such as size, shape, 

lattice arrangement of the nanomagnets, and selection of the magnetic material and 

various external parameters such as strength and orientation of bias magnetic field and 

microwave power of the excitation signal. By playing with these parameters, different 

new types of MCs have been introduced such as artificial spin ice [55-61], skyrmions 

[62-65], and quasicrystals [66]. Interestingly, SWs display variety of dispersion 

relations depending upon the relative orientation of the wave vector and magnetization 

due to anisotropic nature of the dipolar interactions. Those dipolar interaction 

dominated SW modes in ferromagnetic thin film are classified as magnetostatic surface 

spin wave (MSSW) mode or Damon-Eshbach (DE) mode [67], magnetostatic backward 

volume mode (MBVM) [68,69] and magnetostatic forward volume mode (MFVM) [70]. 

In addition, SW can propagate along the perpendicular direction of the ferromagnetic 

thin film surface with different quantization numbers and forms perpendicular standing 

SW (PSSW) mode. A complete control over SW dynamics by manipulating the key 

properties of SWs such as group velocity [71], frequency dispersion [72], non-

reciprocity [73], band structure [74], phase [75], amplitude [76] and anisotropy [77] is 

required for the development of spin-based energy efficient magnetic storage, logic, 

memory, and communication devices. Furthermore, magnon-based hybrid systems [78-

82] have become promising systems for the application in quantum information 

processing. 
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In the subsequent sections, an outline of promising systems included in the magnonic 

crystals will be presented with the aim of to spark motivation for the thesis. At the end, 

the framework of this thesis will be briefly stated. 

1.1. Magnonic Crystals (MCs) 

The intention to explore the rich fundamental physics as well as control the static and 

dynamic magnetic properties of a system with periodically modulated magnetic 

parameters have started long back for the development of modern magnon based 

devices [83-86]. The efficient tunability of magnonic band structure and magnon 

frequency by varying structural patterning, external stimuli, and intrinsic magnetic 

anisotropy of the MCs [87,88] make them attractive. The current advancement of 

nanofabrication techniques and experimental systems facilitate to fabricate the new 

MCs and probe their complex spin dynamics. As a result, during the last two decades a 

rapidly growing interest has been observed in magnonics research. Various magnetic 

materials have been exploited to fulfil the different aspects of the field of magnonics. For 

example, yttrium iron garnet (YIG) [89] has been widely investigated for the study of 

SW propagation because it offers very low magnetic damping value and hence long 

propagation length. However, this insulating YIG shows low magnetic moment value 

and suffers difficulty during fabrication of high quality nanopatterning. On the other 

hand, other metallic ferromagnetic materials and their alloys such as Fe [90], Ni [91], 

and Ni80Fe20 (permalloy, soft ferromagnet with negligible magnetocrystalline 

anisotropy) [92] have manifested their efficacy for nanopatterning. Furthermore, Co 

and Co based alloys such as CoFe, CoFeB have been applied in magnetic tunnel 

junctions, and spin valves to acquire higher TMR or GMR values [93] because these 

magnetic materials offer comparatively higher magnetic moment value. Magnetic 

multilayer systems with high perpendicular magnetic anisotropy value are potential 

candidates for the fabrication of new MCs. Basically, modulation of the magnetic 

properties due to the perturbation by various external stimuli such as magnetic field 

[94], electric field [95], charge current [96], stress [97] etc. induce changes in coercive 

field, switching field, effective anisotropy [98], and collective magnetization dynamics in 

MCs. 

The MCs can be categorized depending upon their structures and dimensions. Array of 

magnetic stripes or wires are categorized as 1D MCs while two-dimensional array of 
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magnetic dots [99,100], antidots [101,102] or rings [103] can be categorized as 2D MCs. 

Recently, researchers have paid attention on 3D MCs (array of magnetic spheres or 

three dimensional magnetic patterned structures) [104,105] due to their novel physical 

phenomena. Typically, experimental study of spin dynamics of 1D or 2D MCs have been 

performed with the assistance of ferromagnetic resonance (FMR) [106,107] technique, 

time-resolved magneto-optical Kerr effect (TR-MOKE) [108,109] microscopy, and 

Brillouin light scattering (BLS) [110,111] spectroscopy. Plenty of fascinating physical 

phenomena have been detected in MCs such as SW mode splitting, mode crossover, 

mode hopping, mode softening, mode hybridization etc. Recent studies on 3D MCs have 

proved their ability to control the SW propagation and have shown the possibility to 

apply in next generation data storage and memory devices. 

1.1.1. One-Dimensional (1D) Magnonic Crystals 

Extensive research has been performed on one-dimensional magnonic crystals to test 

their ability to control the propagation of SWs. They offer various unique properties 

such as confinement of SWs, filtering and guiding of SWs, and phase shifting (slowing) 

of SWs. Array of 1D nanomagnets (i.e. nanowires or nanostripes) exhibit magnonic band 

structure where the artificial periodicity of ordered nanomagnets determine the 

corresponding Brillouin Zone boundaries. On the other hand, uniformly magnetized 1D 

nanowires can behave as a waveguide for SW by controlling the propagation of SW 

beams. The effect of dipolar coupling by varying the separation between 1D 

nanomagnets and exchange interaction by changing the magnetic materials (such as Co, 

Ni, NiFe etc.) on the SW dynamics has been widely studied [112-114]. Furthermore, 

many experimental and theoretical reports have clearly demonstrated [115,116] the 

magnonic band structure and propagation of SW in 1D nanostructures. 

1.1.2. Two-Dimensional (2D) Magnonic Crystals 

Two-dimensional MCs can be classified into various groups depending on the shape of 

the elements and the distinct physical properties. Some of them are briefly described in 

the following. 
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1.1.2.1. Ferromagnetic Dot Array 

The arrangement of periodically placed array of micro or nanoscale ferromagnetic 

elements on top of a substrate is known as ferromagnetic dot array. The wavelength and 

nature of SWs can be manipulated by playing with the exchange and dipolar 

interactions in ferromagnetic dot array. Various novel and tunable magnetization 

properties present in these systems are highly significant for the construction of next 

generation communication, logic and storage devices. 

Interestingly, a significant divergent of the static and dynamic magnetization properties 

are observed in dot structure due to spatial confinements unlike their bulk 

counterparts. In case of ferromagnetic dot array, the inter-dot dipolar interactions, 

various intrinsic and extrinsic anisotropies, shape and lattice arrangement of the 

magnetic element [117-120] play a pivotal role to determine the domain formation and 

magnetization dynamics. In addition, the spin dynamics of these systems can be 

efficiently manipulated by external bias magnetic field strength and orientation as well 

as microwave power of the input signal. The periodic modulation of the magnetic 

parameters in the array and the complex magnetic configuration inside dot structure 

induce multiple SW modes with distinct properties. Hence, profound understanding and 

control of spin dynamics in ferromagnetic dot array of new shape and lattice 

arrangement are required for the development of future magnonic devices. 

1.1.2.2. Ferromagnetic Antidot Array 

Ferromagnetic antidot array, which comprises of periodically created holes in a 

continuous ferromagnetic thin film. These ordered nonmagnetic holes promote novel 

domain configurations, which strongly affect spin dynamics of the system. Various static 

and dynamic magnetic properties such as coercive field, effective anisotropy, and the 

magnetization reversal can be modulated in antidot systems with the variation of 

antidot shape, size as well as the geometry and order parameter of array. Such 

variations in the antidot systems strongly affect their magnonic band structure and 

anisotropic nature of the spin waves. Hence, ferromagnetic antidot system offers 

tunable magnetic properties, which make them suitable candidate for the construction 

of high-density storage media, magnetic sensors, and microwave devices. SW can 

propagate longer distance with higher speed in ferromagnetic antidot system due to the 
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strong dipole-exchange coupling in comparison with ferromagnetic dot system with 

only dipolar coupling. These systems are potential candidates for the investigation of 

coupling between photon and plasmon as magneto-photonic crystals. Therefore, a 

significant amount of research has been carried out to investigate the static and 

dynamic magnetization properties in 1D and 2D ferromagnetic antidot arrays with the 

assistance of various experimental and theoretical techniques [121,122]. Interestingly, 

splitting of SW modes in antidot systems due to nonmagnetic holes induced modulation 

of demagnetizing field and interlayer coupling have been reported. In addition, external 

bias magnetic field strength and orientation-controlled SW filter can be made using 

antidot systems. 

1.1.2.3. Ferromagnetic Nanorings 

Nanorings can be considered as the amalgamation of both dot and antidot structures. 

The desired antidot shape is fabricated inside each component of the dot array. 

Previous studies show that circular and square shaped ferromagnetic nanoring 

structures can be used for the construction of memory devices because it has two 

specific magnetic states: onion state and vortex state. So far, substantial research has 

been performed on magnetic ring structures to explore the static and dynamic 

magnetization properties in micrometre to nanometre length scale [123-125]. The 

inhomogeneous internal field inside magnetic nanoring plays crucial role for the SW 

confinements and both radial and azimuthal modes with varying mode quantization 

numbers are observed. 

1.1.2.4. Three Dimensional (3D) Magnetic Nanostructures 

The scientific investigation on 3D magnetic nanostructures is an emerging field of 

research. These systems show various novel physical phenomena evolving from the 

complex magnetic configurations, frustration, and topology [126-128] in 3D systems 

that are important both fundamental and technological points of view. However, the 

major challenging tasks for the researchers to explore this field are fabrication and 

characterization of the desired 3D samples and subsequently probing the high-

frequency dynamics. 
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The investigation of SW properties in various potential 3D magnetic nanostructures has 

opened a new door toward the construction of plenty of spin-based devices for instance 

ultra-dense data storage devices [126,129], logic [130,131], interferometers [132], 

conduit [133], neuromorphic computing [134,135], actuators [136], sensors [137], 

reconfigurable magnonics [138], and spintronic devices [139]. Interestingly, the 

interaction between neighbouring elements in 2D artificial spin ice systems can be 

balanced by incorporating frustration into the added third dimension. In addition, such 

structures have the potential for the development of 3D racetrack memory and other 

promising systems that could bring revolution in the future computing technology. 

1.2. Objectives of the Thesis 

The central focus of this thesis is to explore the static and dynamic magnetization in 

ferromagnetic nanostructures with the assistance of broadband ferromagnetic 

resonance, time-resolved magneto-optical Kerr effect microscopy and micromagnetic 

simulations. The principal objectives are to investigate the tunability of the 

magnetization dynamics and SW properties in ferromagnetic patterned nanostructures 

with the variation of external bias magnetic field strength and orientation and 

microwave power of the input excitation signal. A brief description of the investigated 

systems are as follows: 

(A) Magnonic crystals made of array of Py nanocross structure: The effect of bias 

field strength and orientation and microwave power of the input excitation signal on the 

static magnetic configuration, magnetization dynamics and SW properties in presence 

of nonuniform demagnetizing field and anisotropic dipolar interactions have been 

investigated by using ferromagnetic resonance technique. The tunability of the various 

fascinating phenomena and their applicability for the construction of new potential 

magnonic devices are demonstrated. 

(B) Magnonic crystals made of array of Py cross-shaped nanorings (CNRs): The 

influence of modulated demagnetizing field and dynamic dipolar coupling on 

magnetization dynamics, magnon-magnon coupling and nature of the spin waves is 

investigated. 
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Chapter 2 

2. Theoretical Background 

 

2.1. Introduction 

The origin of intrinsic magnetic properties of a substance lies in its molecular 

structuring and electronic configuration. The magnetic response (microscopic and 

macroscopic) of a substance depends on the number of unpaired electrons and the 

interaction between spin and orbital momenta. Depending on the magnetic response, all 

materials can be classified as ferromagnet [1-5], paramagnet [6], diamagnet [7-10], 

ferrimagnet [11,12], and antiferromagnet [13,14]. Among them, the ferromagnet and 

ferrimagnet show spontaneous magnetization [15]. This thesis will stress on the 

magnetic properties of ferromagnetic (FM) systems. In 1926, Werner Heisenberg and 

Paul Dirac introduced the concept of exchange interaction in magnetic system. This 

short-range exchange interaction is responsible for the alignment of spins in a magnetic 

system. The interplay between different internal energy terms leads the formation of 

domain structure in a ferromagnet in order to achieve the minimum free energy of the 

system. 

Initially, few simpler models on spin system were macroscopically depicted to explain 

the various magnetic phenomena, e.g. domain formation, magnetic reversal etc. 

However, the current scenario becomes different with the introduction of 

nanomagnetism. For instance, the confined nanomagnetic systems show many new and 

interesting phenomena. Some properties in confined nanostructures differ substantially 

from their bulk counterparts. 

Below, we will discuss about different energies hold by a magnetic system and the brief 

concept of magnetization dynamics followed by the generation of SW and its 

classification. Subsequently, different probing techniques of magnetization dynamics 

will be discussed. 

 



 
 

16 

2.2. Magnetic Energies 

Both the static and dynamic properties of a magnetic system depend on the relative 

contribution of various energy terms such as Zeeman energy, exchange energy, 

magnetic anisotropy energy and magnetostatic energy or demagnetizing energy [3,4,16-

18]. In equilibrium condition, every magnetic system tries to stay always at the state of 

minimum of total free energy following the interplay between these different energy 

terms. 

2.2.1. Zeeman Energy 

Zeeman energy [19,20] explains the interaction energy between the magnetization (M) 

and the external static magnetic field (H). For example, in a magnetic system having 

volume V, the expression for the Zeeman energy is given by: 

 𝐸z = −𝜇0 ∫ 𝑴. 𝑯 𝑑𝑉 

𝑉

 (2.1) 

Where, 𝑑𝑉 is the volume element and the above equation suggests M tends to align 

along the H to achieve minimum Zeeman energy in presence of H. 

2.2.2. Exchange Energy 

Exchange interaction [21,22] is a quantum-mechanical phenomenon, where individual 

magnetic moment attempts to align all nearby magnetic moments within the spin 

system itself. When the intrinsic magnetic moments align themselves in a parallel 

fashion, the material is called ferromagnet. On the other hand, if they align in 

antiparallel fashion the material is called antiferromagnet. If we consider only nearest 

neighbor interaction, the expression for the Heisenberg Hamiltonian for exchange 

energy can be expressed as: 

 𝐻𝑒𝑥 =  −2 ∑ 𝐽𝑖𝑗

𝑖≠𝑗

𝑺𝑖. 𝑺𝑗   (2.2) 

Here S is the spin operator and Jij is the exchange integral. In continuum model, the 

exchange energy can be expressed as: 
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 𝐸𝑒𝑥 = 𝐴 ∫ (𝛻𝑚)2
𝑉

𝑑𝑉   (2.3) 

Here m is the magnetic moment and A is called exchange stiffness constant defined as: 

  𝐴𝑒𝑥 = 
2𝐽𝑆2

𝑎
   (2.4) 

Here 𝑎 is the lattice constant and J is the isotropic exchange integral. Notably, the above-

mentioned exchange interaction is completely direct interaction where two nearest 

neighbor electrons of magnetic atoms interact directly. Apart from this direct exchange, 

there are few indirect exchange interactions also. For example, (1) super-exchange 

where exchange is intermediated via various non-magnetic ions [23], (2) Ruderman-

Kittel-Kasuya-Yosida (RKKY) interaction [24,25], where metallic ions are coupled via of 

itinerant electrons, (3) anisotropic exchange interaction, (well-known as 

Dzyaloshinskii-Moriya interaction: DMI) [26], where spin-orbit interaction acts crucial 

role. 

2.2.3. Magnetic Dipolar Interaction 

It refers to the direct interaction between two magnetic dipoles and this is also known 

as dipolar coupling. The corresponding energy can be expressed as: 

  𝐸d =  
𝜇0

4𝜋𝑟3 [𝒎𝟏. 𝒎𝟐 −
3

𝑟2
(𝒎𝟏. 𝒓)(𝒎𝟐. 𝒓)]  (2.5) 

Here 𝜇0 is the free space permeability, 𝒎𝟏 and 𝒎𝟐 are the magnetic moment of the 

corresponding dipoles and 𝒓 is the vector joining of these two dipoles. Magnetic dipolar 

energy [27] plays a key role in various important phenomena such as domain formation, 

demagnetizing field profile and the stabilization of various nonuniform spin textures, 

including chiral spin textures. 

2.3. Magnetic Anisotropy 

It is the property of a magnetic system that confers some preferential directions along 

which the magnetization tends to align itself. These preferential directions are called 

easy axes and this property of a magnetic system is known as magnetic anisotropy 

[28,29]. The spin-orbit interaction and magnetic dipolar interaction are two primary 

sources of magnetic anisotropy. The various anisotropy contributions are discussed 

briefly in the following. 
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2.3.1. Magneto-crystalline Anisotropy 

This is an intrinsic property of a magnetic material and solely originates from the spin-

orbit interaction (SOI). The crystallographic structure decides the spatial arrangement 

of electrons in the orbitals in a crystalline material. The SOI plays a key role in 

determining certain crystallographic directions along which the material manifest 

magneto-crystalline anisotropy [30,31]. In a cubic structure, the magneto-crystalline 

anisotropy energy can be expressed as: 

 𝐸𝐶𝑟𝑦𝑠𝑡𝑎𝑙 =  𝐾0 +  𝐾1(𝛼1
2𝛼2

2 + 𝛼2
2𝛼3

2 + 𝛼3
2𝛼1

2) + 𝐾1𝛼1
2𝛼2

2𝛼3
2 + · · ·  (2.6) 

Here 𝛼1, 𝛼2 and 𝛼3 are the three direction cosines of magnetization in Cartesian 

coordinate system. In addition, 𝐾0 and 𝐾1 are magneto-crystalline anisotropy constants 

in increasing order, respectively. The energy density of a crystal having uniaxial 

anisotropy is given by: 

 𝐸𝐶𝑟𝑦𝑠𝑡𝑎𝑙 =  𝐾𝑈𝛼𝑥
2  (2.7) 

Here 𝐾𝑈 is the uniaxial anisotropy constant. 

2.3.2. Shape Anisotropy 

The anisotropic shape of the confined magnetic element can generate some preferential 

directions for the alignment of magnetization. It appears entirely from the dipolar 

interaction between uncompensated magnetic moments at the boundaries of the 

magnetic element. The shape anisotropy becomes more prominent when size of the 

magnetic element goes down to micro- or nanoscale. The uncompensated magnetic 

moments at the boundaries usher stray field distribution outside the element and 

demagnetizing field inside it. The demagnetizing field energy [32-35] is given by: 

 𝐸𝑑𝑒𝑚𝑎𝑔 =  −
1

2
∫ 𝜇0

𝑉

0
𝑴. 𝑯𝑑𝑒𝑚𝑎𝑔 𝑑𝑉  (2.8) 

For a homogenously magnetized ellipsoid the demagnetizing field (𝑯𝑑𝑒𝑚𝑎𝑔) is given by: 

 𝑯𝑑𝑒𝑚𝑎𝑔 = −𝑁𝑴  (2.9) 

Here 𝑁 is the demagnetizing tensor. The value of 𝑁 strongly depends on the shape and 

geometry of the corresponding magnetic element. 
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2.3.3. Configurational Anisotropy 

The configurational anisotropy arises due to shape of the magnetic element as well as 

their spatial arrangement. The competition between magnetostatic energy and 

exchange energy becomes crucial when the dimensions of the magnetic element goes 

down to micro- or nanoscale. For instance, in case of a non-ellipsoidal magnetic element 

the uniform magnetization state transforms to non-uniform magnetization state due to 

this configurational anisotropy [36,37]. 

2.3.3.1. Intrinsic Configurational Anisotropy 

The intrinsic configurational anisotropy [38] depends on shape and size of the single 

magnetic element as well as on inter-element separation. This anisotropy creates 

different types of non-uniform magnetization states e.g., S-state, C-state, leaf state or 

flower state. 

2.3.3.2. Extrinsic Configurational Anisotropy 

The magnetostatic stray field distribution impacts on the formation of spin texture 

inside the magnetic element. This field distribution varies drastically depending on the 

strength and orientation of the external bias magnetic field. In addition, the stray field 

distribution substantially influences on the configurational magnetic anisotropy [39] via 

inter-element interaction depending upon the geometrical arrangement of the magnetic 

element. 

2.3.4. Perpendicular Magnetic Anisotropy 

Sometime the direction of the equilibrium magnetization becomes perpendicular to the 

sample plane. This effect is called perpendicular magnetic anisotropy (PMA) [40]. The 

PMA is observed typically in ultrathin magnetic films and multilayers magnetic system. 

The major reasons for the origin of PMA include reduced coordination symmetry, 

localized epitaxial strain at the interface, altered electronic structure and spin-orbit 

interactions. The PMA enhances thermal stability of the magnetization, which is useful 

for the application in next generation magnetic storage, magnetoresistive random 

access memory (MRAM) and logic devices. 
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2.4. Magnetization Dynamics 

When a magnetic material is placed in presence of a bias magnetic field the magnetic 

moments inside the material experience a torque. Therefore, all the magnetic moments 

start precessing about the bias magnetic field direction due to this torque. On the other 

hand, all the magnetic moments try to align themselves along the magnetic field 

direction to minimize the Zeeman energy [41,42] of the system. Consequently, they 

follow a damped spiral motion about the magnetic field direction. This phenomenon is 

known as precessional magnetization dynamics [43,44]. The trajectory of the dynamic 

magnetization is illustrated by Landau-Lifshitz-Gilbert (LLG) equation of motion. 

The torque (𝝉) experiences by a magnetic moment (𝒎) in presence of an effective 

magnetic field (𝑯𝑒𝑓𝑓) given by: 

 𝝉 = 𝒎 × 𝑯𝑒𝑓𝑓  (2.10) 

The magnetic moment (m) and the angular momentum (𝒍) of an electron can be related 

in semiclassical approach as follows: 

 𝒎 =  −𝛾𝒍  (2.11) 

Here 𝛾 is the gyromagnetic ratio. We know that the first order time derivative of angular 

momentum is torque. Therefore, the Eqn. (2.10) can be written as: 

 
𝑑𝒍

𝑑𝑡
 =  𝒎 ×  𝑯𝑒𝑓𝑓 (2.12) 

Using Eqn. (2.11) the above equation can be rewritten as: 

 
𝑑𝒎

𝑑𝑡
 =  −𝛾𝒎 × 𝑯𝑒𝑓𝑓 (2.13) 

In case of continuum limit, the individual atomic magnetic moment (𝒎) can be replaced 

by the macroscopic magnetization (M) to consider the whole system, which produces 

Landau-Lifshitz (LL) equation of motion: 

 
𝑑𝑴

𝑑𝑡
 =  −𝛾𝑴 × 𝑯𝑒𝑓𝑓 (2.14) 
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Since there is no dissipative term in the above equation, the precessional motion of the 

magnetization continues for infinitely long time and which is impractical. To fix this 

issue, a relaxation or damping term (D) must be incorporated with the LL equation. 

Therefore, 

 
𝑑𝑴

𝑑𝑡
 =  −𝛾𝑴 × 𝑯𝑒𝑓𝑓 + D (𝑴, 𝑯𝑒𝑓𝑓) (2.15) 

Landau-Lifshitz suggested damping term was −
𝜆

𝑀𝑠
2 𝑴 × (𝑴 × 𝑯𝑒𝑓𝑓). Finally, Gilbert 

introduced a damping torque term, which is incorporated in the Eqn. (2.14). The 

proposed damping term [45] is 
𝛼

𝑀S
(𝑴 ×

𝑑𝑴

𝑑𝑡
). Consequently, we get the famous Landau-

Lifshitz-Gilbert (LLG) equation after incorporating this Gilbert damping term in LL 

equation. 

 
𝑑𝑴

𝑑𝑡
 =  −𝛾𝑴 × 𝑯𝑒𝑓𝑓 + 

𝛼

𝑀S
(𝑴 ×

𝑑𝑴

𝑑𝑡
) (2.16) 

Here 𝛼 is the Gilbert damping parameter and 𝑀S is the saturation magnetization of the 

magnetic system. 

 

Figure 2.1: The precessional motion of the magnetization (M) around the effective 

magnetic field (𝑯𝑒𝑓𝑓). 



 
 

22 

The Fig. (2.1) shows the interplay between two torque terms acting on the 

magnetization vector (M). The first torque term (precessional torque) on the right hand 

side of Eqn. (2.16) forces tip of the magnetization vector to precess about the effective 

magnetic field, while the second torque term (damping torque) acts to align 

magnetization vector along the effective magnetic field direction. Consequently, the tip 

of the magnetization vector follows a damped spiral motion. The Gilbert damping 

parameter (𝛼) is a dimensionless constant and determines how fast the magnetization 

vector comes back to its equilibrium position.  Since this damping originates primarily 

from the spin orbit interaction thus 𝛼 [46] is a material property of a magnetic system. 

Apart from this intrinsic damping part, there exists other extrinsic damping parts also 

such as magnon-magnon scattering, spin pumping, eddy current [47-49] etc. All these 

damping parts determine the effective damping of the system and contribute for 

relaxation of the precessional motion of the magnetization. 

 

Figure 2.2: Magnetization dynamics at various time-scales. 

2.4.1. Time Scales of the Magnetization Dynamics 

Magnetization dynamics cover a wide range of events, which occur at different time 

scales [50] starting from microseconds (μs) to few femtoseconds (fs). The events with 

their characteristic timescale are schematically illustrated in Fig. (2.2). Among these 

events, the domain wall motion is the slowest phenomenon that typically occurs in the 
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timescale of few nanoseconds (ns) to few μs. The precessional motion of the 

magnetization is comparatively faster process that occurs within 10 - 100 picoseconds 

(ps) and this precessional motion can produce SW propagation in a ferromagnetic 

system before the precession is damped in sub-ns to tens of ns. The characteristic 

timescale of vortex core switching phenomenon is few tens of ps to several ns. Whereas 

the magnetization reversal dynamics occurs in the time scale of few ps to few hundreds 

of ps. In addition, dynamics in fs time range include fundamental exchange interaction 

(~10 fs), spin-transfer-torque/spin-orbit torque (~10 fs  1 ps), and the laser induced 

ultrafast demagnetization (~hundreds of fs). 

2.4.2. Laser-Induced Ultrafast Magnetization Dynamics 

When a highly energized ultrashort (order of fs) laser pulse interacts with a magnetized 

ferromagnetic material, very shortly it leads to the ultrafast demagnetization or decay 

magnetism of the ferromagnet. Interestingly, the underlying mechanism of this ultrafast 

demagnetization is still highly controversial. In 1996, Beaurepaire et al. first reported 

the experimental observation of ultrafast demagnetization in a Ni thin film. The 

explanation of the experimental results were modelled by the phenomenological three 

temperature model where it is considered that magnetic system comprises of three 

thermalized reservoirs, which are spin, electron and lattice with corresponding 

temperatures 𝑇𝑆, 𝑇𝑒 , and 𝑇𝑙, respectively. Till date, a huge amount of investigations have 

been carried out on various ferromagnetic systems to explore the underlying 

mechanism of this phenomenon. Consequently, various theories have been proposed to 

describe the mechanism of ultrafast demagnetization such as Elliott-Yafet (EY) 

scattering, Coulomb scattering, relativistic quantum electrodynamic process, laser 

induced spin flip process, superdiffusive spin transport [51,52], optically induced spin 

transfer (OISTR) effect [53,54] etc. The increase of spin temperature through various 

mechanisms after incidence of a highly energized laser pulse causes ultrafast 

demagnetization within hundreds of fs timescale. After laser perturbation, the magnetic 

system tries to come back to its equilibrium condition via relaxation process. At first, 

the energy transfer from spin and electron systems to lattice system [55] leads to the 

fast relaxation. Subsequently, a slower relaxation is started when energy is dissipated 

from electron and lattice systems to the surroundings. During this slow relaxation 

process, the magnetization vector undergoes a continuous damped precessional motion. 
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Figure 2.3: Semiclassical representation of spin wave in a ferromagnet: (a) the ground 

state configuration of the magnetic moments, (b) precessing magnetic moments and (c) 

the spin wave (top view) showing a full wavelength. 

2.5. Spin Waves 

Bloch introduced the concept of SWs in 1930. According to the semi-classical approach, 

the magnetic ground state of a ferromagnetic system means all the atomic magnetic 

moments are aligned along the same direction at absolute zero temperature as shown in 

Fig. (2.3). This magnetic ground state can be disturbed by applying various kinds of 

external perturbation, e.g. temperature, magnetic field or pressure. SW [56] is the 

propagating phase of the disturbance through an ordered magnetic system as depicted 

in Fig. (2.3). The uniform precession means in presence of an external magnetic field all 

spins precess in phase about the direction of the magnetic field. The frequency of this 

uniform precession (well known as ferromagnetic resonance or FMR frequency) can be 

obtained by solving the LLG equation (Eqn. (2.16)) with condition of 
𝑑𝑴

𝑑𝑡
 = 0. In case of 

an ellipsoid, the calculated FMR frequency is given by the following equation (Kittel 

equation): 

 𝑓FMR =  
𝛾

2𝜋
 [{𝐻 +  (𝑁y − 𝑁𝑧) 𝑀s}{𝐻 + (𝑁x −  𝑁z) 𝑀s}]

1

2 (2.17) 
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Figure 2.4: Schematic of the geometry considered for ferromagnetic material in the 

forms of (a) an ellipsoid and (b) thin film. 

Here 𝑁x, 𝑁y and 𝑁z are the demagnetizing factors along x, y, z directions, respectively, 

and H is the bias magnetic field, which is applied along the z-axis as shown in Fig. (2.4). 

However, for a ferromagnetic thin film, 𝑁x = 𝑁z = 0 and 𝑁y = 4𝜋. Thus, by putting these 

values in Eqn. (2.17) we get: 

 𝑓FMR =  
𝛾

2𝜋
 [𝐻 (𝐻 + 4𝜋𝑀s)]

1

2 (2.18) 

On the other hand, in case of non-uniform precession, the mutual interactions between 

the magnetic moments decide the nature of the SW and those SWs can be categorized 

with respect to their wavelength. In long wavelength regime, the dipolar energy 

dominates and corresponding SWs are referred as dipolar-dominated or magnetostatic 

SWs. On the other hand, SWs with short wavelength are primarily controlled by the 

exchange interaction and hence, they are called as exchange SWs. The intermediate 

region is known as dipole-exchange SW. The prime features of these SWs are discussed 

in the following. 

2.5.1. Magnetostatic Spin Waves 

The anisotropic nature of dipolar interaction makes magnetostatic SWs direction 

dependent. Therefore, the magnetostatic SWs can be classified depending upon the 
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relative orientation of the wave vector (k) with magnetization (M) and the sample 

plane. If both k and M lie in the sample plane and perpendicular to each other then it is 

called magnetostatic surface SW (MSSW) mode or Damon-Eshbach (DE) mode [57]. 

 

Figure 2.5: Schematic diagram of (a) magnetostatic surface spin wave (MSSW) mode 

and perpendicular standing spin wave (PSSW) mode for a ferromagnetic thin film with 

thickness t. (b) Typical dispersion relations for different types of magnetostatic spin 

wave modes. 

Whereas if both k and M lie in the sample plane but parallel to each other then it is 

called magnetostatic backward volume (BV) mode. On the contrary, if the bias magnetic 

field (H) is applied out of the sample plane (out-of-plane magnetization) and k lies in the 

sample plane then it is called as magnetostatic forward volume mode (MFVM). The 

dispersion characteristics (frequency versus wave vector relation) of these SW modes 

are presented in Fig. (2.5). By neglecting the magnetic anisotropy and exchange 

interaction, the MSSW or DE mode shows positive dispersion relation, which is given 

by: 

 𝑓DE =
𝛾

2𝜋
[𝐻 (𝐻 + 𝑀s) + (2𝜋𝑀s)2(1 − 𝑒−2𝑘‖𝑡)]

1

2  (2.19) 

Here 𝑘‖ is the in-plane component of wave vector and t is the thickness of the sample. 

In case of MBVM, the dispersion relation gives negative slope and the corresponding 

mathematical expression [58] is given by: 
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 𝑓MBVM =
𝛾

2𝜋
[𝐻 (𝐻 + 4𝜋𝑀s

1−𝑒
−2𝑘‖𝑡

𝑘‖𝑡
)]

1

2

  (2.20) 

This MBVM becomes FMR mode or Kittel mode for k = 0. The dispersion relation of the 

MFVM [59] is given by: 

 𝑓MFVM =
𝛾

2𝜋
[(𝐻 − 4𝜋𝑀s) (𝐻 − 4𝜋𝑀s

1−𝑒
−𝑘‖𝑡

𝑘‖𝑡
)]

1

2

  (2.21) 

2.5.2. Exchange Spin Waves 

The exchange interaction becomes significant when wavelength of a SW is comparable 

to the exchange length of that ferromagnetic material. The exchange length (𝑙ex) of a 

ferromagnet is given by: 

 𝑙ex = √
2𝐴𝑒𝑥

𝜇0𝑀s
2

 (2.22) 

Here 𝐴𝑒𝑥 is the exchange stiffness constant. By considering both dipolar and exchange 

interactions [60], the SW dispersion relation is given by: 

 𝑓 =
𝛾

2𝜋
[(𝐻 + 2𝜋𝑀s𝑘‖𝑡 sin2θ𝑘‖

+
2𝐴

𝑀s
𝑘‖

2) (𝐻 + 4𝜋𝑀s − 2𝜋𝑀s𝑘‖𝑡 +
2𝐴

𝑀s
𝑘‖

2)]

1
2

 (2.23) 

Here θ𝑘‖
is the angle between 𝑘‖ and H. In case of a thin film, sometimes it is observed 

that SW propagates along the perpendicular direction of the film surface and forms 

PSSW mode, which is shown in Fig. (2.5). The perpendicular quantized wave vector 

(𝑘⏊) of PSSW [61] mode is given by: 

 𝑘⏊ =
𝑛𝜋

𝑡
 (2.24) 

Here t is the thickness of the film and n is the quantization number. By neglecting the 

contribution from in-plane wave vector, the dispersion relation for PSSW mode is given 

by: 
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 𝑓PSSW =
𝛾

2𝜋
[(𝐻eff +

2𝐴

𝑀s
𝑘⏊

2) (𝐻eff + 4𝜋𝑀eff +
2𝐴

𝑀s
𝑘⏊

2)]

1
2

 (2.25) 

Here 𝐻eff is the effective magnetic field and 𝑀eff is the effective magnetization. 

2.5.3. Confined Spin Wave Modes in Magnetic Nanostructures 

We have discussed various types of SW by considering of infinitely long thin film 

system. However, the SW properties can be substantially modulated by additional 

boundary conditions arising from the finite lateral dimensions of the sample. The 

distribution of potential barriers imposed by structuring [62] of the thin film guides the 

propagation of SW. Consequently, the SW forms standing wave or propagates through 

the confined channel. When the sample dimension becomes comparable to the 

wavelength of the SW, the standing wave produces quantized SW mode with BV and DE 

like character. The characteristics of the SW strongly depends on the strength and 

orientation of the bias magnetic field. Alike photonic crystals, the periodic patterning of 

a magnetic system in nanoscale produces MCs. The MC [63] produces artificial band 

structure for SW consisting of allowed and forbidden frequency gaps. Hence, the full 

control of the dynamics of the propagation of SW is achieved. In this thesis, we have 

characterized this kind of SW modes by simulating the spatial distribution of power and 

phase maps using a home-built code [64]. 

 

Figure 2.6: (a) Geometry of the Kerr ellipticity (𝜀𝑘) and Kerr rotation (𝜃𝑘). (b) 

Schematics of transverse, longitudinal and polar MOKE geometries are shown. 
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2.6. Magneto-Optical Kerr Effect (MOKE) 

The magneto-optical Kerr effect [65] is one of the magneto-optic phenomena that was 

discovered by Michael Faraday in 1845. It describes the modification of light reflected 

from a surface of magnetized material.  The polarization of a light can change when it is 

reflected from a magnetized sample. For instance, a plane polarized light is transformed 

into an elliptically polarized light after reflecting from a magnetized surface. This 

phenomenon is known as Kerr effect and the amount of rotation of the plane of 

polarization of light is called the Kerr rotation. This is widely used in materials science 

research such as investigation of domain structure of a magnetic material by using Kerr 

microscope. The Kerr rotation (𝜃𝑘) and Kerr ellipticity (𝜀𝑘) are shown schematically in 

Fig. (2.6). If r and k respectively represent the parallel and perpendicular electric field 

components of the reflected light w.r.t. the incident light then they satisfy the following 

relation [64] as: 

 𝜃𝑘 +  𝑖𝜀𝑘 =  
𝑘

𝑟
 , where k≪ 𝑟. (2.26) 

2.6.1. Origin of Magneto-Optical Kerr Effect 

The origin of magneto-optic Kerr effect is generally described with the help of 

macroscopic dielectric theory and microscopic quantum theory [66,67]. In macroscopic 

case, the dielectric property of a medium shows anisotropic nature in presence of an 

external magnetic field, which leads magneto-optic effects. A linearly polarized light can 

be considered as a superposition of right circularly polarized (RCP) and left circularly 

polarized (LCP) light. During the propagation of light, all nearby electrons of the 

medium feel perturbation due to the electric field component of light. Consequently, the 

LCP light guides the electrons to left circular motion whereas the RCP light guides the 

electrons to right circular motion. However, in absence of magnetic field both of these 

circular motions are identical except direction of rotation. Since the magnitude of the 

electric dipole moment is proportional to the radius of the circular orbit, hence net 

Faraday rotation will be zero. On the other hand, in presence of a magnetic field there 

will be a finite difference between the radius of left and right circularly polarized light 

due to the action of additional Lorentz force. Consequently, this finite difference in radii 
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produces a finite difference in dielectric constants, which is responsible for the 

magneto-optical Kerr effect. 

In microscopic quantum theory, it is considered that spin-orbit interaction couples the 

electrons with their motion responsible for the Kerr effect. The dynamics of electrons 

due to the impact of electric field of light modifies the corresponding spin-orbit 

interaction. This spin-orbit interaction is considered as an effective field vector 

potential (A), which acts on the electrons. The relation between 𝐴 and the electric field 

of light is given by: 

 𝐴 = 𝑆 ×  ∆𝑉 (2.27) 

Here S is the electron spin and ∆𝑉 is the electric field. This effect becomes significant for 

a system contains unbalanced population of spin up and spin down state such as 

ferromagnetic system. 

2.6.2. MOKE Geometries 

MOKE can be further classified depending upon the relative orientation of 

magnetization (M) with respect to the reflection surface and the plane of incidence as 

depicted in Fig. (2.6). There are three MOKE configurations, namely, polar, longitudinal 

and transverse MOKE [68-70]. 

In case of polar MOKE, the magnetization is parallel to the plane of incidence and 

perpendicular to the reflection surface. The plane of polarization of light and the 

direction of magnetization makes right angle between them. Consequently, an effective 

Lorentz force is always there irrespective of the incident angle of light that ensures Kerr 

rotation. 

In longitudinal MOKE, the magnetization is parallel to the plane of incidence and lies 

parallel to the reflection surface. Hence, longitudinal Kerr effect strongly depends upon 

the angle of incidence. For example, there is no longitudinal Kerr effect in normal 

incidence because the Lorentz force either acts along the direction of light (for s-

polarized light) or becomes zero (for p-polarized light). 

In transverse MOKE geometry, the magnetization is perpendicular to the plane of 

incidence and lies parallel to the reflection surface. The transverse Kerr effect associates 

with the change of reflectivity of a p-polarized light when orientation of the 
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magnetization is changed. The change in reflectivity depends on the component of 

magnetization perpendicular to the plane of incidence and parallel to the reflection 

surface. 

2.7. Ferromagnetic Resonance 

When an external magnetic field is applied to a ferromagnetic (FM) material, its 

magnetization starts to precess around the effective magnetic field (𝑯𝑒𝑓𝑓) experienced 

by the FM. The angular frequency (ωL) of precession is governed by the Larmor 

condition for the electron spin: 

 𝜔L = γ𝑯𝑒𝑓𝑓 (2.28) 

Here γ is the gyromagnetic ratio. The resonance will occur when an alternating 

magnetic field (hrf) having angular frequency (ω) is applied along the transverse 

direction of the static magnetic field under the following condition: 

 𝜔 = γ√𝐵𝐻eff (2.29) 

Here B is the magnetic induction. Consequently, the magnetization will start to precess 

with resonant frequency by absorbing power from the alternating magnetic field. This 

phenomenon is called ferromagnetic resonance (FMR). 

2.7.1. Microwave Excitation and Detection 

FMR spectroscopy is a spectroscopic method to probe the magnetization dynamics of a 

magnetic system. It is one of the standard techniques for investing the SWs and spin 

dynamics. Currently, various methods are available to perform FMR experiment such as 

stripline-based FMR (SL-FMR) [71], pulsed inductive microwave magnetometry-based 

FMR (PIMM-FMR) [72] and vector network analyzer-based FMR (VNA-FMR). The SL-

FMR technique is comparatively simpler but its sensitivity is poor. The PIMM-FMR 

technique uses a dc magnetic field instead of a microwave excitation field. The main 

advantage of a VNA-FMR setup is it can extract both amplitude and phase information of 

the signal. However, the VNA-FMR setup needs complicated calibration and data 

analysis procedure. 

In the following, the VNA-FMR technique is discussed comprehensively. 
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2.7.1.1. Vector Network Analyzer Incorporated FMR 

The information about the magnetization dynamics of a sample is obtained directly in 

the frequency domain. The microwave input signal with broad frequency window is 

launched into the sample by a VNA and the output scattering (S) parameters [73] are 

recorded as absorption spectra at a fixed static magnetic field. The excitation power of 

the input signal can be varied by the VNA, which is useful for the study of nonlinear spin 

dynamics. 

2.7.2. Vector Network Analyzer 

A network analyzer [74] is typically used for the impedance measurement of a device. 

At lower frequency regime, one can measure the impedance of a device by using simpler 

tools. Whereas for higher frequencies like radio and microwave frequencies, this 

measurement becomes complex and therefore, the VNA-FMR spectrometer is used. The 

VNA measures both amplitude and phase of the incident signal as well as transmitted 

and/or reflected signal from the device under test. A complicated calibration process is 

required before starting the experiment to eliminate systematic errors. Finally, the S 

parameters are calculated by computing of appropriate ratios of the signals, which are 

similar to our familiar results. The prime characteristics of a broadband FMR (or VNA-

FMR) spectrometer, which makes it superior than the conventional FMR spectrometer, 

are in the following: 

a) In conventional FMR spectrometer, a resonance cavity is used that works at a specific 

resonance frequency with a high quality factor [75]. Whereas in broadband FMR 

spectrometer, a non-resonant cavity is used that works for broad frequency range and 

offers flat quality factor. It makes broadband FMR spectrometer more convenient for 

the study of magnonic crystals, which support broadband multi-mode SW frequencies. 

b) Sometimes, the low frequency regime (< 1 GHz) becomes more important in some 

systems like magnetic vortex core dynamics. In such cases, the broadband FMR 

spectrometer is more suitable than the conventional technique. 

The description about a VNA system is briefly discussed in the following. 
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2.7.2.1. Compositions 

The very basic building blocks of a vector network analyzer include a signal generator, 

signal separation blocks (test set), receivers, processor and display. Two test ports are 

typically employed for the measurement of S parameters of a device under test. 

2.7.2.1.A. Signal Generator 

The VNA contains a signal generator (source), which is used to generate an oscillating 

known stimulus signal in the form of radio frequency (RF) current to excite the spin 

system. 

2.7.2.1.B. Signal Separation Blocks (Test Set) 

The test set makes connection between the signal generator and the receivers to 

conduct the measurement of the device under test (DUT). The current and voltage 

probes are sufficient for the low frequency measurements whereas to execute a 

measurement in microwave frequency regime it requires power splitters, couplers, 

slotted lines and directional bridges. The test set collects signal generator output and 

route it towards the DUT. Subsequently, the outcome signal from the DUT enters into 

the receivers through the test set. It often channelizes incident/primary signal as a 

reference signal for the computation of phase calculation. 

2.7.2.1.C. Signal Receiver 

Receivers are employed to conduct the final measurements. Receivers measure both the 

applied stimulus signal and response signals that are generated from the DUT. They can 

measure magnitude as well as phase of the signal simultaneously. It requires a 

dedicated reference channel for the phase determination. Therefore, a VNA requires at 

least two receivers, which are connected to its test ports. 

2.7.2.1.D. Processor and Display 

The processor with display section is one of the crucial blocks of hardware in a VNA. In 

this section, the reflected and transmitted signal are formatted and displayed. It makes 
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interpretation of the experimental results simple. Nowadays, the available high-

performance processor makes data processing and interpretation procedure simpler. 

2.7.2.2. Transmission Line 

The efficient transfer of microwave (RF) power is one of the principal goals behind the 

use of transmission lines [76] in a VNA-FMR setup. The wavelength of a signal with 

frequency of 60 Hz is 5000 km, while it is 30 cm for a signal with frequency of 1 GHz. At 

low frequencies where the length of the circuit conductors is much smaller compare to 

the wavelengths of the signals, a simple conductor is enough efficient for carrying 

electric power. The measured current and voltage values show invariance along 

different positions of the conductor. However, at high frequencies where the length of 

the circuit conductors is comparable to or much higher than the wavelengths of the 

signals then signals can be considered as travelling waves for the better realization of 

power transfer phenomenon. Currently, various transmission media, e.g. coplanar, 

coaxial, stripline, waveguide, microstrip etc. are developed to make efficient RF 

transmission lines. The characteristic impedance (Z0) is one of the fundamental 

parameters of a transmission line, which defines the voltage-current relationship. The 

value of Z0 varies from 50 ohms to 75 ohms for most of the RF systems. Z0 depends on 

the dielectric constant of the non-conducting material used in the transmission line and 

the dimensions of the transmission line. According to maximum power transfer 

theorem when a transmission line is terminated with a characteristic impedance, then 

maximum power will transfer to the load and the reflected signal will be zero. However, 

in case of arbitrary load with impedance other than Z0 a portion of the incident signal 

will reflect back depending on the value of load impedance. For instance, when 

transmission line is terminated in short circuit fashion a reflection of the incident signal 

is occurred from the load because purely reactive materials cannot dissipate power. On 

the other hand, when transmission line is terminated in open condition the current 

propagation at the open will be zero. Consequently, in both the above-mentioned cases, 

a formation of standing wave pattern is occurred due to superposition of incident signal 

and reflected back signal. 
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Figure 2.7: (a) Schematic diagram of a coplanar waveguide (CPW) with sample and the 

measurement geometry. (b) Cross-sectional view of the CPW showing the distribution 

of magnetic field lines of RF field (hrf) generated by the RF current (Irf). 

2.7.2.2.A. Coplanar Waveguide 

Cheng P. Wen invented coplanar waveguide (CPW) in 1969. A CPW can be fabricated by 

using optical lithography technique and it is generally used for the propagation of 

microwave signals [75]. The CPW is generally designed with a single conductor (signal 

line) in between a pair of return conductors (ground lines). All these lines are typically 

fabricated on the same plane of a dielectric medium hence, it is called coplanar 

waveguide. However, in case of a grounded CPW (GCPW) the ground lines are 

fabricated on the opposite plane (from the signal line plane) of the dielectric medium. 

The width (w) of the signal line and the separation gap (d) between signal line to 

ground line play crucial roles for the determination of impedance of the whole system. 

In reflection geometry, these three transmission lines are shorted at one end, while in 

transmission geometry, they are always separated by a small gap. All the FMR 

measurements presented in this thesis have been accomplished in reflection geometry 

as shown in Fig. (2.7). An insulating layer separates the FM samples and the signal line 

to avoid damaging/shorting of the samples from direct RF current. The magnetic field 

lines generating from RF current (Irf) get flattened close to the surface of signal line due 

to its rectangular shape. This in-plane RF magnetic field (hrf) perturbs the spin system 

from its equilibrium state as illustrated in Fig. (2.7). 
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2.7.2.3. High Frequency Device Characterization 

In a common network analyzer, the incident signal is measured with a reference 

receiver. Whereas the reflected and transmitted signals are measured with two other 

different receivers. We can extract the transmission and reflection characteristics of a 

DUT by using the magnitude and phase information of all three measured signals. Both 

scalar and vector terms can be extracted as results. For instance, the return loss is a 

scalar term and the impedance is a vector term. 

2.7.2.3.A. Reflection Parameters 

The most general reflection parameter is reflection coefficient (Γ). Γ is a complex 

number and its magnitude is called rho (ρ). Γ is defined by the ratio of voltage level of 

the reflected signal (Vrefl) and the incident signal (Vinc). Thus, it is expressed as Γ = 
Vrefl

Vinc
. 

When the load impedance (ZL) is equal to the characteristic impedance (Z0) then 

according to the maximum power transfer theorem, Vrefl becomes zero and thus ρ = 0. 

However, if ZL ≠ Z0, then Vrefl becomes nonzero and ρ > 0. For both short and open 

circuit cases, |Vrefl| = |Vinc|, which gives ρ = 1. Consequently, the value of ρ ranges from 

0 ≤ ρ ≤ 1. Return loss is the logarithmic (decibel) expression of reflection coefficient. 

Mathematically it is expressed as Return Loss = −20 log(ρ). It signifies how much the 

reflected signal is lower than the incident signal in decibel unit. The value of return loss 

ranges from 0 dBm to infinity. The return loss becomes infinity when ZL = Z0 and 0 dBm 

for open or short condition. The voltage standing wave ratio (VSWR) is another very 

common parameter used to quantify the reflection. The relation between VSWR and ρ 

is, VSWR = 
(1 − ρ)

(1 + ρ)
. The value of VSWR ranges from 1 to infinity. The VSWR becomes 

infinity for full reflection and 1 for no reflection. 

2.7.2.3.B. Transmission Parameters 

Transmission coefficient (T) is expressed as the ratio of the transmitted signal voltage 

(Vtrans) to the incident signal voltage (Vinc). If |Vtrans| < |Vinc|, this is called insertion loss. 

It is typically expressed in dBm unit. The phase part of T is called the insertion phase. 
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2.7.2.3.C. Group Delay 

Group delay is the actual transit time of a propagating signal through a DUT as a 

function of frequency. It is the derivative of insertion phase response of a DUT w.r.t. 

frequency. Hence, group delay can be considered as the measure of transmission line 

response. 

 

Figure 2.8: Schematic representation of (a) two- and (b) one-port microwave excitation 

and detection systems. (c) A graphical representation of the scattering (S) parameters.  

2.7.2.4. Scattering (S-) Parameters 

S-parameters are the components of scattering (S-) matrix to describe the electrical 

behaviour of a circuit in frequency domain. They are useful to study the electrical 

behaviour of a circuit working at RF or microwave (MW) frequencies. These parameters 

depend on the measurement frequency and port impedance. An electrical circuit is 

usually treated as a black box and it can interact with surrounding circuits through 

connecting ports. The network (interconnection of different electrical elements) is 

characterized with the help of S-matrix. To characterize a network having N number of 

ports an N-dimensional S-matrix is required, which has N2 complex components. At very 

high frequencies, direct measurement of impedance (Z) or admittance (Y) or hybrid (h) 

parameters of a network become hard due to the underneath reasons: 

1. It is difficult to measure total current and voltage of a network in that high frequency 

regime. 

2. It is challenging to achieve perfect open/short condition. 
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3. The DUT may not stay stable under such high frequency regime or in open/short 

condition. 

However, to avoid the above-mentioned difficulties, S-parameters offer the following 

advantages: 

1. It is easier to measure S-parameters in such high frequency regime. 

2. S-parameters can relate with various familiar measurements, such as return loss, 

insertion loss, and VSWR of a network. 

3.  These parameters can also be used to calculate Y, Z, or h- parameters. 

 

2.7.2.4.A. Calculations for the Scattering (S-) Parameters  

According to the numbering convention of S-parameters, the first number signifies the 

port associated with output signal and second number signifies the port associated with 

input signal. If 𝑆21 represents a measurement then the output signal connecting with 

port 2 and incident signal entering to port 1. Whereas if both the numbers are same 

(e.g., 𝑆11), this corresponds to reflection measurement geometry. Figure (2.8) shows 

schematically the measurement conditions for (a) two-port and (b) one-port 

measurement geometries, respectively. Here ZS and ZL respectively correspond to the 

source and load impedances and both are terminated at Z0. VS represents input signal 

voltage level. On the other hand, V1, V2 and I1, I2 represent corresponding potential 

differences and currents across the respective loads. If the incident signals (a1, a2)  and 

acquired signals (b1, b2) represent corresponding voltage traveling waves from the two-

port device then both the b1 and b2 wave can be described as a linear combination of a1 

wave and a2 wave. These relationships can be expressed as follows: 

 b1 =  𝑆11a1 +   𝑆12a2 (2.30) 

 b2 =  𝑆21a1 +   𝑆22a2 (2.31) 

The above two equations can be written in the matrix notation as, 

 [
b1

b2
]=[

𝑆11 𝑆12

𝑆21 𝑆22
] [

𝑎1

𝑎2
] (2.32) 

Now, the four S-parameters can be expressed as: 

1. Forward reflection coefficient, 

 𝑆11 =  
b1

a1
|

a2 = 0

 (2.33) 
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2. Reverse reflection coefficient, 

 𝑆22 =  
b2

a2
|

a1 = 0

 (2.34) 

3. Forward transmission coefficient, 

 𝑆21 =  
b2

a1
|

a2 = 0

 (2.35) 

4. Reverse transmission coefficient, 

 𝑆12 =  
b1

a2
|

a1 = 0

 (2.36) 

These parameters are also shown in Fig. (2.8). The FMR works presented in this thesis, 

only 𝑆11 parameter is extracted by one-port measurement in reflection geometry to 

collect the SW spectra from ferromagnetic nanostructure samples. 
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Chapter 3 

3. Fabrication and Characterization Techniques 

 

3.1. Introduction 

The major challenges to investigate the magnetization dynamics of ferromagnetic thin 

films and nanostructures are fabrication [1,2] of the desired samples and their proper 

characterization. The ongoing trend of miniaturization in the magnetism based research 

demands fabrication of gradually smaller magnets with minimal structural and 

compositional defects. Depending upon the requirements, various cost-effective 

fabrication techniques are used to obtain the desired sample. Subsequently, the 

obtained samples are characterized by using suitable techniques. 

To accomplish the experimental works presented in this thesis, thin films were 

deposited by using magnetron sputtering and electron beam evaporation techniques 

whereas nano-patterning was done with the help of electron beam lithography [3,4] and 

photolithography methods [5]. The surface morphology of these samples was 

investigated by using scanning electron microscope (SEM) [6,7] and atomic force 

microscope (AFM) [8]. The static and quasi-static magnetic characteristics of these 

samples were studied with the help of magnetic force microscopy (MFM) [9-12] and 

magneto-optical Kerr effect (MOKE) magnetometry [13-15]. In the following, we will 

briefly discuss about the aforementioned fabrication and characterization techniques. 

3.2. Lithography Techniques 

Lithography [16] is a widely used fabrication technique that enables to create precise 

and complicated patterned structures at extremely small length scale. There are several 

types of lithographic techniques available in the market depending upon the radiation 

applied for exposure, namely, optical (photo-) lithography [17], x-ray lithography [18], 

electron beam lithography [19] and ion beam lithography [20]. Out of these, we will 

briefly discuss about optical (photo-) lithography and electron beam lithography. 
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Figure 3.1: Schematic illustration of the photolithography process using lift off and ion 

etching techniques. 

3.2.1. Optical (Photo-) Lithography 

This is a popular technique used to fabricate various patterned microstructures. In this 

technique, a light (illumination) is used to create a geometric pattern using optical mask 

(also called photo mask) on the substrate, which is coated with a light-sensitive 

chemical photoresist. This light-sensitive resist enables region-selective removing 

(either the illuminated or the non-illuminated region) of the resist by immersing it into 

the developer as depicted in Fig. (3.1). The whole fabrication setup is composed of four 

fundamental components: 

I. Illumination setup with power supply 

II. Photo mask with desired pattern 

III. Exposure system 

IV. Photoresist  
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The photolithography is faster than the other lithography processes. However, the 

fabrication of a sub-micrometer (< 1 μm) feature using this system is limited by the 

diffraction limit of the light. In the following, we will discuss about four major steps to 

fabricate a sample using photolithography technique. 

3.2.1.1. Substrate Cleaning 

The self-oxidized Si (001) is selected as a substrate material. A diamond scriber is used 

to prepare the substrate by cutting several square shaped pieces from a single Si wafer. 

These substrates are cleaned by using ultrasonication method in acetone (propanone). 

Subsequently, they are rinsed thoroughly by isopropyl alcohol (IPA). The two above-

mentioned processes remove organic and inorganic contaminants from the substrates. 

All these cleaned substrates are blow-dried by using high pure N2 gas. 

3.2.1.2. Resist Coating 

At first, the omnicoat or hexamethyldisilazane (HMDS) [21] primer is coated on the 

substrate as a release layer by using a spin coater system [22,23]. This uniform thin 

layer of primer provides better adhesion between the substrate and the photoresist. 

Thereafter, the primer-coated substrate is baked at a predefined temperature for a fixed 

time duration. Subsequently, a thin layer of either positive photoresist [24] (AZ-1500) 

or negative photoresist [25] (SU8) is coated on top of the primer by utilizing same spin 

coater system. It is baked again to remove solvent from the photoresist that increases 

the adhesion capability. The thickness of the resist layer can be achieved in the range 

from ~0.5 - 2 μm by applying the aforementioned procedure. Two types of photoresist 

is mentioned here, namely, positive and negative. In case of positive photoresist (AZ-

1500), the light changes the solubility of photoresist in such a way that the developer 

will dissolve away only exposed regions. Whereas for negative photoresist (SU8), the 

developer will dissolve away only unexposed regions. 

3.2.1.3. UV light Exposure and Developing 

The photomask is placed above the resist-coated substrate. This photomask contains 

the desired patterns, which is to be fabricated on the substrate. Subsequently, the 

photoresist is exposed to ultraviolet light with typical intensity range of 70 - 90 
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mJ/mm2 through the photomask. A convex lens is placed in between the light source 

and photomask to illuminate the photomask uniformly. Therefore, the exposed regions 

of the photoresist become soluble or insoluble into the developer depending upon the 

type of photoresist (positive or negative) employed. Thereafter, the exposed substrate 

is immersed into the developer solution AZ/SU8 for ~40 - 80 seconds. Subsequently, it 

is rinsed for ~1 – 2 min by either de-ionized water suitable for AZ-1500 or IPA suitable 

for SU8. In the next step, it is blow-dried by applying high pure N2 gas. The above-

mentioned process provides the resist pattern on the substrate. Thereafter, a thin film 

of desired material (such as permalloy) is deposited on top of the resist pattern by using 

electron beam evaporation technique. 

3.2.1.4. Lift-off and Etch-back Processes 

The residual photoresist is removed from the top surface of the substrate through lift-

off process by using either acetone (for AZ-1500) or remover PG (for SU8). 

Subsequently, the processed substrate is cleaned by using ultrasonic agitation in IPA for 

few minutes. Afterwards, it is blow-dried by applying high pure N2 gas and the 

patterned microstructures of desired material is obtained. The aforementioned steps 

are familiar with the bottom-up approach of lithography technique. Whereas in top-

down approach, initially a thin film of desired material is deposited and then the 

photoresist is patterned on top of this thin film by photolithography technique. In this 

case, ion milling instrument is employed to conduct region-selective etch back of the 

thin film by using reactive ions. Lastly, the residual photoresist is removed from the 

substrate and the desired patterned microstructures is obtained as shown in Fig. (3.1). 

All the coplanar waveguides (CPWs) are patterned by using maskless photolithography 

technique to perform the broadband vector network analyzer (VNA) based 

ferromagnetic resonance (FMR) measurements. In the following, we will briefly 

discussed about the maskless UV photolithography technique. 
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Figure 3.2: Schematic diagram of maskless photolithography system. 

3.2.2. Maskless Optical Photolithography 

In case of conventional photolithography, the blueprint of the desired geometric pattern 

is transferred from physical photomask to the light-sensitive resist applying 

illumination via photomask. A physical photomask is used in that system, which is 

typically comprised of chrome or glass substrate. Whereas no physical photomask is 

required for maskless lithography [26,27] technique that makes it cheaper and faster. A 

schematic diagram of the maskless photolithography system is presented in Fig. (3.2). 

The current advancement of microelectronic mechanical systems (MEMS) has opened 

new door toward the light manipulation that enables manufacturing of new lithographic 

tools like spatial light modulators (SLMs). For instance, liquid crystal (LC) light 

modulators and digital micromirror devices (DMDs) [28] are useful lithographic tools, 
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which are used to create intensity pattern of light to illuminate the photoresist. A 

projection system is required in SLM based lithography system to fabricate the desired 

structures particularly in submicron regime. Several focusing lenses with large 

numerical aperture (NA) are employed in the projection system to achieve few 

hundreds of nm depth of field. In addition, a highly precise projection of illumination is 

required for the fabrication of high quality microstructures using the SLM based 

technique. The autofocus based projection system is typically used because manual 

focussing is less precise than autofocussing. In addition, autofocus is faster process than 

the manual focus. The autofocus systems can be categorized into active and passive 

approaches. 

3.2.2.1. Active Autofocus System 

The autofocus systems achieve the required focus by maintaining the autofocusing (AF) 

parameter at a desired value by adjusting the distance between the lens and the surface 

of an object. This is a repetitive process and it continues until the focusing is obtained 

according the specified AF parameter. The optical triangulation sensing or time-of-flight 

(TOF) sensing based techniques are typically used to measure distance and 

displacement of the surface. Reflected waves are studied in optical triangulation sensor 

to locate position on the surface. Whereas in TOF sensing, the time of light is measured 

to travel from source to the surface and back. To accomplish this process various type of 

light sources are used such as light emitting diode (LED), laser, or infrared light. 

However, the poor contrast of the sample, shallow depths of field and low illumination 

on the surface are some factors, which can result low-quality autofocusing. 

3.2.2.2. Passive Autofocus System 

The correct focus of the image is determined by the passive analysis of the captured 

image. The passive autofocusing can be obtained by contrast measurement or phase 

detection technique. The contrast-measurement autofocus is obtained by measuring the 

contrast of the image within a sensor field. When the image is correctly focused, the 

adjacent pixels of sensor show higher intensity difference. Hence, the adjustment of the 

imaging system continues until the highest contrast of the image is achieved. However, 

the contrast-measurement autofocus systems are cost-effective and robust. In case of 
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phase detection measurement, pairs of images of the surface are created with the help 

of a beam splitter, set of lenses, mirrors and autofocus sensors. Subsequently, the phase 

detection is achieved by analysing these two images for identical light intensity pattern. 

Therefore, the phase-detection autofocus systems demand additional sensors and more 

complex imaging system that makes it expensive. 

We have used two maskless photolithography systems to fabricate our samples, which 

are D-light-DL1000RS and DL1000SG/RWC from NanoSystem Solutions. Some salient 

features of these lithography systems are in the following. 

1. Long durability illumination source (such as semiconductor laser or/and LED). 

2. The exposure system employs DMD and a telecentric optics based illumination 

system to ensure immediate exposure of predefined pattern on the photoresist. 

The AutoCAD [29] software is used to create the desired pattern. It makes 

alignment procedure more precise and simple. 

3. The combination of the laser light source and DMD system enables high pattering 

speed with the help of high-resolution pattern generator including ultrafast 

mirror switching speed. 

4. The dimension of patterned structures can be tuned in the range from few mm to 

few tens of cm. 

5. The real-time autofocus system enables to pattern microstructures even on 

transparent or warped substrates. 

6. Both surface pattern and exposure pattern can be observed simultaneously with 

the aid of coaxial observation system. 

7. The CCD camera enables viewing of the substrate along optical path of exposure, 

which facilitates to achieve better alignment. 
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Figure 3.3: Schematic diagram of the electron-beam lithography process. 

3.2.3. Electron Beam Lithography (EBL) 

The electron-beam lithography (e-beam lithography or EBL) technique is widely used to 

draw custom shapes onto a substrate by scanning with a focused electron beam. At first, 

the substrate is coated with an electron-sensitive layer called resist as shown in Fig. 

(3.3). The solubility of the resist changes when the electron beam is incident on it, which 

enables region-selective removal (either the exposed or the non-exposed areas) of the 

resist by immersing the processed resist into a solvent. Very tiny structures are 

fabricated onto the resist using this technique. Subsequently, it is transferred to the 

substrate by etching process. This technique offers very high resolution. It can fabricate 

structures with sub-10 nm resolution, which is much better than the optical lithography 

in terms of resolution. However, the basic principles are same for both the techniques. 

In case of EBL, the substrate is cleaned in a similar process as mentioned in 3.2.2.1. 

Subsequently, the bottom layer of polymethyl methacrylate (PMMA) [30,31] is spin 

coated on the substrate at some specific conditions to achieve predefined thickness of 
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this positive resist. Similarly, the upper layer of copolymer resist, namely, methyl 

methacrylate (MMA) [32] is prepared on top of the PMMA layer at some specific 

conditions. Hence, the bilayer (PMMA/MMA) resist coated substrate is obtained. This 

bilayer resist enables more uniform patterns and the lesser missing features as compare 

to the single layer resist. However, sometimes people use single layer resist PMMA in 

EBL technique. In our measurement, a scanning electron microscope (Elionix Inc.: ELS-

7700H) was employed to produce focused electron beam for writing on the resist. On 

the other hand, the Auto CAD system is used to design the custom shapes. Subsequently, 

the system scans the resist according to the design by using the focused electron beam 

with predefined parameters e.g., resolution, electron beam current, dose, and energy. 

This processed resist is then immersed in MIBK [33,34] (methyl isobutyl ketone) 

developer to obtain the desired 3-D patterns onto the substrate. Finally, the substrate is 

rinsed with IPA to remove the residual developer and the desired sample is obtained. 

The maskless e-beam lithography technique provides better control in fabrication but it 

takes longer time to prepare the sample compare to other lithographic techniques. 

3.3. Thin Film Deposition Techniques 

The e-beam lithography technique was employed to fabricate the ferromagnetic 

nanostructures on top of the Si substrate, which we have discussed in the previous 

section. However, to grow a high quality thin film on top of the substrate or coat the 

nanostructures as protective layer, the sputtering [35,36] and electron beam 

evaporation [37] techniques were used. In the following, we will briefly discuss about 

these two thin film deposition techniques. 

3.3.1. Sputtering 

Sputtering is a kind of high-vacuum based physical vapor deposition (PVD) [38] 

technique to grow thin films. This technique facilitates to the growth of very high 

quality single or multilayer thin films in a well-controlled manner. The basic principles 

of this technique involve producing positively charged ions of a controlled gas (usually 

chemically inert gas) in a vacuum chamber, which are then accelerated toward source 

(target) material to dislodge atoms or molecules. Subsequently, this sputtered material 
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traverses the vacuum chamber as a vapor stream and hits the substrate to form desired 

thin film. 

 

Figure 3.4: Schematic illustration of the sputtering technique. 

At first, an inert gas (typically Ar) is inserted into the vacuum chamber as shown in Fig. 

(3.4). Subsequently, a negative potential is applied to the target (source) material and 

positive potential is applied to the substrate. Therefore, the target and substrate act like 

cathode and anode, respectively. The inert gas, which is placed in between the target 

and the substrate, creates sustainable plasma when a very high voltage is applied. In 

case of non-conductive material [39] (such as SiO2, Al2O3) deposition, the AC power 

supply (RF) is used to avoid accumulation of positive ions on the surface of the target. 

However, a conductive material can be deposited (such as Ni, Co, NiFe) with either of RF 

or DC power supply. The sputtering process starts when the free electrons from the 

negatively charged target material accelerate toward the substrate through plasma 

environment. During this motion, the collision between a free electron and neutral Ar 

atom produces a positively charged Ar+ ion with secondary electron. Now, these 

positively charged Ar+ ions attract toward negatively charged target material and hence 

they strike the target surface with very high momentum. These collisions lead to 
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‘sputter off’ of neutral atoms from the target surface due to sufficient momentum 

transfer. Finally, the sputter yield travels and deposit on the substrate to form a thin 

film. The optimized rotation of the substrate makes uniform deposition. 

However, the conventional sputtering technique shows two major drawbacks, which 

are slow rate of deposition and overheating of the target material due to exhaustive 

bombardment of electrons. These issues can be removed by employing magnetron 

sputtering. The additional magnets are placed at the backside of the cathode to trap the 

free electrons. This technique controls the target’s temperature by managing the speed 

of electrons before bombardment, and hence, it enhances the ionization probability of 

the Ar atoms. Consequently, the deposition rate is automatically increased. 

The traditional DC sputtering technique provides cost effective way to deposit thin films 

of conductive material (such as gold). Whereas the RF sputtering technique is used for 

the deposition of dielectric material, as previously mentioned, although it is 

comparatively cost expensive technique. However, the RF sputtering has several 

advantages over the traditional DC sputtering. When a non-conductive material is used 

as target, it can generate polarized charges during sputtering. This polarized charges 

cause non-uniform deposition, which can be eliminated by employing RF system where 

sign of the potential changes in alternative cycle. In addition, the RF sputtering system 

reduces development of racetrack erosion [40] on the target during sputtering. In case 

of magnetron sputtering, specially for DC magnetron sputtering system, the target is 

sputtered in circular fashion due to presence of circular magnetic field profile. However, 

the RF sputtering system provides less confined magnetic field, which leads racetrack 

erosion profile with much less depth and width. Consequently, the RF sputtering system 

makes more uniform thin films of non-conductive material and utilizes a target 

efficiently. However, the RF sputtering system provides slower deposition rate due to 

the absence of secondary electron generation, and it requires higher power than the DC 

sputtering system. 
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Figure 3.5: Schematic illustration of electron beam evaporation (EBE) system. 

3.3.2. Electron Beam Evaporation (EBE) 

Electron beam (e-beam) evaporation is also a variant of PVD. This technique facilitates 

to deposit thin films, which are harder to deposit by thermal evaporation technique 

(such as Au and Ti). In this technique, the target material is placed in a graphite crucible, 

which is then kept inside a vacuum chamber. The e-beam is produced from a hot 

tungsten filament by using thermionic emission process [41]. The deflecting magnet is 

used to guide the e-beam and subsequently the beam is focused on the target by the 

focusing magnet. The target material is bombarded with this focused electron beam. As 

a result, thermal energy is generated, which heats up the surface of the target material 

very rapidly. Once temperature reaches sufficiently high, the target material is 



 
 

55 

evaporated (or sublimate) within a vacuum environment. Finally, the vapor is 

condensed onto the substrate and deposition of the thin film is occurred. The sample 

holder attached with the substrate is continuously rotated during the deposition with 

the aid of a rotation motor to ensure uniform deposition. If perpendicular deposition is 

required the distance between substrate to target material is kept long enough (~15 −

20 cm) in a highly evacuated deposition chamber. The focused e-beam enables confined 

bombardment i.e., only the area occupied by target material, which eliminates any 

unwanted contamination from the crucible. Additional advantages of this technique 

include rapid deposition rate, high thermal efficiency, high reliability and high 

productivity. 

3.4. Sample Characterization Techniques 

In materials science, sample characterization is an essential step before performing any 

experiment on that sample. Specially, precise sample characterization is required for 

the patterned nanostructures fabricated using lithographic techniques. Although a set of 

delicate equipment are used to perform these lithography techniques, the fabricated 

nanostructures frequently show deviation from the desired dimensions, physical shape 

and chemical composition due to various factors including fabrication conditions, 

complicated fabrication process, mishandling of the samples, etc. The electron beam 

evaporation or the sputtering technique are used to prepare the high quality magnetic 

thin films. In this case, sample characterization is required to check chemical 

composition, thickness, roughness and different magnetic properties.  All the techniques 

used for sample characterization in this thesis are briefly discussed in the following. 

3.4.1. Scanning Electron Microscope 

The scanning electron microscope (SEM) is a very popular and widely used research 

equipment for the imaging of samples in the size range from nanometer (nm) to 

millimeter (mm). It is used to study the surface topography and morphology by 

scanning with a focused beam of electrons. The interaction between the focused beam 

of electrons and sample surface produces various signals, which are investigated to get 

information about the texture and composition of the sample surface. This technique 

provides far better spatial resolution (~1 nm) compare to the conventional optical 
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microscopy because electron has much shorter de Broglie wavelength. A cathode is 

used here to generate a stream of electrons either by employing thermionic emission 

technique or by applying a high electric field. In case of thermionic emission technique, 

an electron gun with tungsten filament cathode is typically used as the electron source, 

whereas in second case a field emission cathode is employed to generate electrons. The 

field emission technique [42] provides higher spatial resolution than the thermionic 

emission technique because field emission technique generates comparatively 

narrower electron beam profile. To accelerate these emitted free electrons a gradient of 

electric field is applied. The energy of these electrons can be tuned in range from few 

hundreds of eV to few tens of kV. 

 

Figure 3.6: Schematic illustration of the scanning electron microscope (SEM). 
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The accelerated electron beam is focused by placing one or two electromagnetic 

condenser lenses as shown in Fig. (3.6). Subsequently, the beam is traversed through a 

pair of deflector plates or scanning coils. As a result, the beam is deflected in the x and y 

directions (i.e., in the sample plane), which enables the beam to raster scan the two 

dimensional rectangular area of the sample surface. On the other hand, when the high-

energy electron beam falls on the sample surface, electrons lose their energy due to 

scattering and absorption phenomena. Consequently, the formation of variety of signals 

is occurred, which include secondary electrons, backscattered electrons, transmitted 

electrons, auger electrons, visible light, and photons. Out of them, only secondary 

electrons are used to produce a SEM micrograph. The secondary electrons are 

generated because of the inelastic scattering between the incident electrons and atoms 

of sample. Finally, the two-dimensional SEM micrograph for the selected sample area is 

formed by plotting the spatial intensity variations of these secondary electrons with 

respect to that of incident primary electrons. 

In addition, the SEM micrograph shows large depth of field because a very narrow 

electron beam is utilized here. Therefore, SEM can also generate three-dimensional (3-

D) image, which is very important to investigate the surface structure of the samples. 

However, the sample surface should be electrically conductive and electrically grounded 

to prevent any defects in the micrograph because a nonconductive sample surface 

accumulates electrostatic charge when it is scanned by a beam of electrons. This issue 

can be fixed by coating the sample surface with a thin layer of conducting material. 

3.4.2. Atomic Force Microscope and Magnetic Force Microscope 

Atomic force microscope (AFM) [43] is one type of very high-resolution scanning probe 

microscope. This equipment is specially designed to image the topography of a 

specimen with resolution of sub-nanometer length scale. The reaction of the probe due 

to the forces applied by the sample is used to generate a three-dimensional image of the 

topography of a sample. Piezoelectric elements are incorporated to balance the 

interaction force. It enables precise scanning of the sample surface by measuring very 

small but accurate and precise movements of the sample. The AFM probe typically 

consists of a sharp tip attached at the free-swinging end of a cantilever. In general, the 

radius of the AFM tip varies in the range of a few nm to few tens of nm whereas the 
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dimension of the cantilever is in μm length scale. When the tip approaches the sample 

surface, the close-range, it experiences deflection due to the effects of various long and 

short-range forces such as magnetic force, Van der Walls force, electrostatic force, 

chemical bonding and capillary force. The different features present on the sample 

surface influence the deflection of the cantilever. A laser beam is employed to detect the 

deflection of the cantilever by reflecting it from top flat surface of the cantilever. This 

reflected laser beam is incident on a position-sensitive photo-detector (PSPD) that is 

used to map the deflection changes. The PSPD consists of four segments and their 

differences indicate the laser spot position on the detector, which indirectly helps to 

estimate angular deflection of the cantilever. A 3-D topography of the sample surface is 

achieved by raster scanning over surface as schematically shown in Fig. (3.7). 

 

Figure 3.7: Schematic illustration of atomic force microscope (AFM) technique. 

Depending on the tip-to-sample distances, the AFM offers three different working 

modes, namely, the contact mode, the non-contact mode, and the tapping mode. Below, 

these three working modes are discussed in briefly: 

1. Contact Mode: In this mode, the tip raster scans [44] the sample in continuous 

physical contact with the surface. This technique is typically employed to image 

hard surfaces where the presence of lateral forces due to the tip can be 

neglected for modification of the morphological features. This mode provides 
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very high-resolution images in atomic and molecular length scale for crystalline 

surfaces. In this case, a constant repulsive force is maintained between the tip 

and the sample surface, and thus, this mode also called the static mode AFM. To 

sustain this constant repulsive force, a feedback loop is used to supply feedback 

voltage to the piezo. These feedback responses are mapped to generate a 

topographic image of the surface. A cantilever with low stiffness constant is used 

to avoid substantial damaging of the sample surface by achieving large enough 

deflection for a feedback response of small interaction force. 

2. Non-Contact Mode: To avoid modification of a soft sample surface due to 

physical contact of the tip, the non-contact AFM mode [45,46] is used. In this 

mode, the tip remains very close (few tens of Å) to the sample surface and the 

longer-range attractive interactions such as Van der Walls force is traced to 

generate the topographic image of a surface. In this case, the deflection of the tip 

is very low in magnitude due to the variation of much weaker attractive forces 

compare to the forces act in contact mode. Therefore, the cantilever is given a 

small vibration externally and the weak force between the surface and tip is 

measured by recording the modulation in amplitude, frequency or phase of the 

vibrating cantilever as encounter the sample features during scanning process. 

3. Tapping Mode: This mode [47] is commonly applied to conduct AFM 

measurement in ambient conditions or in liquids. In ambient conditions, a liquid 

meniscus layer is developed on the surface of most samples. The contact mode 

AFM is not applicable in this case due to surface damaging issue. In tapping 

mode, the cantilever is typically excited to oscillate by using a small piezoelectric 

crystal connected with the cantilever holder. The oscillation frequency of the 

cantilever is set near to its resonance frequency. Subsequently, the tip is brought 

close proximity of the sample surface and then the tip starts to tap the surface 

during oscillation. During scanning, the amplitude of the cantilever’s oscillation 

changes according to the varying forces act on the tip due to surface topography. 

Finally, the micrograph for surface topography is obtained by monitoring these 

amplitude changes. 

The magnetic force microscope or MFM is a special variant of an AFM. This technique is 

employed for studying the sample surfaces with magnetic properties. The probe 
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(scanning tip) is coated with a magnetic material to sense the variation of the magnetic 

field. A magnetic material with high coercivity (like Co-Cr) is used as the coating 

material so that the magnetization state of the tip remains unaffected during surface 

scanning. The MFM tip experiences various forces including magnetic force, atomic 

force and electrostatic force when it is placed very close to the magnetic surface. 

However, a good quality AFM image is captured before starting the MFM measurement. 

Subsequently, the tip height is adjusted to suppress the other forces in comparison of 

magnetic force. Finally, the tip is placed at the optimum height and scans the surface 

again to acquire the MFM image with best possible magnetic contrast. 

3.4.3. Static Magneto-Optical Kerr Effect (SMOKE) Microscope 

The static magneto-optic Kerr effect (SMOKE) microscopy is a useful optical technique 

[48-50] to study static magnetic properties of diverse ferromagnetic systems including 

thin films, patterned nanostructures or nanoparticles. The vibrating sample 

magnetometer (VSM) is used to measure the bulk magnetic properties of a whole 

sample whereas static MOKE provides localized and surface sensitive detection. This 

measurement technique functions on the principle of magneto-optic Kerr effect. In our 

laboratory, static MOKE setup is used to measure Kerr rotation as a function of the 

applied bias magnetic field i.e., hysteresis loop of a ferromagnetic sample in longitudinal 

MOKE geometry. The schematic diagram of the static MOKE setup in our laboratory is 

shown in Fig. (3.8). 
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Figure 3.8: Schematic diagram of static magneto-optical Kerr effect (static MOKE) 

microscope in longitudinal geometry. 

A continuous laser output from the helium-neon (He-Ne) laser is employed as a light 

source. This He-Ne laser produces output beam of wavelength 632.8 nm with power 

~15 mW. At first, the laser beam is passed through a variable attenuator for intensity 

optimization. Subsequently, this beam is traversed through a Glan-Thompson Polarizer. 

After that, the plane polarized (s-polarization) beam is chopped with the help of a 

mechanical chopper at ~2 kHz frequency. The chopper is controlled by operating a 

controller unit. The frequency of the chopper is saved as the reference frequency in the 

lock-in amplifier to execute a phase-sensitive measurement. The beam is then steered 

by the highly reflecting mirror to a lens and subsequently the laser is incident on the 

sample. This lens is used to focus the chopped beam onto the sample under test. The 

external magnetic field is applied with the aid of an electromagnet. The sample is 

mounted in between two cylindrical pole pieces of the electromagnet using a suitable 

sample holder that is attached with an x-y-z stage. The strength of the magnetic field is 

varied by sending variable current through the coils of the electromagnet by using a 

variable voltage source. The plane of polarization of the plane-polarized beam is rotated 

after reflecting from the magnetic sample surface because of the magneto-optical Kerr 
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effect. The reflected beam is then guided through another lens and finally this 

elliptically polarised laser is entered into the optical bridge detector (OBD). 

The polarized beam splitter (PBS) is one of the important components of OBD. This PBS 

splits incident laser beam into two orthogonally polarized components A and B. 

Subsequently, two photodiodes are used to convert these split optical signals into 

electrical signals with the help of electronic circuitry including a lock-in amplifier 

(Model: SR830 DSP, Stanford Research System). In absence of the bias magnetic field, 

the ‘balanced’ condition (i.e., A = 𝐵) of OBD is achieved by manually tuning the axis of 

orientation of the PBS. Whereas in presence of the bias magnetic field, the 

magnetization of the sample is manipulated and hence the plane of polarization of the 

reflected light is changed due to the magneto-optical Kerr effect. Consequently, the 

reflected beam is now divided into two unequal components i.e., A ≠ 𝐵 by the PBS. The 

difference signal (A−𝐵) is directly proportional to the magnetization present in the 

sample. The hysteresis loop is obtained by measuring the value of (A−B) as a function of 

strength of the bias magnetic field. The calibration factor is calculated by rotating the 

axis of the PBS by 1° (or suitable amount) away from the balanced position on both 

sides and the corresponding dc outputs in the detector are recorded. This calibration 

factor is used to convert the lock-in voltage or (A−B) into Kerr rotation or 

magnetization. We can extract various information of the magnetic sample from the 

obtained hysteresis loop for instance, coercivity, switching field, remanence, anisotropy, 

saturation magnetization, which are used for the sample characterization. 
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Chapter 4 

4. Experimental Measurement Techniques to Study 

Magnetization Dynamics 

 

4.1. Introduction 

Several experimental measurement techniques have been developed to study the 

magnetization dynamics at ultrashort time scales and lengths over last few decades. In 

this thesis, two very involved measurement techniques have been used, namely, vector 

network analyzer based FMR (VNA-FMR) [1] and time-resolved magneto-optic Kerr 

effect (TR-MOKE) microscopy [2,3]. The VNA-FMR operates in frequency domain and 

provides very high resolution and sensitivity over a broad frequency regime. Whereas 

the TR-MOKE microscope offers ultra-high temporal resolution (~ sub-100 fs) as well as 

spatial resolution of sub-μm regime. Freeman et al. first performed the time-resolved 

MOKE measurement in 1991 [4]. The TR-MOKE microscope works in time domain and 

its temporal resolution depends on the pulse width of the laser. These two above-

mentioned methods have been used to acquire experimental data for the study of 

magnetization dynamics in FM thin films and nanostructures. In the following, we will 

briefly describe about the principles, components and advantages of the above-

mentioned measurement techniques. 

4.2. Broadband Ferromagnetic Resonance (FMR) Spectrometer 

The magnetic system is excited by an RF current launched from the VNA. The dynamics 

of the magnetization can be studied as a function of the bias magnetic field and power of 

the microwave input signal. A coplanar waveguide (CPW) is employed to measure the 

real part of forward reflection coefficient (S11) in reflection geometry. This technique 

provides a straightforward measurement of FMR over a broad frequency window. The 

complete broadband VNA-FMR setup is shown in Fig. (4.1). 
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Figure 4.1: A photograph of the ferromagnetic resonance spectrometer equipped with 

broadband vector network analyzer and probe station, installed in the laboratory of 

Prof. Anjan Barman at the S. N. Bose National Centre for Basic Sciences, Kolkata, India. 

(b) A pictorial illustration of the sample holder and the GHz-frequency picoprobe 

mounted on a custom-built probe station. 

4.2.1. Experimental Setup 

The broadband FMR experiments in FM samples are performed using a VNA (Agilent, 

PNA-L N5230C) along with a home-built probe station as schematically illustrated in 

Fig. (4.1). This high-frequency probe station has an electromagnet to apply in-plane bias 

magnetic field to the samples. The electromagnet is powered by a high voltage bipolar 

power supply (KEPCO, BOP 36-6D). It can deliver DC current up to 6A and DC voltage 

ranges from 0 to ± 36V. The probe station is equipped in such a way that the azimuthal 

angle of the in-plane bias magnetic field can rotate by up to 360 degrees. Two pole- 

pieces of the electromagnet are mounted on a rotation base having 1-degree angular 

resolution. A CCD camera-based microscope (Shodensha Inc.) supported with 

illumination setup is used as a sample viewing system. A multi-axis micro positioner 

(NPS, 800MRF-L) is used to make contact between microscale picoprobes and the CPW. 

The stimulus input signal is swept in a wide frequency range (10 MHz to 50 GHz) in the 

form of a microwave current (Irf) and fed into the CPW microstructure using a 

nonmagnetic ground-signal-ground (G-S-G) type probe (GGB industries, Bandwidth of 

40 GHz, Model No. 40A-GSG-150-EDP) via a RF coaxial cable (Model No. N1501A-203). 

This microwave current generates a microwave magnetic field (hrf) perpendicular to the 

Irf. The microwave power (P) of the input signal can be varied by the VNA in the range of 

−15 dBm to +20 dBm. As discussed in section (2.7.2.2.A.) of chapter 2, all the 
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experiments using VNA have been performed in reflection measurement geometry. In 

reflection measurement, the short-circuited CPW is used to measure forward reflection 

coefficient (S11) using a single picoprobe. The microwave power is absorbed from both 

incident and reflected signals by the sample because of ferromagnetic resonance. 

Consequently, it generates the characteristic FMR spectrum of that ferromagnetic 

sample in reflection measurement. The characteristic FMR spectrum is subtracted from 

a reference signal measured at a highest bias magnetic field to minimize the nonlinear 

backgrounds present in the spectrum. However, sometimes nonmagnetic humps still 

appear in the FMR spectrum that do not show any bias magnetic field dependence. 

Finally, the real part of S11 parameters as a function of microwave power, bias field 

strength or orientation are extracted to study the FMR resonance spectra of 

ferromagnetic samples. 

 

Figure 4.2: (a) Schematic diagram of the short-open-load (SOL) kit used to calibrate the 

vector network analyzer (VNA). (b) Optical microscope image of the CPW along with the 

ground-signal-ground type picoprobe. 

4.2.2. Calibration Procedure 

The fundamental reason behind the need of a systematic calibration of VNA is to extract 

best possible results from a sample. The calibration of a setup minimizes all the 

unwanted and erroneous signals originating from various internal and external sources 

[5,6]. Whenever an experimental system produces any doubtful signal from a standard 

sample, calibration is required to reproduce acceptable signal in accordance with the 

standard one. The accuracy of this calibration process is solely limited by the standard 

kit and expert hand of calibration. In the VNA-FMR setup, the CS-5 calibration substrate 

from GGB industries has been employed as a standard kit. The typical components 
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require to calibrate a microwave measurement system include open, short, load and 

through. The successive contacts are made between the probe and a set of gold pads 

patterned on the calibration substrate to perform short-open-load (SOL) method [7-11] 

of calibration in reflection measurements. The electrical ‘short’ is executed by making 

contact between the picoprobe and shorting bar or offset ‘short’. The electrical 

characteristics in short condition include a very small inductance that depends on the 

pitch (tip spacing) of the probe. This inductance is thought of as an equivalent electrical 

path in series connection with the perfect ‘short’.  The ‘open’ circuit helps to avoid the 

pick-up of fringing electric fields at the tip of the probe. The ‘load’ pad comprises of two 

100 Ω thin-film resistors in parallel to make the well-defined 50 Ω termination to 

execute maximum transfer of power. Particularly in high frequency regime, the ‘load’ 

can manifest as either a low shunt capacitance or a low series inductance depending 

upon the pitch value of the probe. Since the resistor pads and open pads are almost 

identical thus, load capacitance value is nearly same with the open capacitance. 

Similarly, the current path length in ‘load’ condition and ‘short’ condition are almost 

identical. As we know that, the inductance causes current to lag behind the voltage 

whereas current leads the voltage due to the effect of capacitance. These two opposing 

consequences tend to compensate each other, which makes ‘load’ almost purely 

resistive for some intermediary probe pitch. 

4.2.3. Requirement of Calibration 

VNA must be calibrated before performing any S-parameter measurement. The 

systematic calibration ensures that the VNA can provide the best possible accuracy 

during measurement. This calibration remains valid until the effects due to systematic 

errors are insignificant. The systematic errors in a VNA-FMR setup include directivity, 

load mismatching, reflection loss, crosstalk etc. Even any change of environmental 

parameters during the measurement time may lead to recalibration due to the 

significant degradation of accuracy. For instance, only 1℃ change in surrounding 

temperature may force for recalibration. In addition, the other factors like cleanliness, 

calibration standards, quality of test port connectors, human errors highly influence on 

the measurement repeatability and accuracy. In the following, we will briefly discuss 

some of the important factors related to systematic error. 
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4.2.4. Crosstalk 

In a multi-channel network system, the microwave crosstalk means coupling of high-

frequency unwanted signals from one channel of the system to another. The crosstalk 

[12-15] can cause significant degradation of the calibration. For instance, if one probe of 

a VNA is calibrated employing an ‘open’ pad whereas another one is making contact 

with a nearby ‘open’ pad, an unwanted conducting of signals from one port to another is 

occurred. Consequently, this will differ the calibration of the first probe. In addition, the 

dissimilar probe spacing and closely spaced transmission lines increase the noise level 

due to the enhancement of crosstalk. Fortunately, the crosstalk effect is negligible for all 

the microstructures employed in the standard calibration substrate (CS-5). However, if 

the sample to be measured need placement in between the probes and the required 

area dimension is less than the pitch value (150 μm) of the probe then the crosstalk 

effect can limit the measurement accuracy. 

4.2.5. Spurious Modes 

Spurious modes are unintended modes that can originate from harmonics, 

intermodulation, electromagnetic interference, or frequency conversion in an electrical 

system. The structures (pads) used during calibration can absorb signals from the 

adjacent one. For example, any one of (‘load’ or ‘open’ or ‘short’) the calibration pads 

can absorb significant fraction of the signals from the adjacent pad to make an anomaly 

in the output spectrum [16]. The through-lines are typically patterned in the calibration 

substrate for the propagation of balanced coplanar mode. Where both the magnetic and 

electric fields are confined in a gap formed between the ground planes and the central 

line. If the substrate is attached with a metallic holder, the metallic holder can function 

as a ground plane that leads to a small fraction of signal dissipation. It can also produce 

anomaly in the calibration. This situation can be avoided easily by using electrically 

insulated holder as a replacement of metallic holder. Sometimes spurious modes are 

produced due to the nonlinear response of the DUT at very high frequencies. 

4.2.6. Directivity 

Directivity describes the ability of a coupler to separate out signals flowing in the 

reverse direction within the same coupler. The directivity of a coupler significantly 
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affects the accuracy of the measurements. Larger directivity suggests higher 

performance of the VNA. In essence, the directivity measures the amount of 

measurement error introduced by a reverse signal in a coupler. Ideally, there should not 

be any high frequency reverse signal at the coupled port. However, in reality, some 

amount of power dissipation of the reverse signal occurs at the coupled port because of 

finite isolation between each port. The isolation of a coupling device can be expressed 

as: 

Isolation (dB) =  −log10 (
reverse coupled power

reverse power
) 

Isolation is one of the important parameters of a coupling device. On the other hand, the 

directivity is defined as: 

Directivity (dB) = Isolation (dB) − Coupling factor (dB) − Insertion loss (dB) 

4.2.7. Device Measurement 

The mismatch of the probing environments, i.e. between the device (sample) and 

standard calibration substrate during measurement is another source of errors. The 

base material for the device and the standard calibration substrate are typically 

different and more importantly the dissimilarities of line width and spacing between 

them lead to a difference in the output signal. A technique named “de-embedding” can 

be used to remove the above-mentioned difference. The de-embedding is a post-

measurement procedure to extract information about the device under test after 

minimization of the errors. The basic idea is making exactly similar structures on top of 

the calibration substrate as in device to be tested (DTBT). For instance, if DTBT 

comprises of probe pads with connecting stripes then identical probe pads including 

connecting stripes but without device can be measured for testing with a probe that has 

been calibrated with the standard calibration substrate. These obtained test outputs can 

be used for the measurement of DTBT. 

4.3. All-Optical Time Resolved Magneto-Optical Kerr Effect (TR-MOKE) 

Microscope 

The development of an all-optical TR-MOKE microscopy made the TR-MOKE 

measurement [17] more advanced. All optical measurement process makes it a special   
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technique, where a femtosecond laser is used for the excitation of the spin system, while 

a part of the same laser is used to probe the subsequent magnetization dynamics. 

Additional advantages of a TR-MOKE microscope system include non-invasive nature, 

simple sample fabrication process and very high spatial-temporal resolution that enable 

to study the magnetization dynamics of a single or array of nanomagnets. 

4.3.1. Primary Components of the Setup 

Two photographs of the TR-MOKE microscope setup are shown in Fig. (4.3). The 

primary components [18-22] of the setup are labelled in the figure. 

 

Figure 4.3: (a) Photograph of the time-resolved magneto-optical Kerr effect microscope 

developed in the laboratory of Prof. Anjan Barman at the S. N. Bose National Centre for 

Basic Sciences, Kolkata, India. (b) A magnified view of the detection procedure. The 

important components are labelled in the photographs. 

4.3.2. Description of Laser 

The TR-MOKE microscope setup has three different lasers. A diode pumped solid-state 

laser (DPSS) having wavelength 𝜆 = 532 nm is employed to pump the mode-locked 

Ti:sapphire laser or the ‘Tsunami’. The wavelength of the output beam from Tsunami 

can be tuned in the range of 700 - 1080 nm. Tsunami generates laser output with pulse 

width of ~70 fs at a repetition rate of 80 MHz by applying regenerative acousto-optic 

mode-locking mechanism. However, the wavelength of the Tsunami is maintained at 
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~800 nm in our system and this fundamental beam is separated into two parts. The 

main beam is used as an input of a second harmonic generator to generate the second 

harmonic of wavelength 400 nm. This second harmonic is used as the pump beam and 

the time-delayed fundamental beam is used as the probe beam to investigate 

magnetization dynamics. In the following, we will discuss about these lasers. 

Diode Lasers 

A single piece of monolithic semiconductor is used to manufacture the diode laser bars, 

which consists of total twenty high power diode lasers. The output beams of the diode 

laser bars are collimated using a cylindrical microlens with high numerical aperture 

(N.A.) and subsequently this highly asymmetric beam is coupled into a fiber bundle 

applying the efficient FCbar technology. Finally, this output laser beam is used to pump 

the DPSS laser or Millennia. 

Diode Pumped Solid State (DPSS) Laser or Millennia 

 Working principle 

The Neodymium Yttrium Vanadate Crystal (Nd:YVO4) is used in the Millennia as a gain 

medium. The emission spectrum of the diode laser overlaps with the absorption band of 

Nd3+ ion. On the other hand, the diode laser output is focused on a specific volume in the 

active medium of Millennia in such a way that it can best match with radius of the 

desired TEM00 mode as shown in Fig. (4.4). Therefore, it makes very efficient pumping 

of the Millennia using the output of the diode laser. The Nd3+ ion offers a four-level laser 

system where a photon of wavelength 1064 nm [20] is emitted due to the most 

probable lasing transition from 4F3/2 state to the 4I1/2 state. However, other lasing 

transitions are also occurred from the same upper state to different lower states but all 

have relatively lower gain and higher threshold value than the previously mentioned 

1064 nm transition. These factors including the wavelength-selective mechanism allow 

lasing at 1064 nm. Continuously a fraction of the laser output is sent as a feedback to the 

pump laser driver to supply a constant output. A shutter (Fig. (4.4)) is employed to 

mechanically block the beam for safety. 
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Figure 4.4: (a) Schematic illustration of mode matching between the diode laser mode 

volume and the TEM00 mode volume of Millenia. (b) Schematic description of the 

Millennia laser head. The figures are reproduced from Ref. [20]. 

 Frequency doubling 

A nonlinear crystal of lithium triborate (LiB3O5) or LBO is used to generate the second 

harmonic of 1064 nm, i.e. 532 nm through frequency doubling method. Since efficiency 

of the LBO crystal can be tuned by its temperature, a temperature regulation oven is 

used to maintain the phase-matching temperature to achieve maximum conversion 

efficiency. The LBO crystal generates collinear fundamental and second harmonic 

beams, which makes alignment process simple. In addition, the LBO crystal offers 

relatively lower nonlinear coefficient value, and hence, it is suitable as the frequency-

doubling medium. 

The power of the generated second harmonic is given by [20]: 

 𝑃2𝜔 ∝
𝑑𝑒𝑓𝑓

2 𝑃𝜔
2𝑙2[ϕ]

𝐴
 (4.1) 
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Here 𝑑𝑒𝑓𝑓 is the effective nonlinear coefficient, 𝑃𝜔 is the input power of the fundamental 

beam,  𝑙 is the effective length of LBO crystal, [ϕ] is the phase-matching factor, and A is 

the cross-sectional area of the laser beam in the crystal. 

 Mode Locked Ti:sapphire Laser or Tsunami 

 Working principle 

Ti:sapphire is a crystalline lasing material prepared by the mixing of Ti2O3 with melt 

Al2O3. The Ti3+ (Titanium ion) makes Ti:sapphire a lasing medium. The absorption 

spectra of this medium includes a wide range of wavelengths from ~400 to ~600 nm. 

On the other hand, the fluorescence band also covers a broad transition wavelengths 

range from ~600 to ~1000 nm. Therefore, the overlapping of these two bands decides 

the possible lasing action only at wavelengths greater than 670 nm as shown in Fig. 

(4.5). 

 

Figure 4.5: Absorption and emission spectra of Ti:sapphire crystal. The figure is 

reproduced from Ref. [18]. 

 The ten-mirror folded cavity 

A relatively longer laser cavity is required to manufacture a mode-locked laser to 

achieve a convenient repetition frequency of ~80 MHz. To maintain the optimum 

performance in a minimum possible space for the fs configuration, the ten-mirror folded 

cavity is employed in the Tsunami as shown in Fig. (4.6). 
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Figure 4.6: A schematic diagram showing the beam path inside the ten-mirror folded 

cavity of the Tsunami. The figure is reproduced from Ref. [18]. 

However, this complex mirror arrangement leads complicated pumping procedure. In 

addition, the focusing mirror introduces astigmatism in the beam when it is placed at 

other than the right angle with incident beam. Fortunately, this issue can be virtually 

solved by correct selection of the mirror angles and the length of the rod. A continuous 

flow of pure and dry nitrogen gas is used to the sealed laser head to purge water vapor 

and dust from it. In addition, a chiller is employed to maintain the fixed temperature of 

the Ti:sapphire rod to sustain the performance stability. 

 Group Velocity Dispersion and Wavelength Selection 

The product of time and bandwidth of a Gaussian pulse is limited by the Heisenberg 

uncertainty principal. Therefore, shorter the pulse time larger the difference between 

highest and lowest frequencies for a laser pulse. Since the refractive index (n) of a 

medium is a function of frequency, this makes a distribution of n or gradient of 

velocities in a laser pulse. Consequently, the transit time becomes a function of 

wavelength that is called group velocity dispersion (GVD). The positive GVD indicates 

larger wavelengths travel faster than the shorter wavelengths and the resulting pulse is 

called positively chirped and vice versa. In Tsunami laser, the four-prism and slit 

arrangement is used to compensate this GVD effects as shown in Fig. (4.7). 
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Figure 4.7: The four-prism arrangement used for the dispersion compensation in 

Tsunami laser. 

Second Harmonic Generator 

To generate the second harmonic of the fundamental beam of Tsunami laser, a highly 

efficient beta barium borate (BBO) nonlinear crystal is incorporated in the second 

harmonic generator (SHG) unit. This BBO crystal does not require any heating 

arrangement unlike LBO crystal. The description of a SHG unit is schematically shown in 

Fig. (4.8). The mirror M1 and M2 are employed to guide the beam, while third mirror M3 

is used to focus it to a desired position. The BBO crystal generates horizontally 

polarized second harmonic of the fundamental beam, while the remnant vertically 

polarized fundamental beam remains unaffected. The prism P1 is used to separate the 

remnant fundamental and the newly generated second harmonic beams. Since the P1 is 

coated with a highly reflective medium for fundamental IR beam; therefore, the 

fundamental beam is fully reflected and the second harmonic ray is diffracted toward 

the prism P2 and subsequently toward the prism P3. These two prisms (P2, P3) are 

coated with anti-reflection medium for the second harmonic beam. The nonlinear BBO 

crystal is incorporated in the SHG unit due to the following advantages: 

1. It minimizes the pulse broadening issue due to group velocity dispersion. 

2. Compensatory crystal is not required for the BBO crystal. 

3. The BBO crystal enables phase matching over the entire wavelength tuning range 

(690 nm to 1090 nm). 
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According to Eqn. (4.1), the conversion efficiency of the SHG crystal is inversely 

proportional to the cross-sectional area of the beam in the crystal. The waist of the laser 

beam is optimized by applying telescopic arrangement of lenses L1 and L2 to enhance 

the conversion efficiency. 

 

Figure 4.8: A schematic description of the SHG unit and the optical path inside the SHG 

are shown. The figure is reproduced from Ref. [19]. 

4.3.3. Description of the TR-MOKE Setup 

The TR-MOKE microscope setup is installed on top of an L-shaped vibration isolation 

optical table as seen from the photographs in Fig. (4.3). The optical table is an essential 

component to execute any highly sensitive optical measurement like TR-MOKE 

experiment. This optical table (Newport RS4000 series) is made of vertically bonded 

honeycomb core sandwiched in between the 4.8-mm-thick ferromagnetic stainless steel 

working surface and the 4.8-mm-thick carbon steel bottom skin. This unique design 

enhances the stiffness of the optical table. On the other hand, the vertically bonded 

honeycomb core reduces the overall weight of the table, and hence, the resonance 

frequency of the table is increased well above the possible external vibrational 
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frequencies. Therefore, it eliminates the possibility of resonance in the table due to 

external vibrations. In addition, the floating legs (isolators) of the optical table isolate 

the experimental setup from the floor vibrations. The optical table offers surface 

flatness of ±0.1 mm and the array of circular holes (25 mm pitch) over the working 

surface enables mounting of different optical components for instance, the laser source, 

optics, and detectors. 

A schematic illustration of the all-optical TR-MOKE microscope setup is shown in Fig. 

(4.9). The Millennia laser is pumped by the bunch of diode lasers and it generates 

output beam of wavelength 532 nm. Subsequently, the output beam of Millennia is used 

to pump the Tsunami laser. As mentioned earlier, the regenerative mode locking 

mechanism in Tsunami produces a chain of laser pulses with pulse width of ~70 fs at a 

stable repetition rate of 80 MHz. Though the wavelength of the Tsunami laser can be 

tuned in the range of 690 to 1080 nm, it is maintained at approximately 800 nm to 

achieve stable experimental condition and use higher spectral response from Si based 

detectors. 

The spot size of the vertically polarized output beam (red color) from the Tsunami laser 

is ~2 mm. A beam splitter (B1) is used to divide this output beam into two parts in 

70:30 ratio. The intense one goes through the SHG to generate its second harmonic (λ = 

400 nm), which is employed to excite the electron and spin systems. Whereas the time-

delayed (∆𝑡) linearly polarized fundamental beam is used for probing the ensuing 

dynamics. A broadband mirror (Mb1) is placed in front of the SHG that reflects light 

within the wavelength range of 400 to 700 nm. Consequently, it minimizes the remnant 

fundamental component mixed with the second harmonic. In addition, a spectral filter 

(FB) is placed on the way of the second harmonic to ensure fundamental component free 

second harmonic beam because even a minute amount of fundamental component 

mixed with the pump beam can make a noisy signal. After reflecting from two 

successive mirrors (Mb2 and Mb3), the pump beam is travelled through a variable optical 

attenuator (A2). The pump beam travels through a fixed optical path and in the way a 

mechanical chopper is placed to modulate the pump beam with frequency of 2 kHz. This 

chopper frequency (2 kHz) is saved as the reference signal in lock-in-amplifiers. On the 

other hand, the probe beam is initially guided through a specific optical path by using a 

series of mirrors (Mr1, Mr2, Mr3, and Mr4). A variable optical attenuator (A1) is also used 
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here to adjust the intensity of the probe beam. The retro-reflector based delay line is 

employed in the path of the probe beam to tune the optical path length. Therefore, the 

optical path of the probe beam can be varied by moving the retro-reflector on the delay 

stage. 

 

Figure 4.9: A schematic illustration of an all-optical time-resolved magneto-optical Kerr 

effect (TR-MOKE) microscope with collinear pump-probe geometry. 

The movement of the retro-reflector on the delay stage is controlled by a motion 

controller with the assist of a computer interfaced with the delay stage through GPIB 

connection. The difference in the optical path corresponding to the pump and probe 
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beams leads to the time-delay (∆𝑡) in the TR-MOKE experiment. Afterwards, the probe 

beam is collimated by a pair of lenses L1 (focal length, f1 = 75 mm) and L2 (focal length, 

f2 = 200 mm) in telescopic arrangement. This arrangement also enhances the diameter 

of the beam (~5 mm) so that it can cover the back-aperture of the MO (microscope 

objective). Subsequently, the probe beam is passed through a Glan-Thompson 

(extinction coefficient of 100000:1) polarizer that enables to achieve desired level of 

polarization state. 

After that, the vertically polarized pump beam and the linearly polarized probe beam 

are combined with the assistance of a 50:50 non-polarized beam splitter (B2) set at 45° 

about the optical path of the probe beam. The B2 acts here as a beam combiner. The 

collinearity of the combined beams is optimized with the aid of steering mirrors 

(specifically Mr6, Mr7, Mb1, Mb2, and Mb3). Subsequently, the combined beams proceed 

through a 50:50 non-polarized beam splitter (B3) and then through a glass slide (G1). 

Both B3 and G1 are placed on the optical path at 45° angle. Finally, the combined beams 

are focused onto the sample under test by using a microscope objective (MO: M-40X and 

N.A. = 0.65). However, it is necessary to ensure that the sample surface is perpendicular 

to both the axis of MO and the direction of the combined beams. The sample holder is 

mounted on an x-y-z piezo-electric scanning stage controlled by a computer. The probe 

beam is focused on the sample with spot size of ~800 nm. Whereas, the pump beam is 

in slightly defocused state because of the chromatic aberration and falls on the sample 

with spot size of ~1 μm as shown in Fig. (4.10). The probe beam is placed at the centre 

of the pump beam with the help of MO and the x-y-z scanning stage to ensure uniform 

excitation of the desired probing volume of the sample. 

The back-reflected beams (pump and probe) are passed again through the same MO. 

These collimated beams are reflected toward the detector by a beam splitter (B3). A 

fraction of the back-reflected beams are sent to a CCD camera (after reflecting from the 

glass mirror (G2)) to check the overlapping of pump and probe beams onto the sample. 

The residual part of the beam is passed through a spectral filter (Fr) to filter out the 

pump beam and finally only back-reflected probe beam is entered into an optical bridge 

detector (OBD). 
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Figure 4.10: Schematic diagram of the microscope objective (MO) showing the collinear 

arrangement of the pump and probe beams. The bias magnetic field (H) orientation is 

shown at the bottom. 

The OBD is used to measure the Kerr rotation (under balanced condition) in isolation 

from the total reflectivity signal. A focused white light (after reflecting from the glass 

slide (G1)) is used to view the sample surface, which helps to place the pump and probe 

beams onto the desired location of the sample. As discussed in chapter 2, any non-zero 

incident angle except normal incidence leads to longitudinal Kerr effect. However, we 

primarily focus here to measure the polar Kerr rotation but if the incident angle of the 

probe beam is not perfectly normal to the sample surface, a finite amount of 

longitudinal Kerr rotation component can mix with this polar part. The bias magnetic 

field is applied at an angle of ~15° with the sample plane. The tilted bias field produces 

a finite amount of out-of-plane demagnetizing field. The pump beam is used to modify 

this demagnetizing field to induce a precessional motion of the sample magnetization 

and the corresponding polar Kerr rotation is measured. 
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Figure 4.11: Schematic diagram of the optical bridge detector (OBD) unit. 

The schematic description of the OBD used in the TR-MOKE microscope setup is shown 

in Fig. (4.11). The polarized beam splitter (PBS) splits the elliptically polarized probe 

beam into two orthogonally polarized components. Two photodiodes, namely A and B 

are employed to measure the intensities of IA and IB of the two orthogonally polarized 

components, respectively. Afterwards, two preamplifiers (PAs) are used to amplify the 

corresponding outputs from the photodiodes. Subsequently, these amplified outputs are 

utilized as the inputs for two independent operational amplifiers (Op-Amps). One Op-

Amp calculates the sum signal A+B (i.e. IA + IB) and other one calculates the difference 

signal A−B (i.e. IA − IB). Another Op-Amp (SR830) with reference frequency same as the 

chopper frequency is used to measure the outputs of the previously mentioned Op-

Amps in a phase sensitive manner. Initially, the PBS is set in such a way that its optical 

axis makes a 45° angle with the plane of polarization of the probe beam in absence of 

the pump beam. Therefore, this arrangement gives IA = IB (i.e. A−B = 0), termed as the 

‘balanced’ condition of the OBD. Thereupon, the magnetization of the sample is modified 

due to the excitation of pump beam. Consequently, the plane of polarization of the probe 

beam is rotated because of the magneto-optical Kerr effect. Thus, the ‘balanced’ 

condition of the OBD is disturbed, and hence, the difference signal is no longer zero i.e., 

A−B ≠ 0. As we know, the linear magneto-optical Kerr rotation is directly proportional 
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to magnetization of the sample. Therefore, the signal A−B indirectly provides the 

information about the magnetization of the sample. Thus by measuring A−B values as a 

function of time, the magnetization dynamics of a sample at different time-scales are 

studied. We can also extract several material parameters from the obtained result for 

instance, saturation magnetization, Gilbert damping, gyromagnetic ratio, magnetic 

anisotropy of ferromagnetic thin films and nanostructures. On the other hand, the time-

resolved reflectivity (related to A+B signal) provides information about the charge and 

phonon dynamics of a sample. These sum and difference signals (i.e., A+B and A−B) are 

regularly checked during alignment and optimization of the OBD. In our OBD unit, the 

PBS along with two photodiodes (A, B) are installed in a single stage, which is attached 

with a precision rotation mount. This arrangement makes alignment procedure handy 

and offers better signal stability. In addition, the balanced photodetector or OBD 

facilitates very high sensitivity (μdeg) in the measurement of Kerr signal. 

In conclusion, the two-color collinear pump-probe geometry facilitates to achieve very 

high spatial (~800 nm) and temporal (~100 fs) resolution and non-invasive detection 

sensitivity to study magnetization dynamics. 

4.3.4. Some Routine Alignments 

The all-optical TR-MOKE microscope installed in our laboratory provides very good 

spatio-temporal resolution. However, it requires very thorough and high precision 

optical alignment of every single component of the setup. A very rigorous and thorough 

alignment was performed during the installation of the setup. The TR-MOKE setup 

comprises of highly sensitive lasers, various linear and non-linear optics, fine precision 

mounts and the motion controlled stages. Therefore, the TR-MOKE measurement is very 

sensitive to the surrounding environment, for instance, temperature, humidity etc. 

Hence, prior to each experiment, some systematic routine alignment procedures are 

performed as follows. 

1. At first, the output power, central wavelength (𝜆0 = 800 nm), and FWHM (~12 nm) of 

the fundamental laser beam are optimized by tuning the external micrometer 

controllers of Tsunami. The stability of the cavity is routinely checked by monitoring the 

number of bars (LED indicators) in the controller. 
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2. The alignment of the retro-reflector is examined with the help of a ‘beam height’. It is 

placed after B2. The nonparallel alignment of the probe beam and the axis of the retro-

reflector results the unstable position of the probe beam spot on the ‘beam height’ with 

the motion of the retro-reflector. This issue can be solved by adjusting the three mirrors 

before the retro-reflector. 

3. The collinearity of the probe and pump beams after the beam-combiner (B2) is 

examined with the help of a ‘beam height’. In addition, the overlap of these two beams is 

checked by observing their corresponding images on the TV screen connected with the 

CCD camera. Any further issue regarding alignment is fixed with the aid of mirrors Mr6, 

Mr7 and Mb1, Mb3. 

4. In the next step, we check whether the two beams (pump and probe) are co-axial with 

the microscope objective (MO). In order to do that the pump and probe beams are 

alternatively defocused and focused with the adjustment of MO, which is observed in 

the TV screen with the aid of a CCD camera. Any movement of the centre(s) of the beam 

spot(s) in the TV screen during the movement of the MO implies that the further 

alignment is required. These two beams are made collinear with the MO by adjusting 

the corresponding mirrors. 

 

Figure 4.12: The reflectivity signal obtained from a Si (100) wafer as a function of the 

time delay (∆𝑡) between the pump and probe beams. 
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5. Lastly, the alignment of the OBD is verified by confirming the superposition of back 

reflected beam from OBD with the incident probe beam. 

When the desired alignment level of the setup is achieved, the time-resolved reflectivity 

signal from a standard Si (100) wafer is measured for the time window of 

about ~2000 ps. The measured reflectivity signal as a function of time-delay (∆𝑡) 

between pump and probe beams is shown in Fig. (4.12). The reflectivity signal reaches 

its maximum value sharply after the zero delay, and subsequently, it decays 

exponentially with the increase of time-delay. It is observed that the reflectivity signal 

decays with time constant of around ~220 ps for a standard Si wafer. Before starting 

any experiment, the relaxation rate of the reflectivity signal for the Si wafer is compared 

with the standard one to ensure the alignment condition of the setup. At last, when all 

alignment conditions are verified this setup becomes ready for the TR-MOKE 

measurement. 
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Chapter 5 

5. Micromagnetic Simulations 

 

5.1. Introduction 

The magnetization dynamics of a sample is theoretically studied by solving the well-

known Landau-Lifshitz-Gilbert (LLG) equation. The macrospin formalism-based 

theories are applicable for only uniformly magnetized sample, where the nonlinear LLG 

equation is linearized under small angle approximation. Unfortunately, the real 

problems are not very straightforward. The criterion of uniform magnetization is 

satisfied either in infinitely long bulk samples or magnetically saturated two 

dimensional thin films after applying large enough external magnetic field. On the other 

hand, the uncompensated magnetic dipoles at finite boundaries of the confined 

magnetic structures usher nonuniform distribution of the demagnetizing field. This 

demagnetizing field plays important role in structuring of static magnetic configuration 

as well as in magnetization dynamics. In case of non-ellipsoidal shaped confined 

magnetic structures, this effect becomes more prominent. Consequently, the analytical 

solution becomes extremely difficult. Hence, to explore the magnetization dynamics in 

various magnetic samples in nanoscale regime several analytical and numerical 

methods have been developed. Sometimes experiments suffer critical challenges due to 

the various limitations in fabrication and characterization techniques. Therefore, it 

becomes hard to reproduce the experimental results by using simple theories. Thus, the 

development of micromagnetic modelling including computer-based numerical 

simulation have become imperative. In case of micromagnetic simulation [1], the 

samples are discretized into a desired number of cells. The dimensions of each cell are 

taken less than the exchange length of that material to consider short-range exchange 

interaction. The average magnetization of each cell is represented by a single spin, 

which takes into account all the short-range and long range interactions such exchange, 

dipolar etc. Finally, the dynamics of these representative spins are calculated by solving 

the LLG equation numerically. 
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Figure 5.1: The schematic diagrams show two discretized samples. Discretization of 

sample into a number of (a) cuboidal cells using finite difference method and (b) 

tetrahedral cells using finite element method. The second figure is reproduced from Ref. 

[17]. 

5.2. Free Energies of a Ferromagnetic Material in Micromagnetics 

The total free energy holds by a ferromagnetic substance in presence of an external 

magnetic field contains different macroscopic and microscopic free energy terms, which 

can be written as: 

 𝐸𝑇𝑜𝑡𝑎𝑙 =  𝐸𝑍 + 𝐸𝑒 + 𝐸𝐾 + 𝐸𝑑  (5.1) 

Here 𝐸𝑍, 𝐸𝑒 , 𝐸𝐾, and 𝐸𝑑  represent respectively the Zeeman energy, exchange energy, 

anisotropy energy and demagnetization energy. On the other hand, in micromagnetism 

the same expression of total energy can be rewritten as: 

𝐸𝑇𝑜𝑡𝑎𝑙 = ∫ [−𝑴. 𝑯𝑍  − 𝐴 ((∇𝒖𝑥)2 +  (∇𝒖𝑦)
2

+ (∇𝒖𝑧)2) + 𝐾1(1 − (𝒂. 𝒖)) −
1

2
𝑴. 𝑯𝑑]

𝑉
 (5.2) 

Here 𝑯𝑍, 𝐴, 𝐾1,and 𝑯𝑑 are respectively Zeeman field, exchange stiffness constant, 

anisotropy constant and demagnetizing field. In addition, 𝒂 is the unit vector parallel to 

the easy axis and 𝒖 is the time and space dependent unit vector of magnetization. The 

general expression for space and time dependent magnetization is given by: 

 𝑴 (𝑥, 𝑡) = 𝑀𝑠(𝑥). 𝒖(𝑥, 𝑡) (5.3) 
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In equilibrium condition, the total free energy (𝐸𝑇𝑜𝑡𝑎𝑙) of a magnetic system will be 

minimum and the variation of 𝐸𝑇𝑜𝑡𝑎𝑙  with 𝒖 must vanishes. Mathematically, this can be 

expressed as: 

 
𝛿𝐸𝑇𝑜𝑡𝑎𝑙

𝛿𝒖
 = 0 (5.4) 

Therefore, we get Brown’s equation using Eqn. (5.4): 

 𝒖 × (𝑀𝑠𝑯𝑧 + 2𝐴∆𝒖 + 2𝐾1𝒂(𝒖. 𝒂) + 𝑀𝑠𝑯𝑑) = 0 (5.5) 

The above equation suggests that in equilibrium state the magnetization (𝑴) lies 

parallel to the effective magnetic field (𝑯𝑒𝑓𝑓). Where the expression of 𝑯𝑒𝑓𝑓 is given by: 

 𝑯𝑒𝑓𝑓 = 𝑯𝑧 +
2𝐴

𝑀𝑠
∆𝒖 +

2𝐾1

𝑀𝑠
𝒂(𝒖. 𝒂) + 𝑯𝑑 (5.6) 

Since in equilibrium 𝑴 lies parallel to 𝑯𝑒𝑓𝑓 therefore, the torque on 𝑴 by 𝑯𝑒𝑓𝑓 vanishes 

i.e., 

 𝑴 × 𝑯𝑒𝑓𝑓 = 0 (5.7) 

The equilibrium magnetization distribution of a magnetic system can be obtained by the 

minimization of Eqn. (5.2). However, the energy distribution profile of a micromagnetic 

system may contain several local minima, maxima including saddle points. Therefore, 

equilibrium magnetization in a local minimum is achieved more conveniently by 

considering a dynamic description of magnetization. The magnetization dynamics is 

illustrated by the LLG equation, which is given by: 

 
𝑑𝑴

𝑑𝑡
 = −𝛾(𝑴 × 𝑯𝑒𝑓𝑓) + 

𝛼

𝑀𝑠
(𝑴 ×

𝑑𝑴

𝑑𝑡
) (5.8) 

In micromagnetic simulation, the total system is discretized into a desired number of 

cells. Therefore, total energy of the system is also divided into the same number. 

However, all the magnetic parameters of the system, i.e., 𝑀𝑠, 𝐾 and 𝐴 are assumed 

constant for all discrete cell. The spatial distribution of the magnetization in terms of 

discrete approximation can be expressed as: 

 𝑴(𝑥) ≈ 𝑀𝑠(𝑥) ∑ 𝒖𝑖𝜉𝑖𝑀𝑠

𝑖

≈ ∑ 𝒖𝑖𝜉𝑖

𝑖

𝑀𝑠,𝑖 = ∑ 𝑴𝑖

𝑖

 (5.9) 
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Here 𝜉𝑖 represents the basis function corresponding to the 𝑖th cell. The effective 

magnetic field corresponding to the 𝑖th cell is given by: 

 𝑯𝑒𝑓𝑓
𝑖  = − (

𝛿𝐸𝑇𝑜𝑡𝑎𝑙

𝛿𝑴
)𝑖 ≈ −

1

𝑉𝑖

𝜕𝐸𝑇𝑜𝑡𝑎𝑙

𝜕𝑴𝑖
= −

1

𝑉𝑖𝑀𝑠,𝑖

𝜕𝐸𝑇𝑜𝑡𝑎𝑙

𝜕𝒖𝑖
 (5.10) 

Therefore, the Zeeman energy can be written as: 

 𝐸𝑍 = ∫ (−𝑴. 𝑯𝑍)
𝑉

𝑑𝑣 = ∫ ∑ 𝑢𝑗𝜉𝑗𝑀𝑠,𝑗

𝑗

∑ 𝑢𝑗,𝑘𝜉𝑗𝐻𝑍,𝑘𝑑𝑣

𝑘𝑉

 (5.11) 

The exchange energy can be written as: 

 𝐸𝑒 = ∫ ∑(𝐴(∇𝑢𝑗𝜉𝑗)2)

𝑗𝑉

𝑑𝑣 (5.12) 

The anisotropy energy can be written as: 

 𝐸𝐾 = ∫ ∑ 𝐾1(1 − (𝑎. 𝑢𝑗𝜉𝑗)2)

𝑗

𝑑𝑣
𝑉

 (5.13) 

The magnetostatic self-energy can be written as: 

 𝐸𝑑 = ∫ 𝛁. 𝑴 𝑑𝑣 =
𝑉

∫ ∑ ∑ ∇𝑘𝑢𝑗,𝑘𝜉𝑗 = ∫ ∑ ∑ 𝑢𝑗,𝑘∇𝑘𝜉𝑗

{𝑥,𝑦,𝑧}

𝑘𝑗𝑉

{𝑥,𝑦,𝑧}

𝑉𝑗𝑉

 (5.14) 

5.3. Different LLG Solvers and Evolvers 

The analytical study of magnetization dynamics in ferromagnetic nanostructures are 

carried out by solving nonlinear Landau-Lifshitz-Gilbert (LLG) equation. However, the 

analytical solving process in nanostructures encounters various technical difficulties for 

instance, correct acquisition of boundary and initial conditions for wide variety of 

geometry of the samples. Fortunately, the calculation of such solutions become easier by 

applying numerical approach based on discretization methods. Finite difference method 

(FDM) and finite element method (FEM) [2,3] are two general approaches to solve the 

LLG equation numerically in micromagnetics. In both cases, the sample is discretized 

into a large number of cells and the dimensions of each cells are kept well below the 

exchange length (lex) of the considered material to take into account exchange 

interactions. Aforementioned techniques employ continuum theory to estimate the 



 
 

92 

magnetic properties of nanomagnets by considering local arrangement of magnetic 

moments. In FDM, all differential equations require to be solved are approximated with 

corresponding difference equations. The ‘finite differences’ of them approximates the 

derivatives and eventually they are solved by using matrix algebra method. In addition, 

the continuous domain is replaced here by discrete set of space and time points and the 

corresponding domain boundaries are substituted by their discrete set of counterparts. 

Subsequently, each discrete cell is assigned with an averaged magnetization vector and 

the minimization of system’s total free energy is calculated. However, the FDM approach 

is not very precise to replicate the exact edges and corners of the complicated geometry 

of nanostructures. This issue can be fixed by employing FEM approach. In FEM, the 

whole system is discretized into large number of finite elements. In two-dimensional 

systems triangles, squares, or rectangles, while in three-dimensional systems 

tetrahedra, cubes, or hexahedra elements are used in general to replicate the identical 

shape of the nanostructures as shown in Fig. (5.1). This complicated replication process 

demands higher computational storage and longer simulation time. Thus, the fast 

adaptive algorithms by using FFT or multipole expansion are used to make the 

simulation process faster. This technique is applicable in FDM because it deals with 

regular grids while, it is not applicable in FEM due to irregular mesh like structures. 

Several simulators or codes based on FEM or FDM are available to run the 

micromagnetic simulations. For instance, OOMMF [4], LLG [5], MuMax3 [6,7], Magsimus 

[8,9], GoParallel [10] and MicroMagus [11,12] are FDM based simulators. On the other 

hand, MAGPAR [13,14], NMAG [15-17], MicroMagnum [18,19], FEELLGOOD [20], 

FastMag [21] and TetraMag [22,23] are some popular FEM based simulators. 

We have used OOMMF and LLG micromagnetics simulators to solve the numerical 

simulation works presented in this thesis. It is essential to have knowledge on the 

correct selection of ‘Evolvers’ before proceeding to run the simulation. The evolvers 

update the magnetic configuration of a system in systematic steps. We have tabulated 

different evolvers associated with OOMMF and LLG micromagnetics simulators as 

shown in Table (5.1). 

 

 



 
 

93 

Table 5.1: The evolvers for OOMMF and LLG simulators are listed. 

Name of the simulation 

code 

Calculation 

method 

Evolver 

Object Oriented 

Micromagnetic 

Framework 

(OOMMF) 

FDM Euler, Runge-Kutta, SpinXfer and CG Evolver 

LLG 

Simulator 

FDM Euler, Predictor-Corrector, Rotation 

Matrices, Gauss-Seidel Stable Method 

 

Both the above-mentioned simulation codes solve LLG equation according to the 

principle of continuum micromagnetics, and hence, the obtained results are acceptable 

for the time scales longer than 1 ps and dimensions of the system larger than 1 nm. 

Appropriate modelling strategy is essential to perform any reliable numerical 

simulation. In this thesis, the magnetization dynamics and magnetic hysteresis loops 

have been simulated by using OOMMF. The magnetostatic stray field distributions have 

been calculated by using LLG micromagnetics simulator. A brief overview on OOMMF 

and LLG micromagnetics simulator are given in the following. 

5.3.1. Object Oriented Micromagnetic Framework (OOMMF) 

OOMMF is a FDM based public domain micromagnetic framework developed by M. J. 

Donahue and D. G. Porter at the National Institute of Standards and Technology (NIST), 

MD. This simulation software uses C++ compiler. It can be installed effectively in wide 

range of platform: various version of windows and UNIX platforms. The ODE solver is 

employed here to relax the 3-D spins on a 2-D arranged mesh of square cells and the 

self-magnetostatic field is computed by performing FFT. This software enables to 

discrete the system in three dimensions. However, it offers less flexibility compare to 

FEM based software to replicate complicated curved surface. In OOMMF, all the 

numerical calculations are performed at T = 0 K. The details of the problem including all 

essential input parameters and initial conditions are specified in a ‘.mif’ file, which is 
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written in Tcl/Tk script. Various intrinsic energies, for instance, magneto-crystalline 

energy and exchange energy can be specified by furnishing the corresponding 

numerical value of anisotropy constant, exchange constant and the direction of 

anisotropy field in Cartesian coordinates. In addition, all the material parameters of the 

sample such as gyromagnetic ratio, saturation magnetization, and damping value are 

supplied in the SI unit. The OOMMF has mainly two kinds of evolver: (i) time evolvers, 

which handle the magnetization (LLG) dynamics and (ii) energy minimization evolvers, 

which detect the local minimum in the surface of energy distribution by applying direct 

energy minimization methods. On the other hand, these evolvers are paired up with 

corresponding compatible ‘drivers’ to solve a specified problem by implementing some 

standard methods. The drivers command the corresponding evolvers for the 

advancement of magnetic configuration to the next step (called an ‘iteration’) after 

providing an intermediate magnetic configuration. The drivers detect the completion of 

a stage/run of a simulation after achieving specified stopping criterion provided in the 

input MIF file. The stopping criterion is specified in the input MIF file by setting the 

value of torque 𝒎 × 𝑯 (where, 𝒎 = 𝑴/𝑀𝑆) or simulation time. For each stage, the 

simulation time or 
𝑑𝒎

𝑑𝑡
 value is set in such a manner that the maximum torque (𝒎 × 𝑯) 

value must be less than 10−6 A/m. The whole simulation process is composed of two 

primary parts: (i) static and (ii) dynamic. After completion of the static part, the final 

magnetization state, i.e., ‘ground state’ is obtained and it is specified as the initial 

magnetization state for the dynamic part. 
Subsequently, an excitation field is launched as an external perturbation to simulate the 

magnetization dynamics. After completion of the dynamic part, various time dependent 

components such as magnetization, energies and magnetic fields can be extracted from 

the output file in ‘.omf’, ‘.ovf’ or ‘.ohf’ formats. In addition, the OOMMF has the facility to 

apply periodic boundary condition (PBC) to simulate the realistic bigger systems. 

5.3.2. LLG Simulator 

LLG micromagnetics simulator is a FDM based commercial simulation package 

developed by Michael R Scheinfein. It runs only Windows operating system and 

provides 3-D simulation facility. It has three phases of functionality to execute a 

micromagnetic simulation. These phases are described briefly in the following: 



 
 

95 

 Input phase: It is the control interface, which allows the user to specify the input 

parameters and design the customized simulation environment. This simulator 

utilizes rectangular pixels on a Cartesian grid to solve the LLG equation through 

FDM based technique by considering all the energies, fields and boundary elements. 

After creation of the simulation environment, it initializes all the defined arrays to 

start calculating the corresponding demagnetizing field coupling tensors for possible 

boundary conditions. The user is prompted to save the simulation parameters in 

different files before starting the next phase. 

 Simulation phase: The desired micromagnetic simulation is performed in this phase 

by solving differential equations (LLG Simulation Sheet). 

 Review phase: This phase allows the user to review the results with the help of a 

graphical animated movie (LLG Movie Viewer). The user can view any saved domain 

or field file utilizing viewer control. 

LLG micromagnetics simulator supports four evolvers (integrators) to obtain the 

results. Out of them, Euler Cartesian method is primitive one, which is least accurate but 

fastest. The Rotational matrices method is used to study stable magnetization 

configurations. The Cartesian Predictor-Corrector evolver is the most accurate and 

fastest when damping is low (~0.01). On the other hand, the Gauss-Seidel Stable 

integrator is based on semi-implicit first order integration method. 

Interestingly, unlike OOMMF it can incorporate temperature effects in the simulation in 

terms of proving random magnetic field. This simulator can compute quasistatic 

magnetization reversal as well as several fundamental properties like domain-wall 

lengths, stray fields and switching time. It can also incorporate the effect due to spin 

polarized current and charge current. It can also simulate the magnetization dynamics 

for single layered or multi-layered systems. Furthermore, it can simulate magnetic force 

micrograph (MFM) of a magnetic surface. 

5.4. Calculation of Power and Phase Maps of the Resonating Modes 

To get deeper insight into the magnetization dynamics of ferromagnetic nanostructures, 

the spatial mapping of power and phase profiles corresponding to the observed 

resonant modes are numerically calculated [24]. These mappings provide spatial 

distribution of precessional amplitude of the spins and phase of the resonant modes 
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explicitly. To execute these numerical calculations we have employed the Dotmag 

software developed by our research group [24]. This Dotmag software utilizes the 

output files of OOMMF software, which contains time varying magnetization (M (x, y, z, 

t)) information. A spin system can have multiple resonant modes superposed on each 

other containing definite powers and phases. Therefore, the extraction of spatial 

information for a particular resonant mode is not straightforward. To execute the 

mapping one of the spatial coordinates of time-dependent magnetization is kept fix and 

discrete Fourier transform is performed in Dotmag software with respect to time. The 

power and phase maps of the resonant modes are obtained at discrete frequencies (f) 

by plotting the output files after discrete Fourier transform. The simulations are 

typically performed for systems without discretizing along the z-axis. In case of 

discretization along z dimension, the z coordinate is kept fix at a particular value (z = zc) 

and the discrete Fourier transform of magnetization is performed with respect to time, 

which can be represented as: 

 𝑀̃𝑧c(𝑓, 𝑥, 𝑦) = 𝐹𝐹𝑇[𝑀 (𝑥, 𝑦, 𝑧c, 𝑡)]  (5.15) 

The zc value can be chosen anywhere between top to bottom surface of the sample. 

Finally, Dotmag plots spatial (x-y plane) distribution of the power (𝑃𝑧c,𝑓d(𝑥, 𝑦) and 

phase (𝜙𝑧c,𝑓d(𝑥, 𝑦) maps of the resonating modes at specified frequencies according the 

following equations: 

 𝑃𝑧c,𝑓d(𝑥, 𝑦) = 20log10 𝐹𝐹𝑇[𝑀̃𝑧c(𝑓d, 𝑥, 𝑦)]  (5.16) 

 𝜙𝑧c,𝑓d(𝑥, 𝑦) = tan−1 (
𝐼𝑚 (𝑀̃𝑧c(𝑓d,𝑥,𝑦))

𝑅𝑒 (𝑀̃𝑧c(𝑓d,𝑥,𝑦))
)  (5.17) 

Here 𝑓d represents frequency of the resonant mode. The calculated power is typically 

scaled in dB and phase in radian. The MATLAB platform is employed to run and control 

the Dotmag. The frequency resolution of the calculated power and phase map depends 

upon the total simulation time window and the spatial resolution depends on the 

discretization of the system specified during micromagnetic simulations. 
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Chapter 6 

6. Bias Field Tunable Magnetic Configuration and 

Magnetization Dynamics in Ni80Fe20 Nano-cross 

Structures with Varying Arm Length 

 

6.1 Introduction 

Recent attention in nanomagnetism [1,2] is triggered by their fundamental properties 

and huge potential applications in various fields of nanotechnology such as magnetic 

data storage [2,3], logic devices [4], waveguides [5,6], filters [7], phase shifters [8] as 

well as spin torque nano-oscillators [9]. Emerging fields like magnonics [10,11] and 

magnon spintronics [12] promise on-chip data communication and processing, leading 

towards an all-magnetic computation. Future technology demands faster magnetic 

switching and spatial miniaturization. To design successful devices based on arrays of 

nanomagnets, it is crucial to understand their static and dynamic magnetic properties 

and to find means to control those by intrinsic and extrinsic parameters. To this end, 

significant efforts have been put towards understanding the dynamics of single 

nanomagnets [13-15] and arrays of nanomagnets [16-23]. The intrinsic magnetization 

dynamics of ferromagnetic nanodot arrays are primarily governed by nanodot size 

[18,19], shape [22], and areal density [21] and lattice symmetry [23] of the array. On the 

other hand, by varying the extrinsic parameters such as strength and orientation of the 

bias magnetic field, temperature, spin transfer torque, the magnetization dynamics can 

be efficiently and directly controlled. The static magnetic configurations of the 

nanomagnet arrays play a crucial role in their magnetization dynamics and it may vary 

between single domain, quasi-single domain, closure domain and multi-domain 

structures due to the interplay between the internal magnetic field, inter-element 

interaction field, and external bias field. Hence, by varying the above parameters many 

static magnetic configurations and spin wave (SW) properties, including SW frequency, 

damping, and spatial coherence, can be obtained. 
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Ferromagnetic cross-shaped elements showed complex spin configurations [24], while 

the magnetization dynamics of Ni80Fe20 sub-micron cross arrays studied by a time-

resolved magneto optical Kerr effect (TR-MOKE) microscope showed a strong 

configurational anisotropy [25]. A Subsequent report [26] proposed application of 

ferromagnetic cross-shaped elements as reconfigurable spin-based logic devices using 

SW scattering and interference. The above results open a door for application of 

ferromagnetic cross structures as a building block of magnetic storage, memory, on-chip 

data communications, and spin-based logic devices, and hence, investigation of the 

static and dynamic magnetic properties of this structure with its size, inter-element 

interaction, and variation of the bias magnetic field has become important. Here, we 

report an extensive study of SW dynamics in Ni80Fe20 (Py) nanocrosses with varying 

arm lengths by using the broadband ferromagnetic resonance technique. We 

demonstrate the evolution of different types of magnetic configurations with bias 

magnetic field and the ensuing dynamical phenomena including a crossover between 

SW modes, a minimum in the frequency spectra, and a mode splitting, which varied 

significantly with the size of the cross structure. 

6.2 Experimental Details 

Arrays (200 µm × 20 µm) of Py nanocrosses with the arm length (L) varying between 

600 nm and 200 nm, fixed thickness (20 nm), and edge-to-edge separation (150 nm), as 

well as a continuous Py film of 20 nm thickness were fabricated on a self-oxidized Si-

substrate [001] by a combination of e-beam lithography and e-beam evaporation. The 

20 nm thick Py film coated with a 60 nm thick Al2O3 protective layer was deposited in an 

ultra-high vacuum chamber at a base pressure of 2 × 10−8 Torr on a bi-layer 

(PMMA/MMA) resist pattern on the Si substrate made by using e-beam lithography. A 

Au made coplanar waveguide (CPW) of 150 nm thickness, 30 µm central conductor 

width, 300 µm length, and 50  nominal characteristic impedance was deposited on top 

of the nanocross structures and the continuous Py film at a base pressure of 6 × 10−7 

Torr. Subsequently, a 5 nm thick Ti protective layer was deposited on top of the Au 

layer at the same base pressure. 
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Figure 6.1: (a) Scanning electron micrographs of Ni80Fe20 nanocross arrays with varying 

arm lengths. The inset shows the applied magnetic field direction. (b) Real part of the 

S11 parameter as a function of frequency at H = 497 Oe for all samples. The SW modes 

are marked by arrows. 

The waveguide was patterned by using mask-less photolithography. The FMR 

experiments were performed using a vector network analyzer (Agilent, PNA-L N5230C, 

10 MHz to 50 GHz) and a homebuilt high frequency probe station with a non-magnetic 

G-S-G type probe (GGB Industries, Model No. 40A-GSG-150-EDP) [27]. A microwave 

signal with a power of −15 dBm and varying frequencies is applied to the CPW 

structure, and the output signal is collected from the CPW in the reflection geometry. A 

rotating electromagnet is used to apply an in-plane bias magnetic field up to 1.6 kOe. All 

the experiments are carried out at room temperature. 

6.3 Results and Discussion 

Figure 6.1(a) shows the scanning electron micrographs of all arrays while the bias 

magnetic field orientation is shown in the inset. The cross structures show rounded 

corners and edge deformations, which increases with the reduction of the cross size. 

The dimensions of the individual crosses and their separations in the arrays also vary 

by up to ±8%. Figure 6.1(b) shows representative FMR spectra from the nanocross 

structures, with the resonant peaks marked by arrows. There are some humps in the 

FMR spectra, which do not show any bias field dependence, and hence, considered of 

non-magnetic origin. The bias-field-dependent FMR spectra of the continuous Py film 

are also measured and the data are fitted using Kittel formula to extract the material 
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parameters, which are: saturation magnetization 𝑀𝑆 = 850 emu/cc, gyromagnetic ratio 

γ = 17.85 MHz/Oe, and the anisotropy field 𝐻𝐾 = 0. 

 

Figure 6.2: Surface plots of bias-field-dependent SW mode frequencies for (a) Ni80Fe20 

thin film of 20 nm thickness and nanocross arrays with arm length (L) of (b) 600 nm, (c) 

500 nm, (d) 400 nm, (e) 300 nm, and (f) 200 nm. The Kittel fit to (a) is shown by the 

solid line. Simulated SW frequencies are shown by filled symbols, while the dotted lines 

are guide to the eye. The color map is shown at the top of the figure. 

The bias-field-dependent FMR spectra for the Py nanocross arrays with 200 nm ≤ L ≤

 600 nm are shown in Figs. 6.2(b)-(f). All the nanocross arrays show several SW modes, 

which depend on the bias field magnitude and the dimensions of the nanocross 

structures. Some important features of the bias field dependence of the SW modes are 

as follows. (a) With the decrease in bias field, a crossover between the two lowest 

frequency branches is observed at an intermediate bias field value. This is followed by 

observation of a minimum, then one maximum, and a subsequent decrease in frequency 

with further reduction in the bias field of the lowest frequency branch. (b) A continuous 

decrease in frequency with the decrease in bias field for the intermediate frequency 

branch. (c) The frequency of two highest frequency branches decreases with bias field 

and merges to form a single mode for an intermediate range of bias field, which is again 

split into two modes at a lower magnetic field and the splitting amplitude increases 

steeply with further reduction of the bias field value. With the variation of nanocross 

dimensions, the features (a) and (b) remained qualitatively similar, while some 

quantitative variations occur. With the reduction in the arm length (L) of the nanocross, 
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the crossover field and the field at which the minimum occurs both increase 

monotonically, while the field at which the maximum occurs decreases monotonically 

for feature (a). For feature (b), both the frequency values and the rate of variation of 

frequency with bias field increase with the reduction of arm length, L. For feature (c), 

however, a qualitative change also occurs in addition to the quantitative variation. With 

the reduction in arm length (L), both the fields at which the two frequency branches 

merge and then split again increase monotonically, while for L ≤ 300 nm, both these 

features disappear and a single branch with frequency reducing monotonically with the 

bias field is observed. 

To understand the experimental results, we performed micromagnetic simulations 

using OOMMF software [28]. The simulated arrays were mimicked from the SEM images 

and two-dimensional periodic boundary condition was applied for considering large 

areas of the arrays studied experimentally. 

 

Figure 6.3: Simulated spin wave spectra of the Ni80Fe20 nanocross array with arm length 

(L) = 600 nm at four different bias field values. Filled colored symbols represent 

different SW modes. 
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The arrays were discretized into a number of rectangular prism-like cells with 

dimensions 4 × 4 × 20 nm3. The material parameters, γ, 𝑀𝑆, and 𝐻𝐾, used in the 

simulations were extracted from the Kittel fit of the bias-field-dependent frequency of 

the Py thin film as discussed earlier, while the exchange stiffness constant 𝐴𝑒𝑥 = 1.3 ×

10−6 erg/cm is taken from literature [29]. The damping constant of 0.008 is used during 

dynamic simulations, while the detailed methods of simulations are described 

elsewhere [21]. Figures 6.2(b)-(f) show the simulated results (filled symbols), which 

reproduced the experimental results very well. Figure 6.3 shows some representative 

simulated SW spectra for the nanocross with L = 600 nm at different bias fields, the 

peak values of which are plotted as symbols in Fig. 6.2. 

 

Figure 6.4: Simulated static magnetic configurations for Ni80Fe20 nanocross samples 

with arm length (L) of 600 nm and 200 nm at four different bias field values. 

The simulated static magnetic configurations at four different bias fields and for 

nanocross with two different arm lengths (L) are shown in Fig. 6.4. It is clear that the 

onion magnetization ground state becomes more stable for the sample with L = 200 nm 

as compared to that for the sample with L = 600 nm. We further simulated the power 

and phase profiles of the SW modes using a home-built code, [30] and Fig. 6.5 shows the 

phase profiles of the nanocross array with L = 600 nm at four different bias fields. 
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Figure 6.5: Simulated spatial distribution of phase profiles corresponding to different 

SW modes at four different bias field values for the Ni80Fe20 nanocross with L = 600 nm. 

The applied field direction is shown at the top left image. Symbols with different colors 

represent different SW modes. The color map is shown in the right side of the figure. 

 

Figure 6.6: Simulated spatial distribution of power profiles corresponding to different 

SW modes at four different bias field values for the Ni80Fe20 nanocross with L = 600 nm. 

The applied field direction is shown at the top left image. Symbols with different colors 

represent different SW modes. The color map is shown in the right side of the figure. 
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Figure 6.7: Simulated hysteresis loops corresponding to nanocrosses with L = 600 nm, 

400 nm and 200 nm. H1 and H2 in these graphs correspond to two switching fields. Both 

H1 and H2 increase to with the reduction of arm length, L. 

The power profiles of the same are shown in Fig. 6.6. The simulated magnetic hysteresis 

loops of three nanocross arrays (L = 600, 400 and 200 nm) are shown in Fig. 6.7. 

We have divided the whole range of the bias field dependence of frequency into four 

significant regimes. Regime-I ranges from H = 0 to the minimum of the lowest 

frequency branch. The static magnetic configuration shows formation of an S state in 

this regime, which switches to an onion state at the centre of the cross in regime-II (Fig. 

6.4). The static magnetic configuration shows it remains qualitatively similar for further 

increase in field but the spins become increasingly parallel to the bias field, which 

weakens the onion state. This has a strong effect on the SW modes and mode 1 is 

particularly affected. In regime-I, mode 1 shows a mixed backward volume (BV; n) and 

Damon Eshbach (DE; m) like character with mode quantization numbers n = 6, m = 3. 

The sudden switching of the magnetic configuration to the onion state causes a mode 

softening [31,32] and quantization numbers for mode 1 becomes n = 3, m = 1 and it 

remains like that as long as this mode exists. At H = 0.8 kOe, a crossover from mode 1 to 

mode 2 occurs (regime-III), with mode 2 showing primarily a BV-like character with n = 

5, m = 1 (regime-IV). Mode 3, on the other hand, shows an azimuthal character (m′) 

instead of the DE-like character in the vertical arm of the cross [33]. In regime-I, mode 3 

is characterized by n = 7, m′ = 8. However, at H = 0.3 kOe, where a minimum in mode 1 

is observed, mode 3 becomes n = 7, m′ = 4, possibly due to mode softening. In regime-II, 

mode 3 again shows n = 7, m′ = 8. However, beyond the crossover (regime-IV), it 

becomes n = 7, m′ = 10. The highest frequency mode shows a mode splitting for H ≤ 
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0.225 kOe, with opposite slopes in the variation with bias field and the mode profiles for 

both modes (mode 5 and mode 6) correspond to n = 11, m = 7 but with opposite 

phases. The bias field variation with two opposite slopes of these two modes probably 

stems from a competition between the spin configurations in the two orthogonal arms 

of the nanocross, which increases with the reduction in the bias field. 

 

Figure 6.8: Simulated spatial distribution of power and phase profiles corresponding to 

the 3rd branch of SW mode at four different bias field values (H) for the nanocross with L 

= 400 nm. The color maps for the power and phase distributions are shown in the right 

most column of the figure. 

For 0.225 kOe ≤ H ≤ 0.62 kOe, this mode remains as a single mode but it splits again for 

H ≥ 0.62 kOe, with the appearance of a new mode (mode 4) with n = 9, m′ = 11. 

Although we characterize mode 5 and mode 6 as mixed BV-DE mode, they still have 

partial azimuthal character, while mode 4 is primarily azimuthal in nature. Another 

interesting transition occurs for L = 400 nm where mode 3 shows a branching for H ≤ 

0.88 kOe, and this new mode shows a mixture of BV and azimuthal characters, which is 

shown in Fig. 6.8. For L > 400 nm, mode 3 and mode 5 show no branching with almost 

monotonic variation with bias field. The power profiles of the modes, as shown in Fig. 

6.6, show the regions in the cross structures where the above modes are concentrated. 

The simulated hysteresis loops reveal the transition between different static magnetic 

configurations and the corresponding field values (Fig. 6.7). The variation of the 

transition fields with the arm length in the static magnetic configurations of the cross 

structures is reflected in the variation of field values at which various important 

features in the dynamics occurs. 
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Figure 6.9: (a) Contour plots of the simulated magnetostatic field distribution in 

Ni80Fe20 nanocross arrays with different arm lengths (L) for H = 0.6 kOe. Line scans are 

taken along the white dotted lines. b) Line scans of the simulated magnetostatic fields. 

The color map is shown in the inset of bottom left of the figure. c) Inter-cross stray field 

and (d) effective magnetic field at the centre of the nanocross for different arm lengths. 

To understand the dynamics further, we have numerically calculated the magnetostatic 

field distributions in the nanocross arrays, and the corresponding contour plots are 

shown in Fig. 6.9(a) for three different sizes of the nanocross. Since the bias field is 

applied along the x axis, free magnetic poles, the ensuing magnetic stray fields and 

demagnetizing fields are created in both horizontal and vertical arms along that 

direction. Line scans of the fields along the dashed lines are presented in the lower 

panels of Fig. 6.9(b), which reveal two important features. With the decrease in arm 

length (L), the inter-cross interaction fields as well the internal fields decrease 

monotonically as plotted in Figures 6.9(c) and 6.9(d). In particular, reduction in internal 

field is observed near the horizontal edges and at the centre of the cross with the 

reduction in L. This feature is probably responsible for shifting of the observed minima 

and a crossover of mode 1 to higher field values. On the other hand, having reasonably 

smaller values of inter-cross interaction fields, particularly for the smaller sizes of the 

nanocross structures, ensures observation of intrinsic modes of those nanocross 

structures without any significant collective effects from the arrays. 
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6.4 Conclusions 

In summary, we investigated a bias-field-dependent evolution of static magnetic 

configuration and magnetization dynamics in Ni80Fe20 nanocross arrays of varying sizes 

using the broadband ferromagnetic resonance technique. The static magnetic 

configuration undergoes a transition from the S state to the onion state with the 

increase in the in-plane bias field and the spins further straighten towards the bias field 

direction with a subsequent increase in its magnitude. Consequently, the SW modes 

show interesting variation. The lowest SW mode shows an increase in frequency with 

the initial increase in bias field, followed by a maximum, a minimum, subsequent 

increase in frequency, and then a crossover to a higher frequency mode. The third mode 

shows a monotonic increase with bias field, while the higher frequency modes again 

show a non-monotonic behavior. Two branches of modes merge to form a single mode, 

which again splits into two modes with the increase in bias field. Simulated SW mode 

profiles show two different types of modes, a mixed BV-DE like mode and another BV 

like mode mixed with azimuthal modes. Mode softening occurs when the static 

magnetic configuration switches from S state to the onion state and the crossover is 

found to occur between modes with different quantization numbers. With the variation 

of the nanocross dimension both quantitative and qualitative variations of the dynamics 

occur. Calculated magnetostatic field distributions indicate the origin of the variation in 

the mode frequencies and mode structures and the weak inter-cross stray magnetic 

fields confirm nearly intrinsic nature of the dynamics of the cross without any 

significant collective effects from the array, particularly for the smaller nanocross 

structures. The large tunability of the rich SW mode structures with the external bias 

field and the dimension of the cross structure offer new building blocks for magnetic 

storage, memory, logic, and communication devices. 
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Chapter 7 

7. Tunable Angle-Dependent Magnetization Dynamics 

in Ni80Fe20 Nanocross Structures of Varying Size 

 

7.1 Introduction 

Arrays of nanoscale ferromagnetic dots [1] have attracted wide interest in recent years, 

both in terms of fundamental physics as well as for their potential applications. During 

the last decade, investigation of spin dynamics and spin wave (SW) [2] in such 

nanostructures has emerged as a very potent research area. This interest is triggered by 

the possibility of exploring new physics in such structures. On the other hand, due to the 

progress of nanolithography [3], patterned nanostructures and their arrays have 

emerged as systems having great potential applications such as magnetic data storage 

[4,5], memory [6], logic devices [7], and spin-torque nano-oscillators [8]. In nanodot 

arrays [9], the high surface-to-volume ratio, inhomogeneous demagnetizing field, 

dipole-dipole [10,11] interaction between the nanodots have significant effects on their 

magnetic properties and can lead to complex spin configurations within a single 

nanomagnet [12,13] and arrays of nanomagnets [14-20]. These complex spin 

configurations lead to rich variety of SW modes which have strong dependence on the 

strength [15] and orientation [16,17] of the applied bias magnetic field, and on the 

shape [18-20] and size [9,32] of nano-elements. Extensive research work has been 

carried out to experimentally investigate the magnetization dynamics in two-

dimensional (2D) arrays of nanomagnets using time-resolved scanning Kerr microscopy 

(TRSKM) [21] or time-resolved magneto-optical Kerr effect (TR-MOKE) microscopy 

[22], ferromagnetic resonance (FMR) [23-25], and Brillouin light scattering (BLS) 

[26,27]; and theoretically by micromagnetic simulations [28] and other numerical and 

analytical methods. While the optical techniques can extract the information about local 

behavior of the dynamics, the ferromagnetic resonance can measure the global 

dynamics of a large array. In addition, due to its advantage of being a much faster 

measurement technique, very detailed investigations of bias field strength and angle-

dependence study can be made using this technique. 
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Ferromagnetic cross structure has received some interest in the magnetism community 

due to its complex spin configuration [29]. However, the ultrafast magnetization 

dynamics measured by the TR-MOKE has revealed very rich dynamics with a strong 

configurational anisotropy [30]. Later in 2015, a report [31] proposed that 

ferromagnetic cross-shaped elements can be used as reconfigurable spin-based logic 

devices using SW scattering and interference. A more recent study [32] on cross-shaped 

nanodot arrays using broadband FMR measurements showed a bias field tunable 

magnetic configuration and magnetization dynamics, including the presence of mode 

softening and mode crossover. The above results have opened up the possibility of 

applications of ferromagnetic nanocross structures as a potential building block for 

magnetic storage, memory, on-chip data communication, and spin-based logic devices, 

and hence, thorough investigation of the magnetization dynamics of this structure with 

its geometric parameters and external magnetic fields has become imperative. Here, we 

present the experimental and numerical study of the tunability of magnetization 

dynamics in Ni80Fe20 (Py) nanocrosses of varying arm lengths (L) with in-plane 

orientation of the bias magnetic field. We use broadband FMR technique and 

micromagnetic simulations for this work. We show that SW mode softening can be 

efficiently tuned by a subtle variation of the bias magnetic field orientation. Further 

properties such as SW mode splitting, mode crossover, mode merging, and the number 

of modes can also be easily tuned by bias field orientation, which significantly depend 

on the size of the nanocross element. We finally discuss some possible applications of 

the nanocross arrays based on our observations. 

7.2 Experimental Details 

Arrays (200 × 20 µm2) of Py nanocrosses with arm length (L) varying between 400 nm 

≤ L ≤ 600 nm, and constant edge-to-edge separation (S) of 150 nm and thickness of 20 

nm, as well as a continuous Py film of 20-nm thickness were fabricated on self-oxidized 

Si-substrate (001) by a combination of e-beam lithography and e-beam evaporation. Py 

film of 20-nm thickness coated with a 60-nm-thick Al2O3 protective layer was deposited 

in an ultra-high vacuum chamber at a base pressure of 2 × 10−8 Torr on a bi-layer 

polymethyl methacrylate/methyl methacrylate (PMMA/MMA) resist pattern on the Si 

substrate made by using e-beam lithography. A coplanar waveguide (CPW) made by Au 

of 150-nm thickness, 30-µm central conductor width, 300-µm length, and 50- nominal 
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characteristic impedance is deposited on top of the nanocross structures and the 

continuous Py film at a base pressure of 6 × 10−7 Torr. Subsequently, a Ti protective 

layer of 5-nm thickness is deposited on top of the Au layer at the same base pressure. 

 

Figure 7.1: (a) Schematic of our experimental geometry. (b)-(d) Scanning electron 

micrographs of Ni80Fe20 nanocross arrays with varying arm lengths. The inset shows the 

orientation () of the external bias magnetic field. 

 

The waveguide is patterned by using maskless photolithography. The broadband FMR 

experiments are performed using a vector network analyzer (Agilent, PNA-L N5230C, 

10 MHz to 50 GHz) and a homebuilt high-frequency probe station with a nonmagnetic 

G-S-G type probe (GGB Industries, Model No. 40A-GSG-150-EDP) [33]. A microwave 

output excitation is swept in a broad frequency range with power of −15 dBm and fed 

into the CPW structure, generating a microwave magnetic field hrf along the y axis of the 

nanocross array. Additionally, an in-plane magnetic field, H, is applied along a varying 

in-plane angle  with respect to the x axis and the output signal (S11) is collected from 

the CPW in the reflection geometry. The measured reflection spectra are normalized by 

a reference measurement at a high static magnetic field. A rotating electromagnet is 

used to apply an in-plane bias magnetic field up to 1.6 kOe. All the experiments are 

carried out at room temperature. 

7.3 Results and Discussion 

Figure 7.1(a) shows a schematic of the experimental setup. Figures 7.1(b)-(d) show 

scanning electron micrographs (SEMs) of all three arrays with cross arm lengths (L) of 

600, 500, and 400 nm. The bias magnetic field orientation () is shown in Fig. 7.1(b). 

The SEM images show that the cross structures suffer from some edge deformations 

and rounded corners, which increase with the reduction of L. The sizes of the individual 

crosses and their separations in the arrays also vary by up to about ± 8%. 
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Figure 7.2: Surface plots of the bias-field-dependent SW mode frequencies for (a) thin 

film of 20-nm thickness and nanocross array with arm length (L) of 600 nm and for the 

bias field orientation () of (b) 0°, (c) 2°, (d) 5°, (e) 10°, (f) 15°, (g) 30°, and (f) 45°. (a) 

The Kittel fit is shown by the solid line. Simulated SW frequencies are shown by unfilled 

symbols. The color map is shown at the top of the figure. 

 

The external bias-field-(H) dependent FMR frequency (f) of the Py thin film is also 

measured and the data is fitted with the Kittel formula [34], which is given by: 

 𝑓 =  
𝛾

2𝜋
√(𝐻 + 𝐻𝐾)(𝐻 + 𝐻𝐾 + 4𝜋𝑀𝑠) (7.1) 

to extract the magnetic parameters of the Py film. The magnetic parameters obtained 

from the fitting are saturation magnetization (𝑀𝑆) = 850 emu/cc, gyromagnetic ratio (γ) 

= 17.85 MHz/Oe, and the anisotropy field (𝐻𝐾) = 0. These will be further used for 

numerical micromagnetic simulations of the FMR spectra of the Py nanocross 

structures. 

The bias-field-dependent FMR spectra (real part of S11 parameter) for Py nanocross 

arrays with 400 nm ≤ L ≤ 600 nm at different bias field orientations are shown in Figs. 

7.2-7.4. They show rich SW properties, which vary non-monotonically with the bias field 

magnitude. These include the observation of a crossover between the two lowest 

frequency branches, followed by a sharp minima and maxima of the lowest frequency 

branch and merging of the two highest frequency branches followed by a Y-shaped 

mode splitting of the highest frequency branch with the decreasing bias field. 
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Figure 7.3: Surface plots of the bias-field-dependent SW mode frequencies for a 

nanocross array with arm length (L) of 500 nm and for the bias field orientation () of 

(a) 0°, (b) 2°, (c) 5°, (d) 10°, (e) 15°, (f) 30°, and (g) 45°. Simulated SW frequencies are 

shown by unfilled symbols. The color map is shown at the right side of the figure. 

 

These features are further modified by changing the nanocross dimensions, i.e., the 

magnitude of the bias field at which these features appear shifts toward higher field 

values with the reduction of nanocross arm length. Our purpose here is to study how 

these fascinating features are affected by the orientation of the bias magnetic field and 

whether new features can be generated. 

The dip in the lowest frequency branch (Fig. 7.2(b)), which is a signature of mode 

softening appearing due to the variation in static magnetic configuration from an S state 

to the onion state, reduces significantly and shifts drastically to a higher field value as 

the bias field angle  is rotated by only 2° (Fig. 7.2(c)). This trend continues up to 5° 

(Fig. 7.2(d)), beyond which the dip disappears and instead a mode crossover appears at 

around 300 Oe for  = 10° for the nanocross array with L = 600 nm. This continues up 

to 15°, beyond which the crossover also disappears and at  = 45° a dip starts to appear 

again. The bias field for crossover between the two lowest branches at around 700 Oe 

suddenly extends over a broad field range at  = 10° with the appearance of a new SW 

branch and the crossover completely disappears at  = 30°. 
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Figure 7.4: Surface plots of the bias-field-dependent SW mode frequencies for a 

nanocross array with arm length (L) of 400 nm and for the bias field orientation () of 

(a) 0°, (b) 2°, (c) 5°, (d) 10°, (e) 15°, (f) 30°, and (g) 45°. Simulated SW frequencies are 

shown by unfilled symbols. The color map is shown at the right side of the figure. 

 

The merging of the two highest frequency branches at around 500 Oe gets blurred at  

= 10° and disappears at  = 30°. The Y-shaped mode splitting of the two highest 

frequency branches with positive and negative slopes appearing at around 150 Oe for  

= 0° shifts to higher bias field values with increasing values of , which finally 

disappears at   = 30°. 

Table 7.1: Effect of varying the dimensions of a nanocross structure on the critical 

angles of four prime features observed in the spin wave dynamics. 

 

 

With the variation of the nanocross dimensions, some more changes are observed. For 

example, (a) the disappearance of the dip and consequent onset of crossover for the 

sample with L = 500 nm still occurs at a = 10°, but the effect is rather feeble, while for 

L = 400 nm, the same occurs at a = 5°. (b) The disappearance of the Y-shaped mode 

splitting occurs at b ≈ 15° for L = 600 nm and gradually decreases to b ≈ 10° for L = 

500 nm and b ≈ 5° for L = 400 nm. (c) The disappearance of mode crossover at higher 
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field value, on the other hand, increases from c ≈ 10° at L = 600 nm to 15° and 30° for 

L = 500 nm and 400 nm, respectively. (d) On the contrary, the angle for the appearance 

of mode splitting at a higher field value for the intermediate frequency branch remains 

unaltered with the arm length of the nanocross. These observations are tabulated in 

Table (7.1). Here, a, b, c, and d correspond to the angles where features described as 

(a), (b), (c) and (d) above occur, respectively. 

 

Figure 7.5: Simulated spatial distribution of phase profiles corresponding to different 

salient SW modes at seven  values and three different bias-field values for a Ni80Fe20 

nanocross array with L = 600 nm. The color map is shown at the top of the figure. 

 

To interpret the experimental results, we perform micromagnetic simulations by using 

OOMMF [35] software. The arrays for performing the simulation are mimicked from the 

SEM images and a 2D periodic boundary condition (2D-PBC) was applied for 
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considering large areas of the arrays studied experimentally. The arrays are discretized 

into a number of rectangular prism-like cells of 4 × 4 × 20 nm3 dimensions. The 

material parameters of the sample such as γ, 𝑀𝑆, and 𝐻K used in the simulations are 

extracted from the Kittel fit of the bias-field-dependent frequency of the Py thin film as 

discussed earlier, while the exchange stiffness constant (𝐴𝑒𝑥) = 1.3 × 10−6 erg/cm is 

taken from literature [36]. The damping constant is used as α = 0.008 during dynamic 

simulations. 

 

Figure 7.6: Simulated spatial distribution of power profiles corresponding to different 

salient SW modes at seven  values and three different bias-filed values for a Ni80Fe20 

nanocross array with L = 600 nm. The color map is shown at the top of the figure. 

 

The detailed methods of simulations are described elsewhere. Figures 7.2-7.4 show the 

simulated SW frequencies as a function of the magnetic field (unfilled symbols), which 
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reproduce all the important features of the experimental results very well. We further 

simulate the power and phase profiles of the SW modes using a home-built code [37]. 

 

Figure 7.7: Simulated spatial distribution of phase profiles of two highest frequency branches 

which merge with the reduction of bias field, and the intermediate frequency branch at H = 

0.9 kOe for the nanocross array with L = 600 nm at different values of . 

 

 

Figure 7.8: Simulated spatial distribution of power profiles of two highest frequency 

branches which merge with the reduction of bias field, and the intermediate frequency branch 

at H = 0.9 kOe for the nanocross array with L = 600 nm at different values of . 
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Figure 7.5 shows the simulated spatial distribution of phase profiles for various SW 

modes of the nanocross array with L = 600 nm at three different bias fields (H) and 

seven different  values. The power profiles of the same are shown in Fig. 7.6. SW 

modes with an azimuthal character [32] do not show significant changes with  due to 

azimuthal symmetry. 

 

Figure 7.9: Simulated static magnetic configurations for a nanocross array with arm 

length (L) of 600 nm at bias field (H) = 0.5 kOe for four different  values. We have 

shown a single cross from the center of the array to prominently represent spin 

configurations. 

 

The simulated spatial distribution of phase and power profiles corresponding to the two 

highest frequency branches, which merge with the reduction of H and an intermediate 

frequency branch at H = 0.9 kOe for nanocross array with L = 600 nm are shown in 

Figs. 7.7 and 7.8, respectively. The new mode, which appears from the splitting of the 

highest frequency branch at a higher H value, and the intermediate frequency branch, 

which shows monotonic increase of the resonance frequency with H, both show an 

azimuthal character instead of a Damon-Eshbach (DE) character. We mainly focus here 

on radial SW modes. As  changes, the phase profiles of both of the SW modes of feature 

(a) remain the same. These modes show a mixed backward volume (BV; n) and Damon-

Eshbach (DE; m)-like character with mode quantization numbers n = 11 and m = 7 with 

opposite phases. The higher frequency branch of feature (a) disappears at  ≈ 15° for L 

= 600 nm. From the phase profile, the reason for the disappearance of mode softening 

with the increase of  becomes clear. Mode softening is the result of the sudden 

switching of the magnetic configuration from the S state to the onion state. Figure 7.9 

shows that a subtle increase in  wipes away the onion state and the S state appears and 
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stabilizes with further increase in  as the bias field helps to align the spins accordingly. 

Consequently, as  increases, the height of the minima due to mode softening decreases 

and the position of the minima shifts to a higher field value. For H ≈ 0.3 kOe at  ≥ 5°, 

the S state of magnetic configuration starts to arise again. Beyond the critical angle (a), 

a mode crossover appears at the position of the minima, which is probably due to the 

reformation of the S state. For feature (b) at  = 0°, the mode quantization numbers are 

n = 3 and m = 1, which transform to a new mode with n = 7 and m = 3 at  = 15° for H 

= 0.3 kOe. A new SW mode appears at the position of mode softening due to mode 

splitting at  ≈ 10° with mode quantization numbers n = 6 and m = 4 for  = 10°, which 

changes to n = 6 and m = 6 for  = 45°. The higher frequency branch of feature (c) 

changes qualitatively with the variation of . The mode quantization numbers of this 

mode are modified to n = 6 and m = 5 at  = 30° from n = 6 and m = 1 at  = 0°. The 

mode quantization numbers of the lower frequency branch of feature (b) are n = 5 and 

m = 1 at  = 0°, which transform to n = 5 and m = 5 at  = 45°. The size of the 

nanocross structure also has a significant effect on the above-mentioned features (Table 

7.1). For feature (a), the a value at which the disappearance of mode softening and the 

creation of a new mode crossover occur decreases with the reduction in L. This 

confirms that the bias field is more crucial for the lower dimension of nanocross in the 

case of mode softening. The a value related to the disappearance of mode splitting at 

the lower field decreases monotonically with the decrement in L. The competition 

between the spin configurations in the two orthogonal arms is the reason for the 

appearance of this mode splitting. As L decreases, the competition gets weaker as 

configurational anisotropy drops, which might be a possible reason for the decrease of 

b with a reduction in L. Interestingly, the c values in feature (c) increase with the 

increment in L. The higher frequency branch between the two modes of this mode 

crossover is primarily showing a BV-like mode character and it appears at H ≈ 0.7 kOe 

for L = 600 nm. This mode crossover shifts to a higher H value as L decreases. This is 

responsible for the increment of c with the decrease of L. At  = 45°, the components of 

the bias field in both the orthogonal arms become equal, which may be responsible for 

the occurrence of the minima in the lowest frequency mode at an intermediate H value. 

A new mode splitting appears at a higher H value for  = 45°, which is independent of 

the size of the nanocross in this size regime. 
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Figure 7.10: (a) Contour plots of the simulated magnetostatic field distribution in a 

Ni80Fe20 nanocross array with arm length L = 600 nm in four different orientations () 

of bias field for H = 0.6 kOe. Line scans are taken along the white dotted lines. (b) Line 

scans of the simulated magnetostatic fields. The color map is shown in the inset of the 

bottom right of the figure. (c) Effective magnetic field at the centre of the nanocross for 

different  values. 

 

To further understand the dynamics, we have numerically calculated the magnetostatic 

field distributions in the nanocross arrays and the corresponding contour plots are 

shown in Fig. 7.10(a) for four different orientations () of the bias field. The important 

observation here is that with the increase of the  value, the magnetic stray field-line 

density inside the nanocross structures increases, which is probably due to increase of 

the uncompensated magnetic charges in the nanocross structures in the direction of the 

bias field along both arms. Line scans of the fields along the dashed lines are presented 

in Fig. 7.10(b), which reveal an important feature. With the increase of , the internal 

fields decrease monotonically as plotted in Fig. 7.10(c). 
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Figure 7.11: Surface plots of bias-field-dependent SW mode frequencies for nanocross 

arrays with arm length (L) of 600 nm and for the edge-to-edge separation (S) of (a) 150 

nm, (b) 250 nm, and (c) 350 nm. The color map is shown at the top of the figure. 

 

For  = 0°, the maximum stray field value is 𝐵𝑋 ≈ 10.4 kOe, which decreases to 𝐵𝑋 ≈ 7.6 

kOe at  = 45°. In particular, a reduction of the internal field is observed near the center 

of the cross with an increase in . This feature is probably responsible for the increase 

of c with a reduction in L. Figure 7.10(b) shows that the width of the stray field 

distribution along the x axis at maximum 𝐵𝑋 value decreases with an increase in . The 

calculated magnetostatic field distributions indicate weak intercross stray magnetic 

fields. However, even such a weak interaction field has some effect on the dynamics, 

particularly at lower bias field value. We perform FMR measurement for nanocross 

arrays with an arm length (L) of 600 nm and with the edge-to-edge separations (S) of 

150, 250, and 350 nm. Figure 7.11 shows that the variation of S from 150 to 250 nm 

affects the minimum in the frequency for the lowest frequency branch due to mode 

softening, while no further changes occur as S is increased to 350 nm. 
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Figure 7.12: Simulated power profiles of spin wave mode of frequency (f) 8.4 GHz 

excited locally at the centre of the array for (a)  = 0°, (b)  = 25°, (c)  = 45° and (d)  

= 90° geometries. 

 

Figure 7.13: Simulated power profiles of SW modes of different frequencies. 

 

Figure 7.12 provides an exemplary demonstration of how the SW propagation direction 

can be manipulated using a nanocross array. To that end, using OOMMF software, we 

launch a time-varying field of “sinc” profile (frequency cutoff of 30 GHz) at the center of 

the array over a small square region of 100 × 100 nm2 area. We then simulate the 
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propagation of the SW mode at f = 8.4 GHz for different orientations of the bias field. 

For  = 0°, the beam propagates along the vertical direction, for  = 90°, the beam 

propagates along the horizontal direction, for  = 25° the beam propagates nearly 

isotropically in all directions, while at  = 45°, the beam cease to propagate. This 

property may lead to possible applications of the nanocross array as a directional 

coupler or splitter. Figure 7.13 demonstrates a proposal of how a densely packed 

nanocross array may be used as a frequency-dependent coupler. The above possible 

applications promote ferromagnetic nanocross arrays as building blocks of a variety of 

spintronic and magnonic devices. 

7.4 Conclusions 

In summary, we investigate the magnetization dynamics in Ni80Fe20 nanocross arrays of 

varying sizes as a function of the orientation () of an external bias magnetic field using 

a broadband FMR technique. As the bias field orientation () deviates from 0°, the 

chances of formation of onion state decrease. Consequently, the height of the dip in the 

lowest frequency branch reduces and the dip position shifts to a higher H value. Further 

increase of  causes a new mode crossover at lower H value in the place of the dip. 

Interestingly, the frequency difference between modes for mode crossover at a higher H 

value increases with the increment of  and further increases of  leads toward the 

disappearance of this high-field crossover resulting in two nearly parallel SW modes at 

 = 30°,  while at  = 45°, the higher frequency branch disappears. The intermediate 

frequency branch shows a monotonic increase of frequency with the bias field. The 

orientation of the bias magnetic field () strongly affects the Y-shaped mode splitting of 

the highest frequency branch at a lower H. The frequency gap between these two modes 

decreases with the increment of . Finally, at  = b, this mode splitting disappears. 

Higher field mode splitting shifts to a lower H value with the enhancement of  and 

finally disappears. The number of SW modes decreases at  = 45° compared to  = 30°. 

At  = 45°, the lowest frequency branch shows again a minimum at the intermediate H. 

A simulated SW mode profiles show that the modes showing strong dependence on the 

bias field angle are of mixed BV & DE character. Interestingly, the DE mode quantization 

number m increases with  for most SW modes. With the variation of the nanocross 

dimension, both quantitative and qualitative variations of the magnetization dynamics 

occur. Calculated magnetostatic field distributions reveal the origin of the variation in 
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the SW mode frequencies and mode profiles. Such an ability to tune the spin 

configuration and magnetization dynamics in a nanocross structure by a subtle 

variation of the external bias field angle is very important for the design of magnetic 

storage, memory, logic, and magnonic devices as demonstrated by our further 

micromagnetic simulations. 
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Chapter 8 

8. Large Nonlinear Ferromagnetic Resonance Shift and 

Strong Magnon-Magnon Coupling in Ni80Fe20 

Nanocross Array 

 

8.1 Introduction 

Hybrid systems have emerged as strong candidates in quantum information processing 

[1] where quantum states are coherently transferred from one medium to another using 

different carrier such as superconducting qubits, optical and microwave photons, spin 

ensembles, and phonons. To this end, coupling of magnons and microwave photons in a 

resonator has been extensively studied [2-5]. In this system, magnons in magnetic 

materials with high spin density are utilized where the ‘coupling strength’ is collectively 

enhanced by square root of number of spins (N) to overcome the weaker coupling 

strength (𝑔0) between individual spins and the microwave field, i.e., 𝑔 = 𝑔0√𝑁 [2,6]. 

Recently, magnon-magnon interactions in ferromagnetic heterostructures [7] and 

interlayer coupled atoms in two-dimensional antiferromagnet CrCl3 [8] have been 

demonstrated. However, for on-chip integration of hybrid systems scalability to 

nanoscale is important, which is nontrivial from the √𝑁 dependence. Although recent 

papers have claimed magnon-magnon coupling in ferromagnetic nanowires of tens of 

micrometers length [9,10], strong coupling in nanoscale magnets in all three 

dimensions remains elusive. 

The nonlinear ferromagnetic resonance (FMR) in thin films and nanostructures has 

attracted attention over the years because nonlinearity can lead to a wide variety of 

effects, e.g., premature saturation of magnetic resonance [11], spin wave (SW) 

instabilities [12-15], auto-oscillations [16], solitons [17], chaos [18], as well as Bose-

Einstein condensation [19] of excited magnons. Early experiments in nonlinear FMR 

concentrated mainly on determining the magnetic-field threshold of SW instability in 

ferromagnetic thin films [20,21] and few nonlinear FMR measurements [22-24] in 
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nanostructured samples have been reported. Recent studies [25-27] of SW dynamics in 

Ni80Fe20 (Py) nanocross structures manifested a variety of anisotropic SW properties by 

tuning both applied bias field strength and orientation, including the presence of SW 

mode softening and mode splitting. Hence, this structure can be considered for an 

interesting testbed for studying nonlinear FMR effect and magnon-magnon coupling. 

In this paper, we report strong magnon-magnon coupling in Py nanocrosses with the 

help of broadband FMR technique and micromagnetic simulations. The number of spins 

in the nanocross structure is several orders of magnitude smaller than the smallest 

value (N ~ 1013) reported in the literature [10]. We observe two anticrossing 

phenomena with anticrossing gaps as large as 1.03 GHz at a bias field of about 0.8 kOe 

for microwave power, P = +4 dBm. Both the anticrossing gaps show strong dependence 

on microwave power. We find that the strong magnon-magnon coupling originates from 

dynamic dipolar interactions between neighbouring nanocross structures, driven by the 

microwave power. We also observe power-dependent large FMR shift depending on the 

bias field strength. The observation of a negative FMR frequency shift at high bias field 

and a positive FMR frequency shift at low bias field with increased microwave power 

stems from the two contrasting internal spin configurations of the nanocross structure. 

8.2 Experimental Details 

A continuous Py film of 20 nm thickness and Py nanocross array with arm length (L) of 

600 nm, edge-to-edge separation (S) of 150 nm, and thickness of 20 nm were fabricated 

on self-oxidized Si-substrate (001) by a combination of e-beam lithography and e-beam 

evaporation at a base pressure of 2 × 10−8 Torr. A coplanar waveguide (CPW) made by 

Au of 150 nm thickness, having 30 µm central conductor width (w), 300 µm length, and 

50  nominal characteristic impedance (𝑍0), was integrated on top of the nanocross 

array at a base pressure of 6 × 10−7 Torr. Subsequently, a Ti protective layer of 5 nm 

thickness was deposited on top of the Au layer at the same base pressure. We excite and 

detect SWs using CPWs integrated on top of the nanocross array. Excitation power of 

the microwave input signal is varied in the range of −15 dBm to +4 dBm by a vector 

network analyzer (VNA). Additionally, an in-plane bias magnetic field, H, is applied 

along the x axis and the output scattering parameter 𝑆11 for reflection is measured by 

the VNA connected with the CPW [27]. The surface topography of the sample is 

measured by scanning electron microscope. 
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Figure 8.1: Schematic of the experimental geometry. The directions of the bias field (H) 

and rf field (ℎrf) are shown in the schematic. (b) Scanning electron micrograph of Py 

nanocross array. The inset again shows the orientation of H with respect to ℎrf. (c) 

Surface plot of bias-field-dependent SW mode frequencies for Py thin film of 20 nm 

thickness at excitation power of P = −15 dBm. The Kittel fit is shown by solid line. 

Surface plots of bias-field-dependent SW mode frequencies for nanocross array at (d) P 

= −15 dBm and (e) P = +4 dBm, respectively. (f) First and (g) second anticrossings 

from the nanocross array. The dotted line is to guide the eye. Real part of 𝑆11 parameter 

as a function of frequency to highlight (h) first anticrossing and (i) second anticrossing. 

The frequency gap in the anticrossing mode reveals the coupling strength 𝑔/2𝜋. 

 

8.3 Results and Discussion 

Figure 8.1(a) represents a schematic of the experimental setup. Figure 8.1(b) shows a 

scanning electron micrograph (SEM) of a ferromagnetic nanocross array. The applied 

bias field orientation is shown in the inset of Fig. 8.1(b). The SEM image shows that the 

fabricated structures suffer from slight edge deformations and rounded corners. All 

these deformations have been incorporated in the micromagnetic simulations as 

described later. Figure 8.1(c) shows the applied bias field (H)-dependent FMR 

frequency, f, of the Py thin film and the data are fitted with the Kittel formula [28], 

which is given by: 
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 𝑓 =  
𝛾

2𝜋
√(𝐻 + 𝐻𝐾)(𝐻 + 𝐻𝐾 + 4𝜋𝑀𝑠) (8.1) 

to extract the magnetic parameters of Py. The magnetic parameters extracted from the 

fit are, saturation magnetization (𝑀𝑆) = 850 emu/cc, gyromagnetic ratio (γ) = 17.85 

MHz/Oe and the anisotropy field (𝐻𝐾) = 0. These parameters will be further used to 

numerically simulate the FMR spectra of the Py nanocross array using micromagnetic 

simulations. 

The bias-field-dependent FMR spectra (real part of 𝑆11 parameter) for Py nanocross 

array at P = −15 dBm is shown in Fig. 8.1(d), which reveals rich anisotropic SW 

properties and FMR mode frequencies vary nonmonotonically with the bias field 

magnitude. 

 

Figure 8.2: (a) Real part of 𝑆11 parameters of lowest frequency SW branch as a function 

of frequency at H = 0.29 kOe for different values of P showing the first anticrossing. (b) 

Simulated SW spectra for the same. (c) Real part of 𝑆11 parameters of lowest frequency 

SW branch as a function of frequency at H = 0.8 kOe for different values of P showing 

the second anticrossing.  (d) Experimental and (e) simulated values of 𝑔/2𝜋 as a 

function of P for the first anticrossing are shown by filled symbols. The solid lines are 

lines joining the symbols. 
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We observe merging of the two highest frequency branches followed by a Y-shaped 

mode splitting of the highest frequency branch and an anticrossing between the two 

lowest frequency branches, followed by sharp minima and maxima of the lowest 

frequency branch with the decreasing bias field value [26,27]. Our goal is to study how 

these fascinating features respond to the nonlinear magnetic effects arising from higher 

microwave excitation power. 

 

Figure 8.3: (a) Real part of 𝑆11 parameters as a function of frequency for highest 

frequency SW branch from nanocross array for different values of P at (a) H = 0.3 kOe 

and (b) H = 1.025 kOe, respectively. Ferromagnetic resonance peak frequencies as a 

function of microwave excitation power show (c) positive shift at H = 0.3 kOe and (d) 

negative shift at 1.025 kOe, respectively. Filled spherical symbols correspond to 

experimental and unfilled circular symbols correspond to simulated results. The 

saturation and nonlinear regimes of magnetization dynamics are indicated by two 

different color shades. 

 

The sudden dip in the lowest frequency branch (Fig. 8.1(d)), which is a signature of 

mode softening appearing due to the variation in static magnetic configuration from an 

S state to the onion state, reduces significantly and shifts drastically to higher field value 

with the increment of P (Fig. 8.1(e)). Figures 8.1(f) and 8.1(g) represent two 

anticrossings phenomena. First and second anticrossings appear at around H = 0.29 
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kOe and 0.8 kOe, respectively. The inter-nanocross magnon-magnon coupling strength 

𝑔/2𝜋 is defined as half of the minimal peak-to-peak frequency spacing in the 

anticrossing, which is shown in Figs. 8.1(h) and 8.1(i) for the first and second 

anticrossings, respectively. First anticrossing in the spectrum starts to appear at H ≈ 

0.29 kOe for P ≥ −6 dBm in Fig. 8.2(a). Figure 8.2(b) shows the simulated SW spectra as 

a function of P at H = 0.29 kOe. The power-dependent FMR spectra showing the second 

anticrossing are presented in Fig. 8.2(c). The 𝑔/2𝜋 value is tunable by P, which is shown 

experimentally in Fig. 8.2(d) and by simulation in Fig. 8.2(e) for the first anticrossing. 

We have also calculated the magnon-magnon cooperativity [9] C = 
𝑔2

𝑘2, where k/2𝜋 is 

average half width at half maximum of the linewidth. We have obtained a large value of 

C = 0.28 for the first anticrossing at P = +4 dBm [9]. For the second anticrossing, we 

have obtained a 𝑔/2𝜋 value of 0.515 GHz and the corresponding C value of 0.60 at P = 

+4 dBm. The second anticrossing exhibits remarkably large 𝑔/2𝜋 and C values. 

To investigate the nonlinear FMR shift with microwave excitation power, we have 

chosen two different SW modes with same frequency of f ≈ 8.5 GHz from two different 

branches of the FMR spectra, indicated in Figs. 8.1(d) and 8.1(e). The variations of the 

peak frequencies with P for these two modes are illustrated in Figs. 8.3(a) and 8.3(b). 

Remarkably, both positive and negative FMR frequency shifts are observed as a function 

of P at two different bias field strengths. At lower bias field (0.29 kOe, i.e., less than 

mode softening field, in S state), the sign is positive, and at higher field (1.025 kOe, in 

saturated state), the sign becomes negative. We have plotted the peak frequencies of the 

SW branches at H = 0.3 kOe and H = 1.025 kOe for different P values which are shown 

by filled spherical symbol in Figs. 8.3(c) and 8.3(d), respectively. 

To interpret the experimental results, we have performed micromagnetic simulations 

by using Object Oriented Micromagnetic Framework (OOMMF) [29] software. The 

mimicked array from the SEM image has been discretized into rectangular prism-like 

cells of 4 × 4 × 20 nm3 dimensions and two-dimensional periodic boundary condition 

was applied. The lateral dimensions of the cells were taken below the exchange length 

(~5 nm), lex = √
2𝐴𝑒𝑥

𝜇0𝑀𝑠
2  of Py. The material parameters of the sample such as γ, 𝑀𝑆, and 𝐻𝐾  

used in the simulations were extracted from the Kittel fit of the bias-field-dependent 

frequency of the Py thin film as discussed earlier, while the exchange stiffness constant 

(𝐴𝑒𝑥) = 1.3 × 10−6 erg/cm was taken from the literature [30]. The damping constant 
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was used as α = 0.008 during dynamic simulations. To observe the magnetization 

dynamics, we first simulated the static magnetic ground state at desired bias field value 

and then a sinusoidal excitation field [ℎrf = ℎd*cos (wt)𝑦̂] was applied along the y axis of 

the array to trigger the precessional dynamics. The amplitude of the microwave 

excitation field was given by ℎd = √
𝑃

(4𝑍0𝑤2)
 [31], where P is the microwave power, Z0 is 

the characteristic impedance of the CPW, and w is the central conductor width of the 

CPW. We have computed the z component of the magnetization dynamics data after 

turning off the sinusoidal excitation field. Consequently, we have performed first 

Fourier transformation on simulated time-resolved data to obtain the SW power 

spectra. Figure 8.2(b) shows the simulated SW spectra as a function of P at H = 0.29 

kOe, which reproduces the first anticrossing quite well. The simulated 𝑔/2𝜋 values as a 

function of P are plotted in Fig. 8.2(e). Figures 8.3(c) and 8.3(d) show the simulated SW 

peak frequencies as a function of excitation power by unfilled circular symbol at H = 0.3 

kOe and H = 1.025 kOe, respectively. Simulation results qualitatively reproduce all the 

important features of the experimental results as discussed above. Experimental results 

reveal that there is no significant nonlinear effect up to P = −9 dBm. The threshold of 

microwave power (𝑃th) for the onset of nonlinear dynamics is found to be about −6 

dBm. 

 

Figure 8.4: Simulated stray field distribution between the neighbouring nanocrosses at 

(a) P = −15 dBm and (b) P = +4 dBm, respectively, at H = 0.3 kOe. The color map is 

shown at the top of the figure. 

The experimental data [Figs. 8.3(c) and 8.3(d)] fit with a function given by f = aP + bP2 

+ c, showing the nonlinear power dependence. We have also calculated the stray-field 

distribution between neighboring nanocrosses. Figures 8.4(a) and 8.4(b) show stray 

field distribution at P = −15 dBm and P = +4 dBm, respectively. Significant decrease of 
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uncompensated magnetic charge is observed, when microwave power is increased from 

−15 dBm to +4 dBm, due to increment of dynamic dipolar interaction between the 

neighboring nanocrosses. 

 

Figure 8.5: Simulated spatial distribution of power and phase profiles corresponding to 

lowest frequency SW branch, which shows SW anticrossing at higher excitation powers. 

The color maps are shown in the inset. 

We have further simulated the spatial distribution of power and phase profiles of SW 

modes using a home-built code [32]. Figure 8.5 represents simulated spatial 

distribution of power and phase profiles at two extreme P values corresponding to the 

lowest frequency SW mode, which shows anticrossing at higher microwave powers (P ≥ 

−3 dBm). Simulated power and phase profiles reveal that a mixed backward volume 

(n)–Damon-Esbach (m) mode (7, 3) in the low-P regime transforms into a rather 

incoherent mode as P enters into the nonlinear regime. The observed reduction in the 

dip and the increase in the bias field value corresponding to the mode softening with the 

increase in P is associated with the shift in the dynamic magnetization from its 

equilibrium direction due to the increase in the rf excitation field at large value of P. A 

sharp change in the magnetization state from S state to onion state is thereby halted, 

leading to the observed behavior. 
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Figure 8.6: Simulated spatial distribution of power and phase profiles of lowest 

frequency SW mode(s). We have locally excited the center of the array with excitation 

power of P = −15 dBm and P = +4 dBm. At P = −15 dBm, only a single mode was 

observed at 2.15 GHz, while at P = +4 dBm, two modes appear at 2.92 GHz and 3.32 GHz 

due to the anticrossing. The color map is shown at the top of the figure. 

Figure 8.6 shows that the observed anticrossing at low field (0.29 kOe) with large P 

values can be understood from the observed spatial power and phase maps for those 

two frequency modes. To this end, using OOMMF software, we have launched a time- 

varying field of “sinc” profile (frequency cutoff of 20 GHz) at the center of the array over 

a small square region of 100 nm × 100 nm area. We have then simulated the spatial 

distribution of power and phase profiles for the lowest frequency SW mode(s) at two 

extreme P values. At P = −15 dBm, the spatial power corresponding to this mode is 

weak on the array, while the phase shows sharp changes due to mode quantization. On 

the contrary, at P = +4 dBm, the spatial power distribution is stronger over the whole 

array for both the modes. However, while the spatial phase change is sharp and regular 

for the lower frequency mode, it is rather incoherent showing random-phase 

fluctuations for the higher frequency mode. 



 
 

139 

 

Figure 8.7: Simulated SW spectra of a single Py nanocross at bias field value of H = 0.8 

kOe at three different values of microwave excitation power of (a) P = −15 dBm, (b) P = 

0 dBm and (c) P = +4 dBm, respectively. The second anticrossing observed in the 

nanocross array is absent in all these spectra from a single Py nanocross. 

 

The strong coupling between these two magnon modes leads to the observed 

anticrossing induced by the microwave excitation power. The increase in microwave 

power also increases the dynamic dipolar interactions between the nanocross 

structures (Fig. 8.4), which boasts the magnon-magnon interactions responsible for the 

appearance and increment of the first anticrossing gap, as well as the continuous 

increment of the second anticrossing gap. This is further confirmed by the numerical 

simulation of microwave power dependent FMR spectra of a single Py nanocross, which 

does not open any anticrossing gap even at the highest power of +4 dBm as shown in 

Fig. 8.7. In ref. 21, positive and negative shifts of FMR frequency at low and high bias 

field, respectively, were reported in a Py thin film. However, the positive and negative 

shifts were asymmetric and the negative shift was negligibly small even at a very high 

power. On the other hand, in Py elliptical nanodots again positive and negative 

frequency shifts were observed but both shifts were observed at a very large microwave 

power [22]. On the contrary, we have observed relatively large and symmetric positive 

and negative frequency shifts of up to 0.35 GHz at much smaller microwave power of 

+4 dBm as opposed to the above two reports. The answer to this lies in the nanocross 

structure and its rich and flexible spin configurations. The nanocross structure shows 

drastic variation in spin configurations with bias magnetic field strength as described 

before [26]. 
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Figure 8.8: Simulated static magnetic configurations for Py nanocross array at two 

different bias magnetic field values. We have shown here a single nanocross from the 

center of the array to prominently represent the spin configurations. The nanocross 

structure shows a drastic variation in spin configurations with bias magnetic field 

strength. 

 

At large bias field (e.g., 1.025 kOe), the spins are nearly aligned along the bias field 

direction (x axis) and increased microwave excitation power increases the magnitude of 

the rf field along the y axis. This causes a reduction of the effective field along the bias 

field direction leading towards a decrease in FMR frequency. On the contrary, Fig. 8.8 

shows that at smaller bias field (e.g., 0.3 kOe), the magnetization inside the nanocross 

shows an S state with significant amount of spins making a large angle with the bias 

field [26]. An increase in rf field (along the y axis) may reorient the spins towards the 

bias field, increasing the effective field along that direction. This can cause a positive 

shift in FMR frequency of this system. Due to the magnetic instability of this structure 

even in the equilibrium configuration, the reorientation of spins and the corresponding 

precession trajectory force the dynamics to a nonlinear regime even at a very moderate 

rf field (microwave power). 

8.4 Conclusions 

In conclusion, we have reported microwave power (P)-dependent FMR in Py nanocross 

array. We have observed microwave power driven anticrossing, where the anticrossing 

gap increases systematically with P. We have also observed a power dependent 

nonlinear frequency shift in the FMR frequency, the sign of which depends on the 

strength of the applied bias magnetic field and the internal spin configuration of the 

nanocrosses. Beyond a threshold power, 𝑃th = −6 dBm, the dynamics enters into a 

nonlinear regime and the FMR frequency varies quadratically with P. The SW mode 
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softening can also be efficiently controlled by microwave power. Remarkably, we detect 

two strong magnon-magnon coupling induced anticrossings, where the coupling 

strength is tunable over a large range by varying P. Micromagnetic simulations show 

that microwave power driven modulation of inter nanocross dynamic dipolar 

interactions results in the observed anticrossings. Micromagnetic simulations have also 

reproduced the power dependent FMR frequency shift. Additionally, simulated power 

and phase maps of SW modes demonstrate a transformation of the linear SW dynamics 

into a nonlinear dynamics for P > 𝑃th. Nonlinear FMR study in artificial spin-ice 

structures would also produce very interesting results due to its metastable ground 

state spin configuration. Finally, the observed nonlinear FMR and strong magnon-

magnon coupling in ferromagnetic nanocross array are promising for applications in 

microwave-assisted fast magnetic storage, logic, and communication devices. 
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Chapter 9 

9. Observation of Magnon-Magnon Coupling with High 

Cooperativity in Ni80Fe20 Cross-shaped Nanoring Array 

 

9.1 Introduction 

Hybrid systems [1] are promising for their fundamental importance and potential 

application in the field of quantum information processing and communication [2,3]. 

Hitherto, diverse carriers [1-5], e.g. photons, phonons, superconducting qubit, atoms etc 

have been employed for the coherent transfer of quantum states from one platform to 

another to execute quantum information processing. Recently, magnons, the quanta of 

spin waves (SWs), have been introduced as a new candidate in the list of quantum state 

carriers. 

During the last decade, extensive research have been carried out especially on coupled 

magnon-photon [6-11] hybrid systems to explore the strong coupling phenomenon 

[12,13]. However, the magnon-magnon coupling in hybrid systems of ferromagnetic 

patterned nanostructures are not extensively explored yet. The study of magnon-

magnon coupling in magnetic nanostructures can open the door to develop magnon-

based energy efficient on-chip quantum information processing system where 

processing frequency can go up to gigahertz range. The coupling between magnons of 

different magnon modes in nanomagnets can be efficiently tuned by varying various 

external and internal parameters such as orientation of the bias magnetic field and size, 

shape and periodicity of the nanomagnet. Strong magnon-magnon coupling induced 

anticrossing of magnon modes has been observed in voltage controlled on demand 

magnonic nanochannels [14]. In a single nanomagnet, the magnon-magnon coupling 

strength was found [15] to be strongly dependent on the geometric parameters of the 

magnon cavity. In addition, external magnetic field controlled tuning of magnon-

magnon coupling strength has been reported [16]. The ‘coupling strength’ (g/2π) is one 

of the key parameters in the study of strong coupling to quantify the strength of 

interaction. In a resonator the magnon-photon coupling strength is proportional to the 



 
 

145 

square root of the total number of spins (N) present in the magnetic material, i.e. g ∝

√𝑁 [6,17]. It suggests that to achieve significant amount of coupling strength a large 

enough spin ensemble is required, which enhances the dimensions of the magnetic 

material to millimeter scale. 

Fortunately, the magnon modes present in confined magnetic nanostructures are 

analogous to cavity modes as discussed above, which have the potential to replace the 

millimeter-sized microwave cavity for device miniaturization. Besides, the magnon-

magnon hybrid systems have become a trending topic in quantum information 

processing because magnons provide charge-less diffusion, longer temporal and spatial 

coherence, and gigahertz range working frequency [18,19]. The strong magnon-magnon 

coupling in a compensated ferrimagnet [20] and a single material two-dimensional (2D) 

antiferromagnetic CrCl3 [16] have been reported. Recently, magnon-magnon coupling in 

coupled YIG/Co heterostructures [21], tunable magnon-magnon coupling in synthetic 

antiferromagnets [22] and coherent spin pumping in strongly coupled magnon-magnon 

hybrid system of yttrium iron garnet/permalloy (YIG/Py) bilayer [23] have been 

demonstrated. However, scalability in nanoscale is essential for the development of on-

chip integration of hybrid systems, which is restricted by the √𝑁 dependence. Very 

recently, strong magnon-magnon coupling have been observed experimentally in 

ferromagnetic nanowires of tens of micrometers length [24] and between edge and 

centre magnon modes in a single nanomagnet by micromagnetic simulation [15]. 

Furthermore, microwave power driven ferromagnetic resonance [25] in Ni80Fe20 

nanocross array exhibited strong magnon-magnon coupling, including the presence of 

SW mode softening and mode splitting. However, studies of magnon-magnon coupling 

in nanoscale ferromagnets is still at a nascent stage. Therefore, search and optimization 

for this phenomenon in different geometrical shapes and environment is imperative, 

which may lead towards magnon-based quantum information technology. 

In this work, we explore magnon-magnon coupling in Ni80Fe20 (Py) cross-shaped 

nanoring (CNR) array with the help of time-resolved magneto-optical Kerr effect (TR-

MOKE) microscope and micromagnetic simulations. Remarkably, we observe an 

anticrossing feature [1] between the two lowest frequency SW modes with anticrossing 

gap of 0.96 GHz and the corresponding high cooperativity value of 2.25. We also detect 

an anisotropic dipolar interaction-induced SW mode splitting of the highest frequency 

SW mode. Moreover, by employing micromagnetic simulations we demonstrate that the 
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coupled SW modes propagate longer distance as opposed to other modes in 

ferromagnetic CNR array. 

9.2 Sample Fabrication and Characterization 

The 20 nm thick Py CNR array, as well as a continuous Py thin film were fabricated on a 

self-oxidized Si substrate (001) by a combination of electron beam evaporation and 

electron beam lithography (EBL). A bilayer of polymethyl methacrylate/methyl 

methacrylate (PMMA/MMA) was used to prepare resist pattern on the Si substrate by 

using EBL. 

 

Figure 9.1: (a) Scanning electron micrograph of Py CNR array. (b) Atomic force 

micrograph for the same array. (c) Magnetic force micrograph of the sample at magnetic 

remanent state. (d) Simulated magnetic force micrograph for the same array. 

The EBL was performed for a dose time of 1.0 μs and at a beam current of 500 pA. The 

outer (L) and inner arm (D) lengths of the CNR were chosen as 600 nm and 200 nm, 

respectively. The edge-to-edge separation (S) between the CNR was fixed at 150 nm. 

The deposition of Py film was performed in an ultra-high vacuum chamber at a base 

pressure of 2 × 10−8 Torr. Py is a soft ferromagnet possessing negligible 

magnetocrystalline anisotropy making it an ideal material for patterning into all sorts of 

geometrical configuration. The negligible magnetocrystalline anisotropy of Py enables 
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the investigation of the effects of shape anisotropy of nano-patterned elements and 

their inter-element interactions when placed in a 2D array. In this particular study, the 

complex internal and stray magnetic fields and their dynamic coupling led to the clear 

observation of magnon-magnon coupling without being masked or smeared by the 

additional energy term like magnetocrystalline anisotropy. Figure 9.1(a) shows the 

scanning electron micrograph (SEM) of the array. Figure 9.1(b) shows the atomic force 

micrograph (AFM) of the same array. Both SEM and AFM images reveal that the 

fabricated structures have slight edge deformations. The dimensions of the individual 

CNR and their edge-to-edge separations also vary by up to ±6%. All these deformations 

in the structures have been incorporated in the micromagnetic simulations as described 

later. Figure 9.1(c) shows the magnetic force micrograph (MFM) of the sample, which 

was taken at magnetic remanent state. The opposite color contrast is observed inside 

the CNR. We have also simulated the MFM image of the CNR array by using LLG 

Micromagnetics simulator [26] as shown in figure 9.1(d). The color contrast in the 

sample, i.e. bright region on the left side and dark region on the right side show good 

agreement between the experimental and simulated images, despite the fact that the 

experimental MFM image is slightly blurred as opposed to a clean simulated image due 

to the limitations in the spatial resolution of the MFM measurements. 

9.3 Experimental Details 

The bias magnetic field dependent magnetization dynamics of the Py CNR array was 

studied using a custom-built TR-MOKE microscope based upon two-color optical pump-

probe experiment in a collinear geometry [27]. The second harmonic (spot size ~1 μm, 

λ = 400 nm) of a Ti-sapphire oscillator [Tsunami, Spectra-Physics], called as the pump 

beam, was used to excite the spin dynamics of the sample, while the time delayed (Δt) 

fundamental laser (spot size ~800 nm, λ = 800 nm) was exploited to probe the 

dynamics. The pump and probe beams were brought to collinear alignment and made to 

incident upon the sample through a single microscope objective with numerical 

aperture (N.A.) = 0.65. The probe beam was placed at the centre of the pump beam 

using a piezoelectric scanning x-y-z stage to ensure uniform excitation of the desired 

probing volume of the sample. 



 
 

148 

 

Figure 9.2: (a) Schematic of the experimental geometry used in optical pump-probe 

technique. (b) Background subtracted time-resolved magnetization traces for Py CNR 

array at H = 1.32kOe. Corresponding FFT power spectra of (c) experimental and (d) 

simulated time-domain precession at H = 1.32 kOe. Arrow signs represent different SW 

modes. 

The back-reflected probe beam was analyzed by using an optical bridge detector and 

two lock-in-amplifiers to measure the polar Kerr rotation (out-of-plane magnetization 

component) and the reflectivity of the sample as a function of the time delay (Δt) 

between the pump and the probe beams. In our experiment, the measurement time 

window of 3.25 ns was used which was sufficient for resolving all the SW modes clearly. 

The external magnetic field was applied at a small tilt angle of ~15° from the sample 

plane, while the in-plane component of this magnetic field is considered as the bias 

magnetic field (H). The small tilt in the external magnetic field from the sample plane 

confirms the presence of substantial amount of out-of-plane demagnetizing field, which 

is modified by the pump laser to launch a precessional torque [28] to the sample 

magnetization after the ultrafast demagnetization. 
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Figure 9.3: (a) Bias-field-dependent SW mode frequency for Py thin film of 20 nm 

thickness. The Kittel fit is shown by solid line. (b) Experimental bias-field-dependent 

SW mode frequencies for Py CNR array. (c) FFT power spectrum of experimental time-

domain precession at H = 0.83 kOe. The half of the frequency gap between two lowest 

frequency SW modes reveals the coupling strength g/2π, and the corresponding 

dissipation rates k1/2π and k2/2π are defined as half width at half maximum of the peak 

shape of M1 and M2, respectively. (d) Simulated bias-field-dependent SW mode 

frequencies for Py CNR array. The dotted line is guide to eye. 

 

9.4 Results and Discussion 

A schematic of the TR-MOKE measurement geometry is presented in figure 9.2(a). The 

time-resolved Kerr rotation shows an ultrafast demagnetization and a two-step 

magnetization relaxation, superposed on which the magnetization precession appears 

as an oscillatory signal. We removed the initial time zone showing the ultrafast 

demagnetization and subtracted the bi-exponential background corresponding to the 

two-step relaxation from the TR-MOKE traces to show a representative time-resolved 

precessional data from the CNR sample for H = 1.32 kOe in figure 9.2(b). Subsequently, 

fast Fourier transformation (FFT) was performed over the time-resolved precessional 

oscillation to obtain the power spectrum or SW modes as shown in figure 9.2(c). The 

simulated SW spectrum at H = 1.32 kOe is shown in figure 9.2(d). 



 
 

150 

To validate the experimental results, we performed micromagnetic simulations by using 

Object Oriented Micromagnetic Framework (OOMMF) [29] software. The mimicked 

CNR array from the SEM image was discretized into rectangular prism-like cells of 4 × 4 

× 20 nm3 dimensions, while to account for the large experimental array, 2D periodic 

boundary condition was applied. The lateral dimensions of the cells were taken well 

below the exchange length (lex = 5.3 nm) of Py. The magnetic parameters of the sample 

such as saturation magnetization (𝑀𝑆), gyromagnetic ratio (γ), and anisotropy field (𝐻𝐾) 

used in the micromagnetic simulations were extracted from a Py thin film. Figure 9.3(a) 

shows the H-dependent precessional frequency (f) of a 20 nm thick Py thin film and the 

data was fitted by using Kittel formula [30], which is given by: 

 𝑓 =  
𝛾

2𝜋
√(𝐻 + 𝐻𝐾)(𝐻 + 𝐻𝐾 + 4𝜋𝑀𝑠) (9.1) 

to extract the magnetic parameters of the Py film. The parameters extracted from the fit 

are, γ = 17.6 MHz/Oe, 𝑀𝑆 = 860 emu/cc, and 𝐻𝐾 = 0. The exchange stiffness constant 

(𝐴𝑒𝑥) = 1.3 × 10−6 erg/cm was taken from the literature [31]. The damping coefficient 

(α) of 0.008 [32] was used during dynamic simulations. The detailed methods of the 

simulations are described elsewhere [33]. Figure 9.2(d) shows the FFT power spectrum 

of the simulated time-domain magnetization from the CNR sample under the 

experimental conditions, which reproduces the experimental spectrum very well. The 

SW modes are marked with arrow sign, which identify the presence of five distinct 

modes in the sample at H = 1.32 kOe. However, all the deformations and edge 

roughness in CNR array could not be precisely reproduced in finite difference method 

based OOMMF simulation. On the other hand, the effects of temperature (T) can not be 

incorporated in OOMMF and the simulations are performed at T = 0 K. Consequently, 

we have observed a marginal quantitative disagreement between figures 9.2(c), (d). 

We further studied the bias-field-dependent SW mode frequencies, and the 

experimental f versus H data for the SW modes from the Py CNR array is shown in figure 

9.3(b). The plot reveals rich anisotropic SW properties. The SW mode frequencies vary 

non-monotonically with H. However, SW mode softening is not observed here unlike 

nanocross array due to the absence of a transition in magnetic microstates with 

magnetic field. The largest frequency mode (M4) shows a mode splitting (appearance of 

M4 and M5) for H ≳ 1 kOe. A continuous increase in frequency with the increase in H is 

observed for the intermediate frequency branch (M3). 
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Figure 9.4: Simulated phase maps of the SW modes obtained for Py CNR array at four 

different bias field values. The color map for the phase distribution is shown in the inset. 

 

On the contrary, the two lowest frequency modes (M1 and M2) show a mode repulsion 

and ensuing anticrossing at around H = 0.8 kOe due to magnon-magnon coupling. The 

magnon-magnon coupling strength g/2𝜋 is defined as half of the peak-to-peak 

frequency spacing at anticrossing, which is shown in figure 9.3(c). In order to estimate 

the strength of interaction between these two modes, we have extracted the value of 

g/2𝜋, and the corresponding dissipation rates k1/2𝜋, k2/2𝜋 as shown in figure 9.3(c). 

Here, k1/2𝜋 and k2/2𝜋 are defined as half width at half maximum of the peak shape of 

M1 and M2, respectively. The g/2𝜋 value is obtained as 0.48 GHz, while k1/2𝜋 and 

k2/2𝜋 are found to be 0.33 GHz and 0.31 GHz, respectively. Thus, g > k1 and k2, i.e. the 

interaction between M1 and M2 can be considered to fall in the high coupling regime 

[13]. We have also calculated magnon-magnon cooperativity, which is defined as C = 

g2/k2, where k = (k1 + k2)/2, and obtained C = 2.25 for the coupling between M1 and 

M2. Figure 9.3(d) shows the simulated SW mode frequencies from Py CNR array as a 

function H. The simulation results reproduce all the important features of the 

experimental results, as discussed above. From the simulation, we obtained the value of 

g/2𝜋, k1/2𝜋 and k2/2𝜋 as 0.39, 0.26 and 0.24 GHz, respectively. The simulated results 
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also show high cooperativity of 2.43, i.e. a high magnon-magnon coupling between M1 

and M2. 

 

Figure 9.5: Contour plot of the simulated magnetostatic field distribution in Py CNR 

array at H = 0.6 kOe and the corresponding color map is shown at the top of the figure. 

Line scan is taken along the white dotted line. (b) Line scan of the simulated 

magnetostatic field for CNR array. (c) Line scan of the simulated magnetostatic field for 

nanocross array. 𝐵a and 𝐵b represent inter-CNR interaction field and the effective 

magnetic field at the centre of the CNR (air gap), respectively. Simulated static magnetic 

configurations for Py CNR array at (d) H = 0.2 kOe, (e) H = 0.8 kOe and (f) H = 1.5 kOe, 

respectively. We have shown here a single CNR from the centre of the array to represent 

the spin configuration prominently. 

 

During the dynamics the stray magnetic fields due to the precessing magnetic moments 

of each CNR dynamically interact with the magnetization of the neighbouring CNRs. 

Consequently, neighbouring CNRs are connected by dynamic dipolar interactions. On 

the other hand, dynamic dipolar interaction becomes significantly high in this system 

due to the presence of nonuniform distribution of the local magnetic moments, which 

arises because of the complex geometrical structure of the CNR. The magnon-magnon 

coupling between the different magnon modes is mediated by this dynamic dipolar 

coupling. 

To characterize the observed SW modes, we have further simulated the spatial 

distribution of phase of the modes using a home-built code [34]. OOMMF simulation 
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provides magnetization (M (r, t)) information of each rectangular prism-like cell at 

different simulation time. By performing discrete Fourier transformation with respect 

to time for each of these cells and subsequently extracting the phase of the dynamic 

magnetization for a desired frequency gives rise to spatial distribution of phase for that 

particular mode. Figure 9.4 represents the simulated phase maps of the SW modes at 

four different H values, which are above, at and below the anticrossing field. The modes 

are characterized by nodal planes perpendicular to the bias field direction (backward 

volume (BV) geometry, mode quantization number: n) in any of the horizontal arms of 

the CNR and azimuthal quantization number (m’) in the central part of the CNR, i.e. 

around the cross-shaped antidot. All the modes show both BV-like and azimuthal 

quantization with varying n and m’ as marked in figure 9.4. The values of (n, m’) for 

modes 1, 2, 3, 4 and 5 are (3, 3), (4, 5), (4, 7), (5, 9) and (5, 13) at H = 1.3 kOe, i.e. above 

the anticrossing field. The modes at this field, however, are less phase coherent. At H = 

0.8 kOe two remarkable events happen. The phase contrasts of all modes, particularly 

M1 and M2, improve drastically and (n, m’) for M2 transforms to (4, 3), while 

quantization numbers for all other modes remain intact as for H = 1.3 kOe. This means 

the azimuthal mode number (m’) for M1 and M2 becomes identical, which is likely to be 

a signature of high coupling between these modes. For values of H below 0.8 kOe, no 

further variation of (n, m’) occurs for any of the modes, which is probably due to the 

retainment of significant coupling between M1 and M2 at lower field values. 

To get deeper insight into the SW dynamics, we have numerically calculated the 

magnetostatic field distributions in Py CNR array, and the corresponding contour plot is 

shown in figure 9.5(a) at H = 0.6 kOe. The line scan of the field along the white dotted 

line is presented in figure 9.5(b). At the centre of the CNR (air gap), a significant amount 

of effective magnetic field (𝐵b ≈ 5.74 kOe) is observed despite having no magnetic 

material. The inter-CNR interaction field (𝐵a) is found to be of 0.817 kOe. For a 

comparison, we have also calculated the magnetostatic field distributions in Py 

nanocross array (with no hole in it) and the corresponding line scan of the field is 

shown in figure 9.5(c). Here, 𝐵a is found to be 1.048 kOe. Thus, the introduction of a hole 

at the centre of the cross does not reduce the inter-element dipolar interaction 

significantly. The slightly lower inter-dot interaction field suggests weaker inter-dot 

dipolar coupling, and hence, we observe lower value of coupling strength in CNR array 

as compared to nanocross array. However, CNR array exhibits larger magnon-magnon 
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cooperativity value compared to nanocross array (C = 2.25 for CNR, 0.6 for nanocross) 

[25]. This is most likely due to the fact that the demagnetization field around the 

periphery of the hole in CNR reduces the dissipation rates (k1/2𝜋, k2/2𝜋) by 

transforming M1 and M2 into more alike SW modes where the azimuthal mode 

quantization numbers merge at the anticrossing field. Consequently, the cooperativity 

value increases. 

 

Figure 9.6: Simulated spatial distributions of the power corresponding to the different 

SW modes obtained for Py CNR array at H = 0.8 kOe. We have launched the local 

excitation over a small square region at the center of the array. The color map 

associated with the power distributions is shown at the top of the figure. 

 

Besides, the bias-field-dependent transition in the magnetic microstate disappears in 

the CNR, giving rise to stable onion state at three different bias field values (H = 0.2 kOe, 

H = 0.8 kOe and H = 1.5 kOe) as shown in figures 9.5(d)-(f). In case of Py nanocross 

array [35,36], SW mode softening occurred at H ≈ 0.3 kOe due to the sudden change of 

magnetic microstate from S state to onion state. The absence of central part in CNR 

inhibits the formation of S state, and thereby, eradicates the field-dependent transition 

in microstate and the ensuing SW mode softening in CNR array. In addition, a Y-shaped 

mode splitting appeared in the nanocross array [35] due to the configurational 
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anisotropy driven competition between the spin configurations in the two orthogonal 

arms of the cross structure. However, in case of CNR the weaker configurational 

anisotropy prompts the vanishing of Y-shaped SW mode splitting of the highest 

frequency mode at lower H regime. Splitting of the highest frequency SW mode (M4) 

occurs for H ≳ 1 kOe due to the anisotropic dipolar interactions [37] between CNRs in 

an array, similar to Py nanocross array [35] which also exhibited similar mode splitting. 

For the nanocross the splitting vanished for a shorter arm length (L ≤ 300 nm).  

Figure 9.6 provides a demonstration of different spatial propagating nature of detected 

SW modes through dipolar coupled CNR array. To this end, using OOMMF software, we 

launched a time-varying field of “sinc” profile (frequency cut-off of 20 GHz) over a small 

square region at the centre of the array. Subsequently, we simulated the spatial 

distributions of the power corresponding to the different SW modes obtained for Py 

CNR array at H = 0.8 kOe. Notably, the results reveal an exciting feature that M1 and M2, 

which are coupled by high magnon-magnon interaction, propagate longer distance (> 2 

μm) in the array. On the contrary, the other two higher frequency SW modes show 

faster decay and disappear within about 1 μm length from the excitation center. The 

contour plot (figure 9.5(a)) of the magnetostatic field distributions exhibits nonuniform 

distribution of field lines around the CNR edges. It shows dense lines of force at the 

vicinity of the both sides of the vertical arm and two ends of the horizontal arm of CNR, 

where the lines of force penetrate inside the CNR due to unsaturated spins. This 

indicates that the SW modes are significantly coupled here by inter-CNR dipolar 

interactions. On the other hand, spatial distribution of power for the observed SW 

modes (figure 9.6) reveal that the power is localized mostly at the edges for M1 and M2, 

while power is uniformly distributed over the CNR for M3 and M4. This underpins the 

longer propagation distance for M1 and M2 as opposed to other two SW modes (M3 and 

M4) in Py CNR array. Finally, the number of spins in Py CNR is several orders of 

magnitude smaller than the existing reported values in the literature. In addition, these 

are planar 2D array of elements, which can be easily integrated with on-chip devices. 

Therefore, our study is imperative for the development of nanoscale magnonics, 

quantum transduction and information systems. 
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9.5 Conclusions 

In conclusion, we have explored dynamic dipolar coupling induced magnon-magnon 

coupling in Py CNR array. We have observed bias-field-dependent rich anisotropic SW 

properties in CNR array. Remarkably, we have observed a magnon-magnon coupling 

induced anticrossing feature between the two lowest frequency SW modes. 

Furthermore, the CNR array has exhibited larger magnon-magnon cooperativity value 

as compared to the nanocross array. Splitting of the highest frequency SW mode (M4) 

has occurred for H ≳ 1 kOe due to the anisotropic dipolar interactions between the 

CNRs in an array. Notably, SW mode softening has not been observed here unlike 

nanocross array due to the absence of a transition between magnetic microstates with 

bias magnetic field. On the other hand, the weaker configurational anisotropy has 

prompted the absence of Y-shaped SW mode splitting of the highest frequency mode at 

lower H regime. Micromagnetic simulations have well reproduced all the observed 

phenomena. The calculated SW mode profiles have shown remarkable enhancement in 

phase contrast and merging of azimuthal mode quantization number of M1 and M2 at a 

bias field where the mode anticrossing occurs, hinting towards the significant coupling 

between those modes. Furthermore, by exciting the hybrid magnon dynamics, we have 

demonstrated that the coupled SW modes propagate longer distance as opposed to 

other modes in Py CNR array. Finally, the observed magnon-magnon coupling and the 

longer SW propagation length for the coupled SW modes in ferromagnetic CNR array 

are promising for applications in magnon-based coherent information processing. 
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Chapter 10 

10. Summary and Future Perspectives 

 

10.1. Summary 

In summary, we have studied the quasi-static and dynamic magnetization properties in 

patterned ferromagnetic samples by using different experimental techniques. The 

principal goal of such studies was to utilize the experimental results to enrich the 

fundamental physics and to propose potential magnonic devices. The patterned samples 

were fabricated by using various techniques, including ultrahigh vacuum magnetron 

sputtering, electron beam evaporation and electron beam lithography. The 

topographical and morphological studies of the prepared samples were carried out 

utilizing SEM and AFM. Whereas the static magnetic properties of the samples were 

explored by MFM and static-MOKE magnetometer. The magnetization dynamics of the 

samples were measured in frequency domain by a custom-built broadband FMR 

spectrometer. On the other hand, the dynamics of magnetization in different time-scales 

were probed using a home-built TR-MOKE microscope. The experimental outcomes 

were analysed with the assistance of computational micromagnetic simulations 

(OOMMF and LLG Micromagnetics) to interpret the experimental observations. 

Firstly, we have investigated the evolution of static spin configuration and dynamics of 

magnetization in Py nanocross arrays [1] with varying sizes as a function of bias 

magnetic field strength (H) employing a broadband FMR spectrometer. A drastic 

variation of the static spin configuration was observed with the increase of in-plane bias 

field strength. The initial S state spin configuration was transformed to onion state and 

subsequent increase in bias field strength resulted in further straightening of the spins 

toward the bias filed direction. The observed SW modes showed rich anisotropic 

properties due to this substantial variation in static spin configuration. Especially the 

lowest frequency SW mode showed interesting variation. The frequency of this SW 

mode increased with the initial increment of bias field strength, followed by a sharp 

maximum and minimum, subsequent rise in frequency, and finally a crossover to the 
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upper frequency branch. The third SW mode showed a monotonic increase in frequency 

with bias field strength. Interestingly, the higher frequency SW modes again manifested 

a non-monotonic nature. The highest frequency SW mode showed a Y-shaped mode 

splitting at lower bias field regime (𝐻 ≤ 0.225 kOe), followed by a single branch in 

intermediate bias field regime (0.225 kOe ≤ 𝐻 ≤ 0.62 kOe). Subsequently, another SW 

mode splitting was observed with the increment of bias field strength. The Y-shaped 

mode splitting of the highest frequency branch occurred due the competition between 

the contrasting spin configurations hold by the two orthogonally placed arms of the 

nanocross. Simulated spatial distribution of phase maps revealed two different types of 

SW modes in this system, a mixed BV-DE-like SW mode and another BV-like SW mode 

mixed with azimuthal character. The sudden transition of static spin configuration from 

S state to onion state resulted a mode softening. The two lowest frequency branches 

with different mode quantization numbers showed mode crossover. Further, the 

variation of dimension of the nanocross affected the magnetization dynamics of the 

nanocross array both qualitatively and quantitatively. 

Next, we studied the magnetization dynamics in Py nanocross arrays of varying 

dimensions as a function of the in-plane angle () [2] of the applied bias magnetic field 

again by using broadband FMR. The previous study in nanocross arrays showed bias-

field-dependent tunable static spin configuration and magnetization dynamics along 

with the presence of mode crossover and mode softening. When the bias field angle was 

deviated from its initial orientation, i.e.,  = 0°, the chances of onion-state formation 

reduced. As a result, the dip height corresponding to the mode softening of lowest 

frequency branch reduced and the position of the dip moved to a higher bias field value. 

The formation of a new mode crossover occurred at the dip position with the further 

increase of . The frequency gap between two lowest frequency modes (i.e., for higher-

field mode crossover) increased with the increment of  and subsequent increase of  

resulted disappearance of this mode crossover at  = 30°. In addition, the higher 

frequency branch of this mode crossover disappeared at  = 45°. At  = 45°, the number 

of modes reduced as compared to  = 30°. The lower-field Y-shaped mode splitting of 

the highest frequency branch was highly affected with the variation of . The frequency 

gap of this mode splitting decreased with the increment of  and finally this Y-shaped 

mode splitting disappeared for a certain value of . On the other hand, the higher-field 

mode splitting of the highest frequency branch shifted to a lower field value with the 
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further increment of , and subsequently, this mode splitting disappeared. Interestingly, 

a frequency minimum was observed again for the lowest frequency branch at  = 45°. 

The simulated spatial distribution of phase maps of the observed modes revealed that 

the SW modes, which are highly affected by the bias field orientation are characterized 

as mixed BV-DE-like modes. Notably, the mode quantization number corresponding to 

the DE mode, i.e., m increased with the increase of . The effect of varying the sizes of 

the nanocross on the prime features and their corresponding critical angles are 

tabulated, which shows both quantitative and qualitative variation of magnetization 

dynamics. The reasons behind such variation in the mode frequencies and phase 

profiles were explored with the help of calculated magnetostatic field distribution in 

nanocross arrays at different  values. 

Afterwards, we have studied the microwave power (P) dependent ferromagnetic 

resonance in Py nanocross array using a broadband FMR technique. A microwave 

power dependent [3] nonlinear frequency shift was observed in the FMR frequency, 

where the sign of the shift was found to depend on the strength of the bias magnetic 

field and internal magnetic configuration. Interestingly, above the threshold power for 

this system i.e., 𝑃th = −6 dBm, the spin dynamics showed nonlinear behaviour and FMR 

frequency manifested a quadratic variation with P. The SW mode softening of the lowest 

frequency mode could also be efficiently modulated by microwave power. Two strong 

magnon-magnon coupling induced anticrossing features were also detected, where 

coupling strength could be tuned by varying P. Micromagnetic simulations revealed that 

the microwave power driven modulation of the inter nanocross dynamic dipolar 

coupling results this magnon-magnon coupling. In addition, simulated spatial 

distribution of power and phase maps of the SW modes demonstrated the conversion of 

linear SW dynamics into the nonlinear SW dynamics with the enhancement of P. 

We also studied the bias magnetic field dependent precessional magnetization 

dynamics in Py cross-shaped nanoring (CNR) array [4] using TR-MOKE microscopy. 

Bias-field-dependent anisotropic SW properties was observed in the CNR array. 

Remarkably, an anticrossing feature due to magnon-magnon coupling was also detected 

between the two lowest frequency SW modes (M1, M2). In addition, the CNR array 

manifested larger cooperativity value between M1 and M2 modes as compared to the Py 

nanocross array. Splitting of the highest frequency branch (M4) occurred at H ≳ 1 kOe 

because of the anisotropic magnetic dipolar interactions between the CNRs. Some prime 
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features like SW mode softening and Y-shaped mode splitting was not observed in case 

of CNR array unlike nanocross array. The calculated phase maps also supported the 

significant coupling between the lowest frequency magnon branches (M1, M2). 

Interestingly, the coupled modes was found to propagate longer distance as opposed to 

other uncoupled SW modes present in Py CNR array. 

Finally, all these observations were found to be promising for the applications in 

magnetic storage, logic and communication devices. 

10.2. Future Perspectives 

Mankind is gradually shifting towards a digital lifestyle. Round the clock, we are using 

various electronic gadgets, including mobile phone, computer, internet, navigator, e-

marketing, apps etc. These devices perform logic operations, store and use data. The 

demand for the more efficient memory, logic and communication devices have grown 

rapidly with the rise of this digital lifestyle. The concern is that electronic technology is 

slowly reaching the limits [5,6] in terms of energy efficiency and space miniaturization. 

Therefore, the daunting challenge is to search for smarter alternative technologies. 

On the other hand, spin-based devices have several advantages such as lower energy 

consumption, lower energy loss, GHz range working frequency regime etc. In addition, 

with the advancement of fabrication techniques, we are now able to grow samples like 

high quality magnetic ultrathin films, heterostructures and patterned nanostructures. 

The novel phenomena of these systems can be useful for the development of future 

potential spin-based devices. 

The study of spin dynamics in ferromagnetic nanostructures (dots or antidots or rings) 

could play an important role for future spin-based communication devices since their 

outputs are efficiently tunable in terms of geometrical parameters like shape, size and 

periodicity. Their spin dynamics can also be easily controlled externally by tuning the 

bias magnetic field strength, orientation and microwave excitation power, which is 

useful for the construction of magnonic crystal-based networks and devices. In addition, 

the anisotropy (intrinsic and extrinsic) present in the system makes SWs anisotropic in 

nature which can be helpful for the development of SW filters, splitters, couplers and 

attenuators. A systematic study of magnetic band structure [7] of these samples 

presented in this thesis using Brillouin light scattering (BLS) spectroscopy and 
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simulation could be an exciting extension of works. Recently, hybrid systems [8] have 

become an exciting topic of research due to their rich fundamental physics and 

application in potential devices. Particularly, magnon-based hybrid systems [9-11] have 

shown recent rapid evolution. Magnons can be efficiently engineered to achieve 

significant coupling with other quasiparticles or platforms. In addition, magnon can be 

easily modulated and have high temporal coherence making it suitable for the 

application in information processing. Furthermore, they offer GHz frequency 

bandwidth and the current development in the fabrication techniques can be helpful for 

the manufacturing of broad frequency range device applicable in quantum information 

[12]. 

Currently, antiferromagnetic systems [13] are being preferred in data storage 

application. In case of antiferromagnetic systems, the adjacent magnetic moments are in 

reversed direction alternatively. If we look at this system macroscopically, their net 

magnetic moment is zero. The information stored in this system remains safe from the 

unwanted external magnetic field, as the nearest moments do not interact with each 

other. The magnetic response of an antiferromagnetic system lies in terahertz (THz) 

regime, which can be useful in the field of THz-spintronics. On the other hand, the study 

of magneto-elastic coupling in antiferromagnet-based potential systems can be an 

exciting topic of investigation for the evolution of spin-mechatronics [14]. 

We have studied bias-field-dependent complex static magnetic configurations for Py 

nanocross array and cross-shaped nanoring array, which have resemblance with 

artificial spin ice (ASI) [15,16] and anti-spin ice [17] systems. It would be exciting to 

study ASI systems with new possible geometries and magnetic materials. Artificial spin 

systems exhibit various fascinating phenomena including emergent magnetic 

monopoles [18], phase transitions [19] and frustration [20]. The dynamics of magnetic 

monopoles can be efficiently controlled in an ASI system with the assistance of various 

external stimuli, for instance, electric current, electric and magnetic fields, strain and 

temperature gradient, which is extremely important for the future device applications 

such as data storage, computation and encryption. In ASI, monopole defects can be 

identified from their frequency spectrum, which makes them suitable for the 

application in reprogrammable magnonic crystals [21]. 

In addition, the spin dynamics can be efficiently controlled in bi-component magnonic 

crystals (BMCs) [22] by playing with the exchange coupling between the junctions of 
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two different magnetic media. The dynamic dipolar coupling enhances here due to the 

exchange interactions at the boundary. Consequently, SWs can easily transmit through 

the boundary by scattering process. Interestingly, the transmission of SWs occurs 

across the lateral interfaces with substantial group velocity. Therefore, study of 

magnonic band structure and spin dynamics in new BMCs would be an interesting 

research for future device applications for instance microwave assisted magnetic 

recording (MAMR). 

In brief, a comprehensive investigation of spin dynamics in patterned ferromagnetic 

nanostructures have been presented in this thesis. The detected fascinating phenomena 

and their efficient tunability are significant for the construction of new potential 

magnonic devices. 
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