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Preface 

 

 

Fossil fuels are the conventional source of energy in order to meet the power demands. The 

disadvantages associated with these fuels are it possess harmful effects on environment such as 

global warming, pollution etc. Since last decade there was a major shift of electricity production 

countries towards renewable or alternative source of energy. The benefits related to it are its 

clean and green source, inexhaustible and easily available. However, PV and wind sources of 

energy make the power extraction little difficult as it depends on irradiance and wind speed. For 

high power extraction series connection can’t, be done as it can lead to imbalance and high in 

cost. PV generates low voltage which is inefficient to single phase 230V RMS AC voltage. 

Therefore, a boost converter is connected to increase the voltage to high values so that it can 

supply to inverter and which can convert to 230V RMS AC voltage. The proposed circuits solve 

the common problems which arises due to power quality issues. The thesis has dealt with the 

issue of wider voltage variation, harmonics, partial shading condition, losses due to higher 

switching’s. The proposed techniques have used recent and modified metaheuristics techniques 

to extract the gating pulses for driving the inverters in PV and PV- wind hybrid distributed 

generation system connected to microgrid. Thus, the system can be applied to large power plants, 

can also work in standalone or islanded mode. Resolving these problems of power quality can 

improve the standards of living. The proposed schemes are also verified with the laboratory 

setup thus concluding that it can be used for practical purposes. A detailed discussion of the 

problems and the process or techniques involved has been discussed in detail.   
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                                                                                                  CHAPTER 1 

INTRODUCTION 

1.1 INTRODUCTION 

This modern civilization is highly dependent on electricity. Excessive use of conventional source of 

energy has resulted in its depletion thus causing crisis of electricity. Therefore, the world has now started 

to shift towards the use of renewable source of energy [1.1]. It has proved to be a major source of energy 

with major advantages over the fossil fuels. Its clean and green source as well with availability in 

abundance and inexhaustible advantages has made organisations to start investing these power generation 

projects [1.2].   

Renewable energy source is not a constant and stable source in terms of solar and wind.  The sun's 

irradiance can vary significantly during the day in solar photovoltaic (PV) systems. Another important 

renewable energy source and a good substitute for producing electricity is wind energy. Similarly, here 

also wind speed is varying throughout which in turns varies the bus voltage.  

To provide uninterrupted power to the consumers a reliable grid interfaced renewable energy source 

is required. Mostly, solar photovoltaic (SPV) systems interface to the grid. Therefore, a stable grid 

interface is required to feed the grid without any fluctuations [1.3]. Photovoltaic cells provide DC voltage. 

This DC is converted into AC by power electronic converters.  

There are numerous inverter topologies for renewable energy systems projected in research. The 

voltage source (VS) and current source (CS) inverter are the main types of inverter. They have their own 

merits and demerits however in the renewable energy system VSI is more appropriate compared to CSI. 

There are different techniques available to control the inverters. Depending on the circuit topology 

inverters can be operated in two or higher number of levels of DC voltages. In recent years, multilevel 

inverters are commonly used due to the numerous advantages over other traditional two level inverters. 

To drive these inverters various new and modified metaheuristic techniques are used to fetch angle as 

gating pulses.   

       It needs rigorous improvement in the field of power semiconductor switches, topologies to satisfy the 

harmonic standard set by IEEE. So, that it can deal with power quality issues like harmonics, voltage 

unbalance, power fluctuations, frequency variations etc. For these purposes reactive power demands has 

also to be taken care of by using advanced electronic compensators. Therefore, this thesis attempts to 

address these important issues in order to make power quality better in a PV-wind integrated microgrid 

system. On overcoming these challenges, the proposed schemes can be implemented easily in a large 

power plant, grid-secluded regions or even in islanded mode of operation in order to make life better. 
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1.2 LITERATURE SURVEY  

Various articles and journals were investigated to develop a better proposed scheme or real time 

implementation. The reviewed literatures related to the topics of the thesis work has been studied in detail 

which are given as follows: 

[1] Memon, M. A., Mekhilef, S., Mubin, M., & Aamir, M. (2018). Selective harmonic elimination 

in inverters using bio-inspired intelligent algorithms for renewable energy conversion applications: 

A review. Renewable and Sustainable Energy Reviews, 82, 2235-2253. 

The review paper presents various optimization techniques and discusses different objective function.  

It has been used in inverters for harmonic application. Various comparative analysis has been done to 

draw a conclusion on the basis of information extracted from the literature and evaluation results with 

future recommendations [1.4]. 

[2] Ray, R. N., Chatterjee, D., & Goswami, S. K. (2010). Reduction of voltage harmonics using 

optimisation-based combined approach. IET power electronics, 3(3), 334-344. 

A basic module is developed for voltage harmonics in a sine pulse-width modulation (PWM) inverter 

connected microgrid system. The dominant harmonics are obtained in phase opposition to nullify them. 

This is validated both by simulation and by experimentation [1.5].  

[3] Al-Quraan, A., & Al-Qaisi, M. (2021). Modelling, design and control of a standalone hybrid 

PV-wind micro-grid system. Energies, 14(16), 4849. 

In this paper, a Permanent Magnet Synchronous Generator (PMSG) based standalone micro-grid 

system is designed. The sources of energy used are Photovoltaic (PV) and Wind Energy Conversion 

System (WECS) with a battery connection. When the electricity generated by the PV panels is insufficient 

to meet the load’s demands, the extra power is extracted from the charged batteries. A controller is 

designed to protect the battery banks in all conditions, including normal, overcharging, and 

overdischarging conditions. Different cases are considered for to check proper working of these conditions 

[1.6]. 

[4] Krishnamurthy, K., Padmanaban, S., Blaabjerg, F., Neelakandan, R. B., & Prabhu, K. R. 

(2019). Power electronic converter configurations integration with hybrid energy sources–a 

comprehensive review for state-of the-art in research. Electric Power Components and Systems, 

47(18), 1623-1650. 

This paper reviews various PEC configurations available for integration of renewable energy sources. 

It emphasizes on coordination power control, maximum power point, and grid integration challenges 

related to the hybrid energy system [1.7]. 
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[5] Sarker, K., Chatterjee, D., & Goswami, S. K. (2017). Grid integration of photovoltaic and 

wind based hybrid distributed generation system with low harmonic injection and power quality 

improvement using biogeography-based optimization. Renewable Energy Focus, 22, 38-56. 

In this paper, authors have introduced FACTS based hybrid model with microgrid connection. PV-

DFIG were connected to DVR, STATCOM and UPQC (with and without transformer) switching improve 

grid power quality and voltage interruption. Metaheuristic techniques has been used for offline 

computation of angles for harmonics elimination [1.8 ]. 

[6] Balamurugan, M., Sahoo, S. K., & Sukchai, S. (2017). Application of soft computing methods 

for grid connected PV system: a technological and status review. Renewable and Sustainable Energy 

Reviews, 75, 1493-1508. 

This paper summarizes various metaheuristic techniques to different stages of a grid connected PV 

system such as panel reconfiguration, Maximum Power Point Tracking (MPPT) technique in the 

converter, harmonic elimination in inverter and islanding detections. This paper highlights better results 

obtained from SPWM technique than from space vector modulation in modular multilevel converters for 

balancing sub modules capacitor [1.9]. 

[7] Ghoudelbourk, S., Azar, A. T., Dib, D., & Omeiri, A. (2020). Selective harmonic elimination 

strategy in the multilevel inverters for grid connected photovoltaic system. International Journal of 

Advanced Intelligence Paradigms, 15(3), 317-339. 

This paper describes multilevel inverters for PV applications integrated in distribution grids so as to 

reduce THD. The proposed control strategy implements SHE modulation for a 5 to 11 levels. This helps 

to reduce harmonics for multilevel converter sources both for equal and unequal DC voltages cases [1.10]. 

[8] Ramesh, A., & Sait, H. H. (2020). An approach towards selective harmonic elimination 

switching pattern of cascade switched capacitor twenty nine-level inverter using artificial bee colony 

algorithm. Microprocessors and Microsystems, 79, 103292. 

In this paper switched capacitor multilevel inverter based artificial bee colony (ABC) method has 

been used. The twenty nine level inverter gets input from the SEPIC converter powered by PV. A 

comparative analysis of ABC harmonics elimination technique has been carried out with genetic algorithm 

based SHE method [1.11].  

 [9] Ray, S., Gupta, N., & Gupta, R. A. (2021). Power quality improvement using multilevel 

inverter-based active filter for medium-voltage high-power distribution system: a comprehensive 

review. International Journal of Power Electronics, 14(1), 1-36. 

 In this paper, authors have discussed that MLI-based active filter (AF) is having more potential and 

thus, can replace two-level inverter-based AF in medium-voltage distribution sector. It has reviewed 

different possible configurations, control techniques and their different applications [1.12].  
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[10] Sarker, K., Chatterjee, D., & Goswami, S. K. (2018). Modified harmonic minimisation 

technique for doubly fed induction generators with solar‐wind hybrid system using biogeography‐

based optimisation. IET Power Electronics, 11(10), 1640-1651. 

A PV-wind hybrid connected distributed generation has been developed in the present paper. A 

modified switching strategy is developed for mitigating stator harmonics at different speeds based on 

operating rotor speed [1.13].  

[11] Blooming, T. M., & Carnovale, D. J. (2006, June). Application of IEEE Std 519-1992 

harmonic limits. In Conference Record of 2006 Annual Pulp and Paper Industry Technical 

Conference (pp. 1-9), IEEE, DOI: 10.1109/PAPCON.2006.1673767.  

This paper discusses the IEEE standard 519-1992 for understanding harmonics and applying 

harmonic limits in power systems [1.14].   

[12] Beaulieu, G., Bollen, M. H. J., Malgarotti, S., & Ball, R. (2002, July). Power quality indices 

and objectives. Ongoing activities in CIGRE WG 36-07. In IEEE Power Engineering Society 

Summer Meeting, 2, pp. 789-794. IEEE. 

This literature elaborates the need for power quality indices and objectives in the context of 

deregulation of the electricity industry. Voltage quality monitoring such as harmonics, flicker, unbalance 

and voltage dips are also discussed [1.15].  

[13] Alkahtani, A. A., Alfalahi, S. T., Athamneh, A. A., Al-Shetwi, A. Q., Mansor, M. B., 

Hannan, M. A., & Agelidis, V. G. (2020). Power quality in microgrids including supraharmonics: 

Issues, standards, and mitigations. IEEE Access, 8, 127104-127122. 

This review study contributes towards the mitigation and development of PQ issues mainly 

superharmonics in connection to microgrid. Its characteristics, causes, consequences, and measurements 

are discussed. Also, the control strategies to overcome the power quality issues, and the devices used has 

been detailed [1.16].  

[14] Khosravi, N., Abdolmohammadi, H. R., Bagheri, S., & Miveh, M. R. (2021). Improvement 

of harmonic conditions in the AC/DC microgrids with the presence of filter compensation modules. 

Renewable and Sustainable Energy Reviews, 143, 110898. 

In this paper authors have designed filter compensation devices for harmonic reduction. The green 

plug filter compensator (GPFC) and active power filter module (APFM) has been used to stabilize the 

transient voltage in the DC side and the latter has been used to reduce voltage and current harmonics at 

the AC side.   Comparison of various optimization techniques has been carried out to obtain best answer 

to the problem statement [1.17].  

 [15] Reddy, C., Goud, B. S., Aymen, F., Rao, G. S., & Bortoni, E. C. (2021). Power quality 

improvement in HRES grid connected system with FOPID based atom search optimization 
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technique. Energies, 14(18), 5812. 

   An optimum power quality for grid connected hybrid system has been proposed by the authors. A 

Unified Power Quality Conditioner with Active and Reactive power (UPQC-PQ) has been designed with 

Atom Search Optimization (ASO) based Fractional-order Proportional Integral Derivative (FOPID) 

controller. It is used to control the real and reactive power, voltage, Total Harmonic Distortion (THD) etc 

[1.18]. 

[16] Alhato, M. M., & Bouallègue, S. (2019). Direct power control optimization for doubly fed 

induction generator based wind turbine systems. Mathematical and Computational Applications, 

24(3), 77. 

      In this literature, a Thermal Exchange Optimization (TEO) algorithm has been proposed which is 

used to tune the PI controller for direct power control of Doubly Fed Induction Generator (DFIG) based 

Wind Turbine systems. It also regulates the active/reactive power and DC-link voltage simultaneously. A 

topology is developed based on basic modules. It has different levels which increases after series 

connection of basic module [1.19].  

[17] Aljendy, R., Nasyrov, R. R., Abdelaziz, A. Y., & Diab, A. A. Z. (2022). Enhancement of 

power quality with hybrid Distributed generation and FACTS device. IETE Journal of Research, 

68(3), 2259-2270. 

      In this paper, the voltage profile has been improved by determining the size of distributed 

generators using the Salp Swarm algorithm (SSA). To do so, an Active Power Filter (APF) has been used 

which also compensates reactive power and harmonics [1.20].  

[18] Guichi, A., Mekhilef, S., Berkouk, E. M., & Talha, A. (2021). Optimal control of grid-

connected microgrid PV-based source under partially shaded conditions. Energy, 230, 120649. 

This objective of this paper is to design a microgrid connected PV system which can deliver the power 

needed. Particle swarm optimization algorithm and the proposed intermediate power point tracker 

algorithm combine has been used as a controller of the DC-DC boost converter. The voltage source 

inverter is controlled with the phase-locked loop algorithm to keep the DC bus voltage constant and carry 

out the voltage synchronization [1.21]. 

[19] Motahhir, S., El Hammoumi, A., & El Ghzizal, A. (2020). The most used MPPT algorithms: 

Review and the suitable low-cost embedded board for each algorithm. Journal of cleaner 

production, 246, 118983. 

     In this manuscript the authors reviews the most used MPPT algorithms. It is categorized into three 

which are direct (traditional ones), Indirect, and lastly the soft computing ones. Each of its implementation 

has also been carried out in low-cost embedded board [1.22]. 
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[20] Yadav, R. S., Dhaked, D. K., & Jaiswal, A. (2021). Comparative study of MPPT techniques 

for solar PV-based system. International Journal of Environment and Sustainable Development, 

20(3-4), 366-380. 

The literature objective is to increase the output power from the solar PV system. The comparative 

analysis has been studied in aspect of efficiency for the perturb and observe (P&O) and variable step size 

incremental conductance (VSS-IC)-based optimization techniques in a MATLAB simulation environment 

[1.23].  

 

1.3 RENEWABLE ENERGY SOURCES  
         Renewable energy source as the name itself denotes its characteristics of alternative energy/ 

sustainable form of energy. It has zero carbon emission, freely available in plenty and of course 

inexhaustible. The most popular sources are wind, solar, tidal, hydro, biomass, geothermal etc. Solar and 

wind has been focusses in the present thesis. The manufacturing cost of solar panels has declined in past 

few years thus, making them more affordable and cheapest form of electricity. Wind turbines (WT) 

converts the kinetic energy of moving air to electrical energy. They can be found in on land (onshore) or 

in sea or freshwater (offshore) in which the offshores ones has tremendous potential. It has basically two 

types horizontal and vertical. Former being the most common as well as older. The advantage of vertical 

WT is that it does not need to be facing straight into the wind to be more efficient.  

        The focus is to obtain maximum power out of the solar panel or wind turbine which is to be boosted 

on the later stage for meeting the grid demands. For this purposes, previously traditional methods like 

Perturb and Obserb (P&O), incremental conductance method etc. [1.18] were used. But they didn’t worked 

well under non–uniform irradiance condition. Therefore, the studies [1.20] shows that the various 

metaheuristic techniques has been combined with these traditional methods as well these soft computing 

methods have been applied separately to get the desired maximum power output. 

 

1.3.1 Induction Generators and its types  

         Induction machines are commonly used in a large-scale in the power industry. Mostly they are used 

as motors due to various benefits such as their simple and robust design, cost-effective, low maintenance 

requirements. It gets excited without any DC source and performs even with increased transient state. It 

has built-in protection against short circuit faults, overloading effects which make them more popular to 

be used a generator. One of the major concerns is that it requires external reactive power source for stator 

magnetization current which is not applicable in case of synchronous generators. The source for the 

reactive power is capacitor banks, synchronous generators etc. By the process of self-excitation magnetic 

field is induced in the rotor. When the magnetic field interacts with the stator magnetic field it induces an 

electric field and produces rotor winding current. The current is caused due to the relative movement of 
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these fields, known as “slip.” Wind turbines is categorised based on the operating turbine speed: fixed 

speed wind turbines (FSGs) and adjustable speed generators (ASGs).  

     The adjustable speed generators outperform fixed-speed generators in terms of lower cost, simpler 

pitch control. When the wind speed is low the pitch control is fixed but at higher wind speed pitch control 

is used to limit maximum output power. It also reduces mechanical stresses from gusts of wind. Due to 

the elasticity of the wind turbine system power quality is improved with reduced torque pulsations which 

in turn reduces/eliminates power fluctuations. With this the systems efficiency is improved. Turbine speed 

is the function of wind speed which maximizes output power result. Last but not the least, low-speed 

operation is possible at low power conditions which also reduces the acoustic noise. In addition, most 

ASG-based wind turbines can also operate in island mode which is hence, difficult in the Danish concept. 

 

1.3.1.1 Doubly fed Induction generator (DFIG) 

             Contrary to SCIGs, doubly fed induction generators (DFIGs) with wound rotor and slip rings 

offer more flexibility and variable speed operation made possible by a supplementary rotor port via 

which energy can be fed or withdrawn. These generators fall under the (ASG) category. By changing the 

direction of power flow through the rotor, the machine can run in driving and generating modes at both 

sub-synchronous and super-synchronous speeds.  A DFIG is made of a three-phase stator winding and a 

three-phase rotor winding, similar to a wound rotor induction machine (IM) which are fed through slip 

rings. As the inverter rating is typically 25% of the total system power and the speed range of the ASG 

is only 33% around synchronous speed, DFIG has the benefit over other IGs because of decreased 

inverter cost and size. 

 

 
Fig. 1.1 DFIG system connected to wind turbine (Courtesy: Google Image) 

 

Since inverter harmonics contributes very less of the overall system harmonics than EMI harmonics 

therefore, inverter filters and EMI filters are less expensive as they are rated only for 0.25 p.u. of system 

power [1.10]. An increase of 2% to 3% has been observed in terms of efficiency. Since the DFIG system 

(four-quadrant converter and induction machine) functions essentially like a synchronous generator, 
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power-factor control can be accomplished more affordably. The excitation energy is needed from the 

converter only. Additionally, this simultaneously manages the generator's reactive and active power. 

1.3.1.2 Squirrel Cage Induction Generator (SCIG)   

            Fixed speed wind turbines produce rated power to a very small range, corresponding to less 

than 1% of the rated wind speed. Consequently, any variation in wind speed will result in a change in 

the output power. This category includes squirrel cage induction generators (SCIGs). These wind 

turbines' benefits include minimal cost, great efficiency, straightforward construction, and no 

maintenance. The drawbacks are low conversion efficiency, significant mechanical stress, and power 

fluctuation. Through a coupling transformer, these particular wind turbines are directly connected to 

the grid. A capacitor bank will be included as reactive power correction since the fixed speed wind 

turbine absorbs a significant quantity of reactive power during the excitation process. 

 

Fig. 1.2 SCIG system connected to wind turbine (Courtesy: Google Image) 
 

           As a result of the rotor's construction, which places conducting bars in slots and uses end rings to 

short both ends, it is also known as a short-circuit rotor machine. The electrical properties can be 

controlled without an external device whereas a generator's slip is affected by the wind speed, a CIG 

operates very closely to its rated speed [1.24]. In the face of changing wind speeds, speed deviation is 

incredibly modest. The use of reactive power which rises with wind speed, is a significant linked 

disadvantage. The delicate starter mechanism is therefore usually mentioned in order to offset this effect. 

 Wind turbines with SCIG bases will provide more active power at higher wind speeds, but this will also 

result in a greater need for reactive power. In their absence, the grid is used to compensate, which causes 

the system as a whole to become unstable [1.24]. This is often provided by the power electronics 

equipment or capacitor banks. When wind turbines are operating in the grid-connected mode the 

fluctuation in wind speed cause transients in the form of inrush current which is forwarded to the grid. 

As a result, this inrush current causes serious voltage disturbances and device damage. 

 

1.3.1.3 Wound Rotor Induction Generator (WRIG)  

      The connection between WRIG and a wind turbine is identical to that of SCIG, with the exception 

that WRIG also has an external mechanism for controlling electrical characteristics or rotor output. 



9 
 

Power electronics, slip rings, and brushes, or both, may be coupled to the rotor windings.

 

Fig. 1.3 WRIG system connected to wind turbine (Courtesy: Google Image) 
 

The necessity for slip rings in the rotor is eliminated by the use of resistors and power electronic 

converters that are placed inside the rotor. To keep the electricity flow continuous, the variable resistors 

can swiftly adjust the rotor voltage. These are more expensive than the SCIG, though, and their structure 

is less sturdy and straightforward. Rotor resistance can be regulated with 10% slip using optically 

controlled converters. 

1.4 POWER ELECTRONICS CONVERTERS FOR MICRO-GRID 

 Power electronic converters serve as the connecting device between different loads and power sources. 

A lot of the time, the power source is the utility grid directly, which provides AC sinusoidal voltage. 

However, in some situations (like adjustable speed motor drives), it is necessary to first convert AC 

power into DC power. This process is known as rectification. Different proposed schemes are presented 

and various DC/AC converters are verified to check which performed their best in the given scheme. 

The inverters are given as under: 

 

1.4.1 SPWM Inverter 

     The SPWM is mostly used in industrial applications and is based on a comparison of the carrier and 

modulation signals. A common PWM approach is sinusoidal PWM. To calculate the switching states 

for each pole in the inverter using this PWM technique, the sinusoidal AC voltage reference (Vref) is 

compared with the high-frequency triangular carrier wave (Vc) in real time. Following a comparison, 

the switching states for each pole can be calculated using the formula: 

 Voltage reference>Triangular carrier: upper switch is turned on (pole voltage=(Vdc/2)) 

 Voltage reference<Triangular carrier: lower switch is turned on (pole voltage=(-Vdc/2)) 

 

The DC-link voltage is specified here as the triangle carrier wave's peak to peak value. The voltage 

reference's amplitude in this PWM technique must be kept below the triangle carrier's peak (1.26) in order 

to achieve linear modulation. 
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1.4.2 Multilevel Inverter 

        The use of multi-level inverters in industrial settings with high power and voltage ranges has 

grown to be interesting. For a variety of high-power applications, it is simple to interface with 

renewable energy sources. Batteries, capacitors, renewable energy systems, etc. serve as the sources 

for the input side dc voltage. Reduced harmonic distortion, more voltage levels, staircase waveform 

quality, operation at both fundamental and high switching frequency PWM, lower switching losses, 

improved electromagnetic compatibility, and higher power quality are therefore some of MLI's 

appealing qualities. This has the drawback of requiring a lot of power semiconductor switches. Large 

switching results in losses, which lower system efficiency. The gate driver circuits connected to each 

switch add complexity to the system of the system [1.27]. The overall cost of the system will escalate. 

The term "reduced MLI" refers to the current focus on reducing circuit complexity by reducing the 

amount of power electronic switches and gate driver circuits. The gating pulses are produced by 

metaheuristic methods using Grey Wolf Optimisation (GWO) and Particle Swarm Optimization (PSO), 

which are both covered in more detail later in the chapters. The problem statement directs the 

employment of bio-inspired algorithms to extract the best answer from the search space. 

 

1.4.3 SHEPWM Inverter 

     In 1973, Patel and Hoft introduced the SHEPWM approach. The basic square-wave output, which is 

obtained by accurate off-line calculations, is "chopped" a number of times in this process. The outcomes 

are then either immediately recorded in look-up tables or interpolated for real-time execution using 

straightforward procedures. The greatest quality output among all PWM techniques can theoretically be 

produced with SHEPWM-based technologies. The drawback of this method is that a huge amount of 

memory is needed for the lookup table as the number of switching angles increases. To apply this method 

in multilayer inverters, it is further developed. In comparison to other PWM approaches, the Multilevel 

SHEPWM methodology offers the maximum output power quality at low switching frequencies [1.4]. 

          In the chapters that follow, these switching methods as well as the metaheuristic methods covered 

for getting the gate pulses for MLI and SHEPWM switching patterns are covered in more detail. A 

comparison analysis has been done to determine whether metaheuristic technique is best for a given issue 

statement or suggested solution. According to claims made about bio-inspired algorithms, their 

performance is optimal due to smoother and more accurate convergence, faster speeds, lower levels of 

computational complexity, less memory usage, and finally, fewer tuning parameters. Of all the switching 

methods mentioned, SHEPWM switching has been used most frequently for the schemes discussed in 

the chapters to come. 
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1.5 REACTIVE POWER OPTIMISATION 

        These are connected in series with the line as they are meant for injecting voltage in series with 

the line. If the injected voltage is in phase quadrature with the line current, then only supply or 

consumption of variable reactive power is possible. In order to handle real power also, any other 

phase relationship has to be involved. These types of controllers include Static Synchronous Series 

Compensator (SSSC), Interline Power Flow Controller (IPFC), Thyristor Controlled Series Capacitor 

(TCSC), Thyristor Switched Series Capacitor (TSSC), Thyristor Controlled Series Reactor (TCSR), 

Thyristor Switched Series Reactor (TSSR). In all of these TCSC is commonly used. These all 

comprises of capacitor, reactor, power electronic based variable source. In order to improve the 

networks' ability to transfer power, stability, and controllability through series and/or shunt 

compensation, FACTS devices are static power-electronic devices used in AC transmission 

networks. Additionally, these devices are used for loss optimization and congestion management. 

Four groups of FACTS controllers can be distinguished: 

 Series Controllers: As they are designed to inject electricity in series with the line, they are linked 

to it in series. It is only possible to provide or consume variable reactive power if the injected voltage 

is in quadrature phase with the line current. To manage actual power any other phase interaction is 

also to be incorporated. These controllers come in various forms, such as the Static Synchronous 

Series Compensator (SSSC), Interline Power Flow Controller (IPFC), Thyristor Controlled Series 

Capacitor (TCSC), Thyristor Switched Series Capacitor (TSSC), Thyristor Controlled Series 

Reactor (TCSR), and Thyristor Switched Series Reactor (TSSR). TCSC is frequently employed in 

all of these. Each of them is an electronic-based variable source with a capacitor, reactor, and power 

source. 

 

Fig. 1.4 Series connected FACTS controller (Courtesy: Google Image) 
 

 Shunt Controllers:  

   It is shunt connected to the line in order to inject current into the system at the connection point. 

They could also be variable source or variable impedance, or a combination of the two. Variable 

reactive power supply or consumption could be achieved if the injected line current and line voltage 

are in quadrature, but any other phase relationship could also entail real power management. Static 

VAR Compensator and Static Synchronous Compensator (STATCOM) are examples of this (SVC). 



12 
 

Thyristor switched capacitors (TSC), thyristor-controlled reactors (TCR), and other SVCs are 

common. The majority of the uses for STATCOM, SVC, and TCR are industrial. 

 

Fig. 1.5 Shunt connected FACTS controller (Courtesy: Google Image) 
 

 Combined series-series Controllers: These controllers combine various series controllers that are 

co-ordinately controlled in various power transmission systems. Alternately, these might be a unified 

controller in which independent series controllers are used in each line to compensate for series 

reactive power and transfer real power between the lines via proper link. As an illustration, the IPFC 

controller balances the actual and reactive power flow in the lines to increase the amount of power 

being transmitted.  

 

Fig. 1.6 Series-series connected FACTS controller (Courtesy: Google Image) 

       As an illustration, the IPFC controller balances the actual and reactive power flow in the lines 

to increase the amount of power being transmitted. 

 Combined series-shunt Controllers: A coordinated series and shunt controller is used, or 

a unified power flow controller could be used instead. Shunt and series components of the controller 

respectively inject current and voltage into the system and when everything is functioning as 

intended real power exchange via the power link occurs. 
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Fig. 1.7 Series-shunt connected FACTS controller (Courtesy: Google Image) 

      Unified Power Flow Controller (UPFC), Thyristor Controlled Phase Shifting Transformer 

(TCPST), and Interphase Power Controller are three examples of combine series and shunt controllers 

(IPC). According to a study [1.13], UPFC is frequently used for higher load flow and voltage control, 

whereas STATCOM is used for voltage control in small distribution systems. The UPFC also exhibits 

better results for improving power system stability compared to other FACTS devices like SVC, TCSC, 

and SSSC. 

1.6 MOTIVATION OF THE THESIS 

       Due to the increase in population, the electricity demand has also increased. To meet the increased 

demand for electricity, renewable sources of energy are the best alternative, as conventional fossil 

fuel-based generation has a limited reserve and is one of the major sources of global warming and 

other environmental hazards. The advantages of renewable energy are many. However, the sole reason 

for switching is that it is a clean and green source with no negative effect on the environment. This 

has motivated many researchers to work and advance in this field. In today’s scenario, photovoltaic 

(PV) and wind-based power generation have become popular choices as a replacement for the usual 

fossil fuel-based schemes because of their several advantageous features. It has minimal maintenance, 

is inexhaustible and less costly compared to fossil fuels. 

Due to non-uniform irradiance, MPP tracking in these renewable energy sources is difficult. The 

conventional methods of tracking the global maximum power peak (GMPP) are inefficient in tracking 

the GMPP as it gets trapped in the local maximum. Therefore, hybrid algorithms have been developed 

to deal with Partial Shading Conditions (PSC). The effectiveness of the algorithms must be judged on 

the basis of faster and smoother convergence, precise tracking in the lowest time, lower computational 

complexity, and fewer tuning parameters without any processing units, etc. The motivation was 

developed after studying various recent research papers on power quality improvement using 

renewable-based energy generation [1.3]. 

From the aforesaid reports' investigation, it was found that the existing schemes suffer from the issue 

that with variable isolation throughout the day, along with partial shading conditions, it can be difficult 
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to keep the DC bus and output voltage constant with a single boost converter. Although extensive 

literature was referred to, it lacks the desired result for wider voltage variations. Therefore, the 

proposed schemes have dealt with the issue of wider voltage variation by means of novel series 

compensation. The literature survey [1.5]- [1.9] has given immense ideas and assistance regarding the 

systems, but it lacked in terms of maintaining wider voltage variation and simpler system design in 

practical scenarios. Therefore, an initiative was taken to develop a robust, durable, stable, simple, and 

cheaper real-time implementation system. A laboratory setup has also been developed for the given 

proposed schemes to verify the systems' working conditions in real time. The schemes are based on 

PV and PV-wind hybrid based microgrid connections. The proposed schemes involve DFIG-based 

systems which have efficient working even at lower wind speeds and voltage fluctuations. The 

converter on the rotor side should guarantee sinusoidal input at a slip frequency with the stator 

frequency maintained at 50 Hz. Since then, RSC has used a six-step switching method, which causes 

ripples in the output. For nearly sinusoidal output, a high switching frequency is required, which 

causes higher losses in the converters. Also, induction generators have limitations over speed range 

due to magnetic circuit saturations, high reactive power requirements, etc. With high wind speeds, the 

excess power availability can affect the shaft, which is to be taken care of. However, due to renewable 

energy's random nature and with current methods, uncertainties like these pose significant challenges 

for power quality maintenance in microgrids. A control strategy should be developed to control the 

converters at higher wind speeds and the generator not exceed the limiting torque. These points are 

also to be overcome, which are the source of motivation for the development of proposed schemes. 

The control algorithm should be easier for implementation and should occupy less memory space so 

that it can be widely used for domestic and initial purposes. Various switching approaches have also 

been carried out to determine proper converter selection for the conversion from DC to AC and vice-

versa. The inverters are operated at a lower switching frequency and with the least number of switches 

in order to maintain the efficiency of the whole system. Efforts are made to acquire the desired voltage 

pattern and enhance the quality of power by reducing the switching frequency of operation. The main 

goal was to improve and maintain power quality issues such as harmonics, power fluctuation, 

frequency and voltage variation. Both the lower and higher order harmonics have been efficiently 

taken care of by the help of novel series compensation, which has simply given the best results. This 

has been shown in the comparative analysis on various parameters with the existing schemes 

presented later in the chapters. 

 

1.7 OBJECTIVE OF THESIS  
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The topologies are developed keeping in mind to upgrade the level of or improve power quality. 

The objectives are as follows: 

 Minimization and mitigation of injected harmonics by PV and wind-based hybrid DGs 

and enhance power quality when the microgrid will be connected with non-linear loads. 

 Improve power quality issues (lower and higher order harmonics, frequency and voltage 

fluctuation, unbalance), power fluctuation (small time power fluctuations, long time or 

seasonal power fluctuations). 

 To implement various new and modified metaheuristic techniques in order to eliminate 

undesirable harmonic and the optimized result gave the minimum possible THD. 

 To use reduced number of triggering angles which gives equivalently good results as that 

of higher switching angles thus reducing the harmonics. Hence, this leads to reduced 

conduction and switching losses and higher efficiency. 

 To overcome the effects of Partial Shading Conditions (PSC) in order to cater the issues 

of the real time scenarios. 

 To test and compare the existing schemes with the proposed ones on the basis of various 

parameters. 

 A novel series compensation strategy in proposed PV integrated microgrid and PV-Wind 

hybrid system to mitigate harmonics and maintain voltage profile under wide voltage 

variation at the grid side detailed later in the thesis. 

 Comparison of different switching techniques for inverters was carried out to judge which 

serves the industrial/domestic demand better. 

 To implement easier and effective control strategy discussed later in the thesis. 

 To priotise development of an easier simple, cost-effective proposed system which uses 

least components like IGBTs and driver circuit’s hence the installation space.  

 Proposed configurations are simulated to verify the operation of proposed topologies. 

 Prototype verification of proposed topologies is also being developed for all the separate 

topologies reported in the thesis. 

 

1.8 THESIS ORGANIZATION 

The organization of thesis has been designed as follows: 

    Chapter 1 presents the highlights of overall research papers referred, under the topic of literature 

survey. These papers gave an idea of the shortcomings which motivated for the development of proposed 

topologies in order to deal with them efficiently. It assisted in deciding the objective of the present work 
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and also consists of brief highlights of all the topics covered in the thesis. Finally, it ends up with thesis 

organization. 

Chapter 2 is divided into two schemes, the first of which introduces the suitable power converter 

selection for the grid integration of renewable energy sources. Cascaded architecture with a multilevel 

idea is most frequently utilized to incorporate PV sources into the grid due to its many benefits. Four 

alternative converter solutions have been compared in this study in order to examine the compatibility of 

PV-grid integration. Converters include SHEPWM with multilevel topology, two-level SPWM inverter, 

conventional Cascade H Bridge MLI (CHB-MLI), multicarrier PWM-based cascaded Multilevel inverter, 

and cascaded Multilevel inverter. Comparison criteria include output voltage THD, scheme complexity, 

effectiveness, performance, and other significant elements. The chapter also emphasizes harmonic 

mitigation in order to preserve power quality. Using the Perturb and Observe (P&O) approach, the 

Maximum Power Point from the PV source has been reached. For a multilayer inverter, two carrier waves 

were used to generate the gate pulse, which was then compared to a sinusoidal and an inverse sinusoidal 

reference wave. The switching angles of the cascaded MLI and SHEPWM inverters have been calculated 

using a metaheuristic method. It also exposes a number of intriguing properties, including convergence, 

output voltage behavior, and THD variance. Further consideration was given to the appropriate minimal 

THD angles. By comparing the reference and carrier waves at various modulation indices, SPWM was 

performed. The proposed topology has been validated by simulation using MATLAB/Simulink 2016b. 

In Scheme 2, a novel two-step methodology is presented that tackles and enhances power quality 

issues for the PV integrated microgrid system. In order to address the real-time concerns, partial shading 

was first included. Next, it has been suggested to use the Improved Jelly Fish Algorithm with Perturb and 

Obserb (IJFA-PO) to track the Global Maximum Power Point (GMPP). The main unit, which is powered 

by a DC-AC converter, is also synchronized with the grid. An auxiliary unit goes through a revolutionary 

series compensation technique to deal with the wide voltage variation and harmonic mitigation. This 

chapter has tested a number of switching strategies in an effort to identify the best one. The chapter goes 

into detail on the suggested system's superior performance in terms of convergence, metaheuristics, and 

efficiency. 

Chapter 3, uses MWOA search-based SHEPWM for a microgrid system, which contributes to the 

field of power quality. It went into detail on how higher-order harmonics are typically not addressed, 

increasing switching losses and decreasing system efficiency. Instead, a large number of switching angles 

are typically used to remove harmonics. Different switching angles were used to analyses the performance. 

An experimental setup was created to support the findings after the model was run in MATLAB 2016b. 

In order to get rid of lower-order harmonics and maximize higher-order harmonics, Scheme 2 

offers a better framework for a microgrid-connected system based on PV-DFIG. Additionally, it provides 
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voltage to meet grid demand during periods of low wind speed and greater voltage swings. To reduce 

stator harmonics caused by switching at the rotor side, dependent on rotor speed, a novel series 

compensation approach has been implemented. The piecewise mixed model has been used online in 

conjunction with the SHEPWM approach to manage a wider spectrum of harmonics with a minimal 

amount of switching pulses. This was achieved with just three triggering angles, which produces results 

as excellent as seven switches, resulting in lower switching losses and greater efficiency. In order to 

manage these harmonics with the fewest switches possible each cycle, the SHEPWM technique has been 

used. Additionally, different search-based optimization methods have been contrasted to see which 

performed the best for the issue statement. Finally, a lab prototype was created to test the simulations, and 

the findings section includes further information on this. After conducting a comparison with other works 

of literature, it was discovered that the SAR-based SHEPWM performs better when subjected to the 

proposed series compensation in order to fulfil the goal of the current chapter. 

In Chapter 4, the endeavor of this research is finally summarized and concluded. It also includes 

the perspective for future work and the constraints of the thesis work. 
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                                                                                                CHAPTER 2 

MITIGATING POWER QUALITY ISSUES FOR PV-GRID INTEGRATION 

2.1 INTRODUCTION  

             Among the various source of alternative energy, solar energy is the most efficient and reliable that 

can be applied to the smart grids. The factors that have made them more popular over conventional energy 

are abundance, less cost, pollution free and easily availability. To put these renewable energies to use, 

converters are required to supply the demand side. Therefore, in order to fulfill the need efficiently, a 

comparative analysis of different type of inverters has been carried by Mohan et al. in [2.1]. Challenges 

related to the power quality issues in a microgrid connected system are mostly power fluctuations, voltage 

unbalance, frequency deviation. Voltage unbalance can be caused due to dips, swell, sags and interruptions 

giving rise to harmonics. Issues and its mitigation have been discussed in detail in the present chapter. 

 

2.2 SWITCHING STRATEGIES OF INVERTERS  

2.2.1 Existing Schemes 

      There are diversified topologies related to MLI such as symmetrical and asymmetrical dc sources for 

ach bridge, reduced switch MLI, Bridges connection with transformers addressed by Mohanty et al. and 

Mohammad in [2.2]- [2.5]. There are different papers which includes several other optimization 

techniques which was used for CHB-MLI inverters stated by Kangarlu and Babaei in [2.6]. Ye et al. and 

Laali et al. in [2.7]- [2.8] introduces the hybrid multicarrier PWM scheme to satisfy the deficiencies 

provided by carrier phase shift and in phase disposition.  

    A set of transcendental equations has been used to find the optimal solution using metaheuristic 

techniques. Fundamental component is assigned the desired values and harmonics are set to zero. It 

generates multiple solutions and makes the process problematic which was described by Ray et al. and 

Wells et al. in [2.9]- [2.15].  

 

2.2.2 PROPOSED CONFIGURATION 

2.2.2.1 System in detail 

       Solar panel has been used in the present scheme as a source of generation. It was connected to the 

boost converter to increase the voltage which was controlled by Perturb and Observe (P&O) method. The 

dc voltage obtained was used as an input to the inverter. Inverters that are chosen for comparison are CHB-

MLI, Multicarrier MLI, SHEPWM, and SPWM. Constant dc voltage was obtained by the DC-DC boost 

converter which was given to the inverters. Different topologies can be seen in Fig. 2.1 (a), (b), (c) and 
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(d).  GWO techniques was used to calculate switching angles in SHEPWM and CHB-MLI. The PWM 

pulses are obtained by sinusoidal and triangular comparison whereas, in Multicarrier MLI switching, 

different carrier signal was compared with Sinusoidal and inverse sinusoidal reference wave. This 

Multicarrier topology has been inspired by the survey of carrier level shifted like Phase Disposition (PD), 

and carrier phase shifted techniques such as Modified Reference Phase Disposition PWM (MRPD- PWM) 

etc. 

The system has been obtained for three phases. In this case, triple-n harmonics are absent in line-to-

line voltage. As the level of output voltage increases in MLI, THD decreases as it almost reflexes 

equivalent to sinusoidal wave. Hence, no filter requirement is there. RL load signifies the grid in the 

present scheme. This system is apt for wide range of application thus reliable for serving industrial and 

domestic demands. 

 

 
                                       (a)                                      (b)                        (c)                             (d) 

 
Fig. 2.1 Proposed topology of PV integrated (a) Multicarrier MLI (b) SPWM inverter (c) SHEPWM inverter (d) 

Multilevel inverter 

          As in MLI topologies level of voltage decides the number of components e.g., dc sources, diodes 

and MOSFET/ IGBTs to be used. As the level of inverter increases complexity, cost, size and installation 

area also increases. Losses also increases as no. of switch used increases; therefore, the efficiency of the 

system decreases. In the present chapter, the inverter used from the MLI family are Multicarrier MLI and 

conventional CHB-MLI topology. The proposed multicarrier MLI technique has addressed these issues 

and managed to give better result which marks the novelty of the scheme. Metaheuristic technique has 

been used to produce angles which can drive the SHEPWM and CHB-MLI inverters. These optimization 

technique uses an objective function which reduces or eliminates the undesired harmonics to large extent 
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which plummets the THD. Apart from that the other motive was to maintain the power quality with least 

voltage and current harmonics to be fed in the demand side which has been included. 

 

2.2.3 COMPARISON OF DIFFERENT TYPES OF SWITCHING TECHNIQUES 

 
2.2.3.1 Sinusoidal Pulse Width Modulation Inverter 

       In the present chapter, SPWM inverter is designed for the two level. These gating pulses are used to 

control the triggering of the switches as shown in Fig. 2.2 (a). If the value of M is selected wisely then it 

could also minimize the THD by reducing or eliminating harmonics to large extent.  

 

 

                     (a)                                                                                 (b) 
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                    (c)                                                                            (d) 

Fig. 2.2 (a) Pulse generation for SPWM (b) Pulse generation for Multicarrier MLI (c) Unipolar voltage output for 

SHEPWM inverter (d) Output voltage waveform for CH-MLI 
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The THD of unipolar is found out to be better than bipolar because the levels are more obtained for same 

number of carriers and Reference signals given by Ray et al. and Wells et al. in [2.10], [2.15]. The 

switching pattern has been shown in Fig 2.2 (a). 

2.2.3.2 Multicarrier MLI 

      In the present chapter, dc sources used were symmetrical in nature. In this topology, for generating 

‘N’ level inverters, no of carrier signals used would be ‘N-1’. number of dc sources can be calculated by 

((N-1)/2), and the no. of switches is given by 2 (N-1). In the conventional techniques single sine wave 

(reference) was compared with triangular (carrier) wave to generate pulses. But, for multilevel topologies 

it got extended to multi carrier waves with a single reference wave therefore called Multicarrier MLI as 

shown in Fig. 2.2 (b). This type of topology was considered to generate multilevel in the output voltage 

waveform which would automatically reduce the THD which was addressed by Laali et al. in [2.8]. As 

per the conventional methods the harmonics are obtained in the sidebands around carrier frequency ‘Fc’ 

which are resolved by using filters, but in this case, it is solved automatically. 

 

2.2.3.3 Selective Harmonic Elimination PWM Inverter 

         SHEWPM works at low switching frequency which is having the benefit of lower switching loss as 

compared to the conventional converters. Angles are calculated by solving the non-linear equations given 

by Ray et al. in [2.9], [2.10]. If the switching angles are considered to be of ‘d’ number then it is efficient 

enough to remove ‘(n-1)’ no of harmonics.                      

           Generally, odd harmonics are present and even harmonics are mostly zero. In the present case, 

harmonics such as 5th, 7th, 11th, and 13th would be taken care by the five switching angles and rest of higher 

order harmonics would be controlled by the objective function in (2.3). Three-phase inverter has been 

taken into consideration for the unipolar case of output voltage as shown in Fig. 2.2 (c). 

The output voltage, shown in Fig. 2.2, can be illustrated in terms of the Fourier series. According 

to the quarter-wave symmetry, only odd harmonics are present, i.e., (an=0).  

                                              (2.1) 
 

Where, 

                                                                        (2.2) 
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                                   (2.2 (a))                                               

1

( ) ( cos sin )n n
n

v wt a nwt b nwt




 

1

4
( 1) c o s

m
d

n d
d

b n
n


 

  

1 1 2 3 4 5cos cos cos cos cosb M         



24 
 

 

 

: 

                  

The objective function can be given as  

                                                     (2.3) 

Subjected to 

                                                                                                (2.4) 

where, n is the harmonic order; are the five triggering angles; y is the objective function; e is a 

value close to zero, so that the harmonics value should be close to it; k is known as the priority setter value, 

because it prioritizes the harmonic that is too high and urgently needs to be reduced; b1, b5, b7... bn= 

amplitude of harmonic voltage., in the case of line-to-line voltage triple-n and the even harmonics are non-

existent. 

       The fundamental component was adjusted within the range set for the modulation index. Lower order 

harmonics such as b1, b5, b7... were removed by finding the five numbers of triggering angles. These angles 

were calculated by b5, b7, b11, and b13, equating the non-linear equations to zero. If the switching angles 

are considered to be of ‘d’ number, then it is efficient enough to remove the ‘(d-1)’ number of harmonics. 

Generally, odd harmonics are present, and even harmonics are mostly zero. In the present case, five 

switching angles were found which dealt with the lower order harmonics such as 5th, 7th, 11th, and 13th, 

and the rest of the higher-order harmonics were controlled by the objective function in (2.3) by following 

the condition mentioned in (2.4). In the present case, harmonics of up to twenty-nine were taken into 

consideration. On considering an odd number of switching angles, such as three, the harmonics such as 

the 5th and 7th were removed. Similarly, by considering an even number of switching angles like four, 

the harmonics of the 5th, 7th, and 11th would be mitigated. So, the advantage is that by using the least 

number of triggering angles, a wider number of harmonics can be removed, as that would decrease the 

switching losses and would increase the performance capability and efficiency of the system. By using 

(2.2), (2.3), and (2.24) in the search-based algorithm, the minimum THD possible was generated with 

corresponding angles, which were further considered. As shown later, the harmonics up to the 29th order 

were decreased with five triggering pulses, reducing the switching losses. This limits the use of a higher 

number of triggering pulses and maintains the efficiency of the system. 
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2.2.3.3.1 NEED OF METAHEURISTIC TECHNIQUE  

It helps in solving the optimization problem. Problem statements are taken from daily life aspects. The 

algorithms are chosen which are applied to similar kind of problem in existing schemes. The same has 

been used to justify the proposed schemes. There are various kinds of optimization techniques such as ant 

colony optimization (ACO), genetic algorithm (GA), and particle swarm optimization (PSO) etc. It is used 

according to the problem statement to find the optimal solution. On analyses with several other algorithms, 

it was found that IJFA suits best to the present case in terms of faster convergence, fewer tuning 

parameters, lower computational effort and easier implementation etc. shown later in the chapter. 

Metaheuristic technique was used to find angles for SHEPWM and CH-MLI inverter. 

2.2.3.3.1.1 Grey Wolf Algorithm implementation for driving inverters 
 

       Mirjalili et al. in 2014, [2.11] has invented this algorithm which involves searching and hunting by 

grey wolves for the survival of their pack. There are different levels which defines the position and power 

of wolves. ‘Alpha’ is strongest and superior amongst the whole group basically the decision maker. ‘Beta’ 

holds the next position which helps alpha in decision making and then comes the delta who listens to the 

order placed by the dominant members and rest candidate comes under the grade of ‘Omega’ given by 

Dzung in [2.12]. Delta is the lowest member in priority according to the hierarchy. Its performance was 

enhanced by the variable, which decreases from 2 to 0. The main process of fetching the food is by three 

steps, which is encircling, hunting and attacking the prey. The deriving equations for GWO are: 

                                         
12A ar a                                                               (2.6) 

                                         22C r                                                                       (2.7) 
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                                                         (2.8) 

Steps related to GWO algorithm are: 

Step1: Random initialization of search agents, where (i=1, 2…n). 

Step2: Initialization of GWO parameters using (2.6) and (2.7) and initialize iter = itermax. 

Step3: Start iteration loop using (2.8). 

Step4: Calculation of , ,G G G   hunt agents. 
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Step5: Update the current position using step4. 

Step6: Program gets terminated when iter = itermax and minimum THD is obtained using the 

corresponding switching angles. 

         When | A


|>1 the wolves leave the prey in search of better prey which is called global search in 

optimization, but when | A


|<1 grey wolf converges to the prey they found. The values a


decreases linearly 

from 2 to 0. 

2.2.3.3.1.2 Particle Swarm Optimization Algorithm (PSO) optimization technique used 

        The algorithm is developed by Dr. Eberhart and Dr. Kennedy in 1995 [2.31]. It is inspired by bird’s 

flocks or fish school behavior to search food. It is like GA, but crossover and mutation don’t occur in PSO. 

The deriving equations are as follows: 

1
1 2( ) ( )k k k k k k

i i i i i iv wv c rand pbest x c rand gbest x     
                                     (2.9) 

1 1k k k
i i ix x v                                                               (2.10) 

Where, c1 and c2 are the constriction factors which is considered 2 respectively, rand () is the random 

variable between 0 and 1; w is the inertia weight factor; vi is the current particle velocity; xi is the current 

particle position and k is the iteration number.  

 The Pseudocode algorithm for PSO 
 
1. The parameters such as population matrix and iteration vector are initialized. The counter was set as 1 

for iteration vector 

2. Particle position was assigned from 0 to π/2 for switching angles and velocity vector was considered as 

voltage. 

3. The vectors are updated using (2.9) and (2.10). 

4. Fitness value of each particle was checked and calculated using (2.4). 

2. Best result gbest would be displayed by replacing itself with best values of angles by using the fitness 

function. 

6. If the condition is satisfied the process ends, otherwise it repeats from step 4 until convergence. 
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Each particle is initialized by group of random particles, which searches for optimal solution. There are 

two best solutions, pbest solution is the solution obtained so far and the other best solution is the gbest 

solution, which is obtained so far by any particle in population. 

2.2.3.4 Cascade H bridge MLI 

        In the present chapter, MLI are powered by a set of PV panel and boost converter. The switches are 

fed using the angles found by metaheuristic technique. According to CHB-MLI topology, if the no. of 

levels is ‘m’, number of bridges can be found by ‘(m-1)/2’ for each phase. The number of angles can be 

calculated by, Ai=i*180/m, where. i=1, 2, 3…. (m-1)/2 by kala and Arora in [2.3]. The switching pulses 

can be seen in the Fig. 2.2 (d). Table 2.1 shows the switching pattern of Phase-A. In case of three-phase, 

it would be shifted by 120 degrees. As the input voltage (Vdc) is symmetric in nature for each cells/ bridge 

so the voltage can be expressed in terms of Fourier series 
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     With the condition applied as mentioned in (4.4) the objective function or the fitness function in the 

search-based algorithm is to minimize the THD as far as possible as given in (2.4). 

           1 2 ...ph o o onV V V V                                                         (2.12) 

     As the bridges are series connected phase voltage (Vph) is the sum total of individual output voltage of 

each bridge. 

Table 2.1 Switching pattern for phase- A 
 

 
 
 
 
 
 
 
 
 
 
 

 

2.2.4 SIMULATIVE RESULT ANALYSIS 
 

        There are two blocks one is the supply block i.e., PV panel connected to the boost converter and other 

block i.e., the inverter connected load as shown in Fig. 2.1. The simulation was carried out for a load 

Switching states Output voltage levels 

 0 V V 2V V 0 -V -2V -V 0 

S1 0 1 1 1 0 0 0 0 0 

S2 0 1 1 1 0 0 0 0 0 

S3 0 0 0 0 0 0 1 0 0 

S4 0 0 0 0 0 1 1 1 0 

S5 0 0 1 0 0 0 0 0 0 

S6 0 1 1 1 0 0 0 0 0 

S7 0 0 0 0 0 1 1 1 0 

S8 0 0 0 0 0 1 1 1 0 
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resistance and inductance of 50Ω and 0.01 mH respectively. The output waveform of the DC-DC Boost 

converter can be seen in Fig. 2.3. 

 

Fig. 2.3 Output voltage waveform of Boost converter 

 
                                                         (a)                                                                      (b) 

  Fig. 2.4 (a) Three-phase output voltage of SPWM inverter (b) FFT spectrum of the output voltage waveform 

The output voltage waveform and the FFT spectrum for the full bridge SPWM inverter can be seen in Fig. 

2.4 (a) and (b) respectively. THD was found out to be 9.32%. It was found that in the over-modulation 

case, THD gets better. It can be observed that in the unipolar output voltage waveform lower order 

harmonics are mostly dominant. The seven-level output voltage waveform for multicarrier MLI can be 

observed in Fig 2.5 (a) and its corresponding THD was found to be 1.56% as shown in Fig 2.5 (b). 
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                                                        (a)                                                                                   (b) 

Fig. 2.5 (a) Output voltage of Multicarrier MLI inverter (b) FFT spectrum of the output voltage waveform 

 

      As the level of the output voltage increases, THD gets decreased. FFT spectrum was considered up to 

29th order for all cases. Lower and higher order harmonics are mostly reduced or eliminated by the three-

phase multicarrier MLI. In case of SHEPWM inverter, search-based techniques were used for angle 

calculation which was determined using MATLAB program. Angles generated using GWO are

1 2 3 4 544.40 , 54 , 67 , 82 , 105              at a modulation index (M=V1/Vmax) of 0.82. The output voltage 

using SHEPWM inverter can be seen in Fig. 2.6 (a). The iteration curve for GWO is shown in Fig. 2.6 (b). 

It attains the convergence in merely 0.28 seconds. THD found out was 3.05% as seen in Fig. 2.6 (c). Fig. 

2.6 (c) and (d) shows the FFT analysis of the output voltage waveform taken by MATLAB /Simulink and 

MATLAB program. It was found that the FFT analysis by calculated values of MATLAB program and 

simulated values of Simulink are almost matching. 

   
        (a)          (b) 
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(c)                                                                            (d) 

Fig. 2.6 (a) Output voltage of SHEPWM inverter (b) Convergence behavior of GWO search-based techniques (c) 
FFT spectrum of the output voltage waveform for GWO obtained by MATLAB Simulink (d) FFT spectrum 

obtained by MATLAB program 
 

 
                                                          (a)                                                                    (b) 

 
(c)                                                                              (d) 

Fig. 2.7 (a) Output voltage of CHB-MLI inverter (b) Convergence behavior of GWO search-based techniques (c) 

FFT spectrum of the output voltage waveform for GWO obtained by MATLAB Simulink (d) FFT spectrum 

obtained by MATLAB program 
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          In case of H bridge CHB-MLI inverter, for generating five-level output, the no of angles considered 

were two. This was calculated by using same optimization techniques as used in the SHEPWM case. For 

the three-phase inverter it was appropriate enough to reduce or eliminate the lower order harmonics such 

as 5th, 7th and the higher order are reduced. The angles calculated using GWO are 1 236 , 72    ; 

1 228 , 64    . Output line voltage can be seen in Fig. 2.7 (a). THD obtained by the FFT analysis was 

3.1% at the modulation index of 0.82. The iteration curve for GWO is shown in Fig. 2.7 (b). It attains the 

convergence in merely 0.45 seconds.  The values of the harmonics calculated using the MATLAB 

Simulink and program was found to be similar as shown in Fig. 2.7 (c), Fig. 2.7 (d).   

  

2.2.4.1 Comparative details for different switching parameters 

         A comparative analysis can be observed in Table 2.2. A closed loop feedback controller was 

connected with inverters to keep a check on the response for the change in load. In case of SHEPWM and 

CHB-MLI, if there was any change in load then the angles would automatically tune itself to maintain low 

THD.   

Table 2.2. Comparative analysis of CHB-MLI, Multicarrier, SPWM, SHEPWM inverter 

 

 

 

Parameters CHB-MLI Multicarrier MLI SPWM SHEPWM 
No. of levels of 

inverter 
5 7 3 3 

No. of switches 
used (in single 

phase) 

24 24 6 6 

No. of DC sources 6 6 1 1 

No. of bridges 6 6 ----- ----- 

Filter Not required Not required Can be used Not required 

Performance Better Best Could have been 
better 

Better 

No. of components 
Requirements 

Higher Higher Lesser compared to 
others 

Lesser compared 
to others 

Power quality Could have been better Best Could have been 
better 

Best 

Switching 
frequency 

High High Low Low 

THD 3.1% 1.56% 9.32% 3.05% 

Convergence time 0.45 sec ------ ------ 0.28 sec 
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2.2.5 CONCLUSION 

      A comparative analysis of different inverters has been carried out in various aspects such as harmonic 

compensation, THD minimization etc. has been taken into consideration to evaluate the performance of 

inverter. Multicarrier MLI was found to give the out of all with THD of only 1.56% when considered up 

to 29th order harmonic. Both simulation and MATLAB program justifies the similarity of the THD for the 

five- level inverter. For SHEPWM and CHB-MLI H-bridge inverters, GWO switching scheme works 

better for removing undesirable harmonics. The controller would automatically adjust itself with the 

variation in load. The proposed method shows benefits in terms of power quality and switching frequency 

and the complex circuits designs thus, reducing the overall costing. The purpose to find the best inverter 

for the proposed topology was successfully attained.  
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2.3 POWER QUALITY ISSUES FOR PV INTEGRATED MICROGRID SYSTEM  

2.3.1 INTRODUCTION  

       Power Quality (PQ) issue is one of the most serious issues for a microgrid system. The parameters that 

are responsible for a good PQ are frequency, voltage quality (interruptions, variations, unbalances, flicker, 

sags, and swells, transients), harmonics and power factor. It is drawing so much of attention due to the 

heavy penetration of power electronics-based loads in every walk of our lives [2.14]. The consumers seek 
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clean, high-quality power to operate their machinery at all levels. Poor PQ not only causes degradation 

and bad performance of electrical equipment but also system losses [2.15] - [2.17]. The regulatory 

intervention ensuring optimum PQ supply has been studied IEEE 1547, IEC, CIGRE WG 36-05 standards 

[2.22]- [2.24]. 

      Solar energy is always a viable option for meeting power demands. Its clean and green features, easy 

accessibility, and cost-free nature have made it extremely popular [2.16]. Therefore, PV has been used as 

source to track the Maximum Power Point (MPP). There are numerous challenges, such as properly 

tracking MPP in non-uniform conditions and injecting harmonics-free voltage into the grid. To extract 

maximum power under uniform irradiance there are various traditional approaches such as Incremental 

Conductance (IC) [2.17], Hill Climbing (HC), Perturb and Obserb (P&O) [2.18], etc. But in real time 

scenarios (under Partial Shading Conditions (PSC) these methods are incapable to perform as it gets 

trapped in the local maximum. Many metaheuristic strategies, including Slime Mould Algorithm (SMA) 

[2.19], Weighted Means of Vector Algorithms (INFO) [2.20] and others [2.21]- [2.26] have been studied.  

        

2.3.2 EXISTING TOPOLOGIES AND ITS DRAWBACKS 

     For studying the PSC, the approaches such as Whale Optimization Algorithm (WOA) [2.21], Grey 

Wolf Optimization (GWO) [2.22], Colony Predation Algorithm (CPA) [2.23], Jaya Algorithm [2.24] and 

Jelly Search Algorithm (JSA) [2.25], [2.26] has been analysed. They have computational complexity for 

tracking Global Peak (GP) in (P-V) waveforms over the traditional methods. Additionally, it is not 

effective in controlling the duty cycles, thus, making the process lengthy. CPA suffers from a problem of 

slower tracking speed. Following that, it was determined that JSA has a good tracking speed over a wide 

exploration range but has higher implementation costs. It does not address the reinitialization of variables 

and dynamic shading pattern mentioned [2.25]. The techniques discussed exhibit higher computational 

demands on the processor, leading to lower efficiency in MPP tracking under PSC. The authors have not 

verified the robustness and consistency of the algorithm [2.26]. 

          The choice of a proper converter is mandatory because it can reduce undesirable harmonics in order 

to deliver power efficiently to the grid. Voltage source inverters are commonly used with renewable energy 

sources. The Sinusoidal Pulse Width Modulation (SPWM) [2.27], conventional 180օ and 120օ, was used 

in a hybrid system with the Biogeography-Based Algorithm (BBO) and the Unified Power Quality 

Conditioner (UPQC) [2.28].  

      Power quality was improved using a Radial Basis Function Neural Network (RBFNN) integrated with 

a Proportional Integral (PI) controller [2.29]. A comparison of recent algorithms was done to selectively 

remove the harmonics [2.30]. For harmonic removal in multilevel inverters, a Modified Newton Raphson 

(MNR) and pattern recognition were utilised [2.31]. The SHEPWM and Selective Harmonic Mitigation 
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PWM (SHMPWM) based three-level NPC converters were employed, applying the harmonic suppression 

algorithm [2.32]. In [2.33], an Artificial Bee Colony (ABC) and filter compensation modules were used 

to minimise harmonics in microgrids.  

       A comparative analysis of various bionic algorithms was carried out [2.34], [2.35]. The typical SHE-

PWM approach was found incapable of regulating the non-eliminated harmonics, resulting in higher values 

using a Harris Hawks Optimization (HHO).  

     The angles are obtained by using the set of transcendental equations in metaheuristic techniques [2.39]. 

This might seem to be easy but is quite tedious as it generates multiple solutions. As per the literature, 

direct solutions suffer from computational complexity and weaker convergence. Furthermore, a higher 

number of harmonics to be removed necessitates a large number of switching angles, which adds 

computational complexity and losses unnecessarily. These are the additional limitations of using the 

mentioned techniques. Most optimization techniques consider initial guesses to be sufficient for obtaining 

the solution. If a guess is not taken properly, then it might lead to an increase in iteration numbers, and 

there could be a chance of delay or no convergence at all. The ‘n’ no switching angles can eliminate the 

‘n-1’ order harmonics, but higher orders are still present. There would be an increase in the switching per 

quarter cycle in order to get rid of them. Mostly, the causes of harmonics are inverter switching, MPP 

tracking, nonlinear loads, and others. To reduce the wide range of order harmonics, a large number of 

switching angles would be required, resulting in an increase in losses and making the system less efficient. 

2.3.3 PROPOSED CONFIGURATION 

2.3.3.1 Topology in detail  

     Due to PSC and variation in isolation, it is difficult to maintain the DC bus and output voltage using a 

single DC-DC boost converter. Various literature is cited in section 1.1 which implies difficult control 

methods, slower MPP tracking, and expensive implementation costs. Furthermore, if the input voltage is 

low, an additional Boost converter will be required to manage the entire power, increasing the overall cost 

and decreasing reliability. The presence of harmonics and wider voltage variations disrupting the power 

quality is also a major concern. Therefore, these issues have motivated the authors to design a prototype 

shown in Fig. 2.8, which is robust, non-bulky, low-cost, has a simple controller, and is easy to deploy.  

     The aforementioned concerns are addressed by a novel low-rated auxiliary unit integrated series 

compensation network on the ac side, which mitigates voltage demands and stabilizes the output ac voltage 

of the inverter. It also effectively eliminates harmonics with fewer switching angles and a single boost 

converter, addressing all of the aforementioned issues. The proposed prototype's layout is shown in Fig. 

2.8. The primary PV panel is the supply panel, whereas the auxiliary panel is the compensatory panel. The 

primary PV panel is under partially shaded conditions. The auxiliary unit's ratings are 20% of the main 

units. The main PV panel is coupled to the DC-DC boost converter, which supplies the grid-synchronized 
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inverter. The proposed IJFA-PO technique computes the duty cycle for boost converter operation, which 

monitors the GMPP smoothly among all the local peaks at a quicker rate. The voltage is three times that 

of the PV voltage, making it ideal for grid synchronization but it has some limits. The greater ratio is 

attainable at the expense of decreased power output, which compromises the system's reliability. 

 

Fig. 2.8 Proposed prototype 

    As shown in Fig. 2.8, the auxiliary panel can directly feed the compensating inverter connected to the 

main inverter through a series compensating transformer. To identify the optimal performance for the 

proposed system, different switching strategies (180օ conventional, IJFA implemented in 180օ, 120օ 

conventional, IJFA implemented in 120օ, SPWM) were compared. It was found that IJFA based 120օ 

produced improved results. These inverters were switched at a low frequency. The IJFA uses three 

switching angles for each inverter to drive them in the 120օ SHE implemented mode. The performance of 

the optimized three switches per quarter cycle was better than the nine switching angles. As a result of this 

novel concept, switching losses are reduced, and the converter's life and efficiency are increased. The 

application of IJFA is not found in hybrid system fields. Its usage in the proposed scheme and the improved 

results obtained have contributed greatly. The main inverter has three switching angles that minimize 

harmonics (5th, 7th, 11th, 23rd), but other higher-order harmonics up to 29th will remain. In this chapter, 

harmonics up to the 29th order are considered. The auxiliary inverter deals with these harmonics in 180° 
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phase opposition, and the output voltage THD would be decreased greatly as a result. A piecewise mixed 

model was used in which the switching angles were stored offline for online implementation.       

         In a three-phase system, three switching angles can only reduce harmonics up to the 7th order, but 

higher orders still exist in a considerable number. The lower order harmonics were eliminated using the 

IJFA metaheuristic technique, and the higher orders were reduced or removed simultaneously using the 

auxiliary inverter in phase opposition. This significantly reduces the harmonics and improves the power 

quality, making it apt for grid synchronization. An auxiliary inverter also helped to regulate the voltage 

profile under wide voltage variations on the grid side. The setup is simple, cost-effective, and has easy 

application. It was found that the cost of using SHEPWM-based inverters is similar to that of other 

switching techniques. Thus, using an auxiliary converter does not make much of a difference in cost as it 

is effectively implementable with an already accessible drive compatible setup. It was considered for the 

unipolar pattern and harmonics up to the 29th order. The angles obtained were kept in the processor for an 

online implementation by applying a "piecewise mixed-model of approximation". This approach employs 

easier controlling techniques which occupies lesser memory storage as compared to other customary 

techniques. The THD achieved for the grid voltage and current is within the permissible limit prescribed 

by the IEEE-519 standard [2.36]- [2.39]. In the present work, the IJSA algorithm was tested under various 

characteristics such as steady-state weights, lower oscillations, speedy convergence for tracking MPP under 

PSC, and inverter switching. It causes drastic harmonic reduction, resulting in power quality enhancement. 

For inverter switching, the hypothesis proves that IJSA has superior performance in terms of rapid 

convergence, fewer tunning parameters, and lower computational effort. Various comparative plots and 

analysis shown later in the chapter highlight the capability of the present system to mitigate the issues 

identified earlier in the survey. The THD obtained by the proposed technique is the least of all.  The 

proposed IJSA-based SHEPWM switching technique uses an objective function that generates switching 

angles of lower frequency for SHEPWM converters. The objective function converges to much lower 

values compared to other algorithms. It uses an auxiliary inverter for mitigating lower and higher order 

harmonics simultaneously and maintaining the wider voltage variation under PSC through series 

compensation. It would also meet grid demand and maintain voltage supply in the event of a wider voltage 

variation, dip or unbalance thus, improving or mitigating PQ issues.  

2.3.4 EXISTING AND PROPOSED SWITCHING TECHNIQUES FOR HARMONIC 

ELIMINATION 

2.3.4.1 Existing switching approaches  

2.3.4.1.1 Sinusoidal Pulse Width Modulation Inverter (SPWM) 

         The two types of multilevel modulation methods are high switching frequency and fundamental 

switching control, in which SPWM and Space Vector PWM fall within the former. One of the primary 
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challenges with high-power applications such as SPWM inverters is power dissipation. If the output 

voltage levels are considered to be " n ", then " 1n  " can be used to find the carrier waves. The output 

SPWM inverter in this chapter is developed for two levels, as illustrated in Fig. 2.9 (i). A Phase Lock Loop 

(PLL) was used for controlling purposes. The modulation index can be adjusted to modify the RMS value 

of the output voltage. If the value of MI is chosen carefully, it can reduce or eliminate harmonics to a great 

extent, which reduces the THD. Its switching pattern has been given in Fig. 2.2 (a). 

 

 
                                                        (a)                                                    (b)    

Fig. 2.9 (i) Pulse generation for a) 180օ conventional b) 120օ conventional 

 The output voltage in quasi sine wave form can be written in terms of Fourier series. 
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     As the waveform has symmetry of quarter-wave therefore, 0a  and 0na  for all values of n , 0nb  for 

all even values of n ; n  is the harmonic order, 1... n  are the switching angles. ( )f wt was taken from the 

waveform shown in Fig. 2.2 (i) (a).  

2.3.4.1.2 Using the direct solution method for the conventional 180° switching strategy  
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4 1 cos sin( )3 3
dc

an

nVV nwtn



            

                                      (2.17) 

with a phase of 1tan ( ) 0n n na b                                 

2.3.4.1.3 Using the direct solution method for the conventional 120° switching strategy 
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It is obtained by using (2.13) and considering a delay of 30in the limits 

On solving,  

                                                       6

2

2 cos( )]dc
n

Vb nwtn



    

                                             (2.19)     

2 sin sin sin( )
2 3

dc
an

n nVV nwtn
 


       
   

                                      (2.20) 

at a phase angle of 1tan n
n

n

a
b     

 
                                                 

2.3.4.2 Proposed switching approaches  

2.3.4.2.1 SHE implemented IJFA in a conventional 180° switching strategy 

     With a proper selection of three switching’s per quarter cycle from the optimization technique, the 

harmonics up to 29th order were mitigated. ( )f  was analyzed from the unipolar waveform shown in Fig. 

2.10 (ii) (a). 

  2

0
4 ( )sin( )( )nb f n d


                                                 (2.21) 

The above equation has been obtained by using (2.1))                                         
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On solving,  
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1 1

4 1 cos( ) 2 1 cos( )3

m m
k k

dc
n k k

k k m

Vb n nn  
  

            
  where 1 2 50 ... 2

                 (2.23) 

 

 (a) (b) 

Fig. 2.10 (ii) Pulse generation for a) IJFA implemented in 180օ  b) IJFA implemented in 120օ 

 

2.3.4.2.2 SHE implemented IJFA in a conventional 120° switching strategy 

  24 ( )sin( )( )n x
b f n d


                                                       (2.24) 

Where, x>0 is the delay according to the search-based SHE                        

  2 4

1 3 5

24 sin( )( ) sin( )( ) sin( )( )
2 2 2
dc dc dc

n

V V V
b n d n d n d

 

  
     

                      (2.25) 

 On solving, it can be written as 
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                                                    (2.26) 

Where, 1 2 50 ... 2
                                                                                   

Due to the symmetrical nature of unipolar line to line voltage, triplen harmonics are absent in a three-

phase balanced system. The + and – signs of cos denote the rising and falling edges in the transition phases. 

The switching angles can be determined by expanding and equating voltage harmonics (2.26) to zero and 

setting the fundamental component to MI, where (MI<1). The optimized angles with the lowest THD were 

chosen as they reduce harmonics introduced to the grid. The presence of trigonometric terms increases the 

complexity as it produces multiple or no solutions at all. To solve the non-linear equations acquired 

through direct solution or conventional technique, IJFA-based SHE comes into the picture. The existing 

solutions are discontinuous at some points, which requires an increased number of switching angles to 
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reduce harmonics. Lower switching rates are preferred since they result in fewer switching losses and 

higher efficiency. IJFA reduces overall THD by mitigating a wider spectrum of harmonics with only three 

optimum angles. These angles are calculated offline and stored in the lookup table memory of the Digital 

Signal Processor (DSP) for online use. The angles obtained for the lowest voltage THD to the closed point 

of MI are used to determine linearity. As a result, the SHE technique was used to overcome the problem 

of discontinuity. 

2.3.5 Application of metaheuristic technique for angle generation and tracking of GMPP 

2.3.5.1 Jelly Fish Algorithm (JFA) metaheuristic technique 

      Jui-Sheng Chou and Dinh-Nhat Truong developed JFA in 2021 which is inspired by jellyfish searching 

for food in the ocean. Three strategies are used by the jellyfish search optimizer. (i) Jellyfish move with 

the ocean current or within the group; (ii) Jellyfish are drawn to areas with more food; and (iii) the amount 

of food is assigned and the appropriate Fitness Function (FF) is computed.  The heavy active and passive 

movements of the jellyfishes within the swarm cause a jellyfish bloom. When food sizes are compared, 

the optimum placements can be determined and the FF's best value may be evaluated. As a result, JFA can 

be modelled as 

1 0(1 ),0 1i i iX X X X    
  

                                            (2.27) 

                             
*

1( 1) ( ) .*( * * )i iX t X t r X r    
   

                                          (2.28) 

Where the value for η is taken as 4; iX


is a vector that contains the logistic chaotic values of the thi   

jellyfish; 0X


is an initial vector of jellyfish 0, generated randomly between [0, 1]; 
*

X


is the location with 

the most food;.∗ is the element-by-element vector multiplication; β > 0 is the distribution coefficient taken 

as β = 3; µ is the mean of the population and r

, 1r , 

2r , 3r is a random number between [0, 1]; ( 1)iX t 


is 

the ocean current in (2.28). The movements of jellyfish inside the swarm are controlled by passive and 

active motions. Jellyfish move about their positions in passive motion, and the fresh update of their 

positions is described by using (2.29). The active motion, on the other hand, is determined according to 

the formula shown in (2.30). 

                         3( 1) ( ) * *( )i i b bX t X t r U L   
 

                                             (2.29) 

                                                        ( 1) ( ) *i iX t X t r D  
   

                                                             (2.30) 

where γ > 0 indicates the length of the motion around the current location. bU and bL are the upper and the 

lower bound of the search space of the problem, respectively.  is used to determine the direction of the 
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motion of the current jellyfish within the next generation. This motion corresponds to the tracking of the 

best food position and is expressed in (2.31). Where, j  is the index of a jellyfish selected randomly. 

( ) ( ); , ( ) ( )i j i jD X t X t if FF X FF X  
    

 

                                 ( ) ( );j iD X t X t otherwise 
  

                                                  (2.31) 

The ( )c t  is used to switch between ocean currents, passive and active motions, all of which may be 

described mathematically in (2.32). 

max
( ) 1 *(2* 1)tc t rt

    
 

                                                (2.32) 

where t  is the current evaluation; maxt  is the maximum evaluation A jellyfish swarm is formed over time, 

and each jellyfish continues to migrate within the swarm to obtain a better position, using both active and 

passive motions, resulting in exploitation at this stage.  Meanwhile, ( )c t  switches between these motions. 

The user should choose between two control options i.e., population and maxt . As per the latter, fewer 

settings are required, resulting in less labor and haphazard trials to fine-tune the JFA's performance. 

 

2.3.5.1.1 Improved Jelly Fish Algorithm (IJFA) in detail and JFA limitations 

          The JFA algorithm’s exploitation capability was found to be low due to the current jellyfish 

movement within the population. This slowed the convergence toward the best solution so far, resulting 

in a long time to find a better solution. Furthermore, local exploration capability searches multiple rounds 

within the regions where the swarm’s presence is limited. As a result, looking for areas inside the swarm 

that haven't been investigated by any of the other jellyfish helped to fetch better results.  

When the control variable r is small, the IJFA explores around the best-so-far solution, but when r is large, 

it improves exploration around the swarm for reaching other regions. As a result, the IJFA equation is as 

follows: 

   1 2 3( 1) ( ) *( ( ) ( )) (1 )( * ( ))i r r riX t X t r X t X t r X X t      
    

                    (2.33) 

where 1 2,r r and 3r are the indices of three solutions, whose values are between [0 1]; r  is the control 

parameter which is used to control in moving of the current solution. If r  is small, the current solution 

will be moved to a location located between the best-so-far and 3( )rX t


 to accelerate convergence, if r is 

high, the current one is updated using two randomly chosen solutions from the population to improve the 

algorithm's ability to reach new regions. This method is then combined with the JS to modify its 
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performance to reach better solutions in fewer iterations. The IJFA approach in the proposed series 

compensation for the current scheme is given in the flowchart in Fig. 2.3. 

 

Fig. 2.11 Flowchart for the IJFA  

 2.3.5.1.2 Application of IJFA in proposed compensation technique 

2.3.5.1.2.1 Angle obtained for the Main SHEPWM inverter in detail 

           The IJFA-based SHEPWM technique was used to determine the angle generation for the primary 

inverter. Three switching angles were found by equating the fundamental component to MI and the rest 

voltage harmonics to zero, as indicated earlier in (2.26). A search-based technique has been used to obtain 

angles and store them offline in the microcontroller memory. The three angles can attenuate harmonics up 

to the 5th, 7th, 11th, ... 23rd order, but higher-order harmonics such as the 25th, ... 29th, and so on will still 
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exist. As a result, an auxiliary inverter was used to implement novel series compensation to attenuate 

existing higher-order harmonics. 

2.3.5.1.2.2 Angle calculation for Auxiliary SHEPWM inverter to suppress higher orders in   detail 

       As SHEPWM involves trigonometric concepts, it has limits in terms of displaying many solutions. 

Therefore, to achieve convergence variables must be chosen at the exact point. To avoid the difficulty of 

finding a solution to a non-linear equation, the problem was changed to an optimization function 1( )t  . 

The THD obtained should be a minimum (2.34) and the corresponding angles are to be considered further. 

The objective function used to produce the angles for the auxiliary inverter for decreasing the existing 

dominating harmonics  

2 2 2
1 1 5 2( ) * ( ) * ... *n nt K b M K K                                      (2.34)                              

Subjected to                                                    1 20 .... 2m
                                                    (2.35) 

     where, 1... nK K are the weights that are applied to the harmonics to be minimized priority-wise, 1... n   

are the values that are set according to the magnitude of the respective harmonic that is to be reduced. 

Normally, it is set to zero but here it is taken according to the amount in which the higher-order harmonics 

are to be reduced. The values of 1... nK K in (2.34) have to be selected wisely to reduce the magnitude of the 

harmonics with 1... n   amount respectively. As an example, suppose the harmonic amplitudes of the 25th 

and 29th harmonics are 23% and 14%, respectively. For reducing the amplitude of the harmonics, the 

weights must be used in order of priority, with the 25th priority being given first, followed by the 29th. To 

cancel out the 25th harmonic, it must be set to a value of 23% but in the opposite phase. This also applies 

to any harmonic order of any amplitude. The IJFA algorithm includes the objective function (2.34) for 

reducing existing dominating harmonics in particular. The technique was repeated until the desired 

outcome and convergence were achieved. The angles obtained in the IJFA-based SHEPWM approach 

(2.34) should strictly follow the criteria illustrated in (2.35). As indicated in Figure 1, the three angles 

achieved are sent to the auxiliary inverter, which undergoes series compensation with the main unit. For 

a three-phase system, IJFA mitigates a wider range of harmonics 5th, ... 23rd with only three optimum 

angles, while others up to 29th are minimized by employing (2.34) and (2.35) in IJFA and series 

compensation technique, thus lowering overall THD. These angles are calculated offline and stored in the 

lookup table memory of the DSP for online use. The objective function (2.22) was used to minimize the 

three-phase output voltage THD (2.5).  

 

2.3.5.2 Partial Shading Condition (PSC): concern for PQ issues 
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        PSC is caused by passing clouds, building shadows, neighboring trees, bird excreta, and other factors. 

The efficiency of PV is affected by many peaks and non-convex features. The array consists of modules 

with solar irradiation of 250 (shaded), 1000 (non-shaded), 800, 1000 W/m2 at a module temperature of 

25°C. Under uniform irradiation, simple P&O is effective. However, under non-uniform irradiance, it is 

unable to track the GMPP among the numerous LMPPs, and the speed drops.  

 

(a) 

LMPP1
LMPP2

GMPP

Operational 
voltage shift

With PSC

Without PSC

    
                                                      
                                                       (b)                                                                (c)                                                              
                                                      

Fig. 2.12 For tracking power (a) Flowchart of the IJFA-PO (b) Solar irradiance at various times of the day, c) PV 

curve with Partial Shading conditions (PSC) and uniform isolation in a general scenario 

,V P

P
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The challenges have been discussed in section 2.9 and the ways to overcome it has been detailed in section 

2.10.1. As a result, integration of IJFA and P&O is carried out to address these PSC scenarios, as presented 

in Fig. 2.12 (a). Figs. 2.12 (b) and (c), respectively, show a pictorial representation of a general scenario 

of irradiance variation at different hours of the day and the power vs. voltage curve under PSC and non-

PSC aspects. The optimization technique helped to understand the MPPT performance with the continuous 

variation of environmental conditions. Multiple peaks can be observed under the PSC case with a target 

set that MPPs should follow GMPP. 

2.3.6 IMPLEMENTATION OF THE CONTROL TECHNIQUE  

     Piecewise mix model equations have been used to store the set of switching angles produced by IJFA. 

This control method makes use of a set of linear and nonlinear equations that were computed offline using 

the IJFA and then stored in the processor memory for online usage (2.37). When compared to other 

existing strategies, this processor takes little memory space and has a lower computational complexity. 

Fig. 2.5 depicts the fluctuation of triggering angles with various modulation indices in this method. 

For, 0.5 ≤ MI ≤ 0.7                                                                                    For, 0.71 ≤ MI ≤ 0.9 

1 110 95.33MI    ,                                                                        2
1 500 880 389MI MI    ,     

2 140 117.33MI    ,                                                                  2
2 450 815 370MI MI    , 

3 160 136MI    ,        (2.36)                                                           2
3 100 50 38MI MI     (2.37)

4 150 133.67MI   ,                                                                   2
4 150 350 201.5MI MI   

5 190 162.67MI                                                                     2
5 438 784.3 362.39MI MI     

     Fig. 2.13 depicts the control system in which the SHEPWM main inverter's three-phase voltage is 

compared to an appropriate reference output voltage. The error is processed by the PI controller that has 

been set up to generate MI. The set of triggering angles in the form of equations is stored for different 

values of MI, and the SHEPWM inverters are triggered by the pulses generated by the driver circuit using 

that set of equations. 

 

Fig. 2.13 Control unit 

 

*
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2.3.7 RESULTS 

2.3.7.1 Simulation results 

     The model was developed in the MATLAB/Simulink 2016b environment. Fig. 2.14 (a) depicts MPP 

tracking under partially shaded conditions. The grid voltage is depicted in Fig. 2.14 (b). It was found that 

the corresponding algorithm has fewer tuning variables and is easier to implement with a tracking time of 

0.01sec.  

          
                                                 (a)                                                                                       (b) 

Fig. 2.14 (a) PSC power curve versus time; (b) System voltage at the grid side 
 

      Fig. 2.15 shows the output waveform of voltage at the main inverter side using the SPWM, 

conventional 180օ, IJFA implemented in 180օ, conventional 120օ, IJFA implemented in 120օ. Initially, 

some transients can be observed in Fig 2.15, but with an increase in time, the output voltage becomes 

much steadier. Three switching angles were generated by the IJFA based SHEPWM technique, used for 

the main and compensating SHEPWM inverters at a modulation index of 0.85, as indicated in Table 2.3.  

                                                                                                                             
(a)  (b) 
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      (c)                                                                              (d) 
 

 
 
                      
                                                                                                            
 
 

 
 

                                          
(e) 

 
Fig. 2.15 Voltage waveform for unipolar switching at the main inverter side a) SPWM b) 180օ conventional c) 

IJFA implemented in 180օ d) 120օ conventional e) IJFA implemented in 120օ 

Table 2.3 Switching angles obtained for different values of firing angles 
 

N 
1  2  3  4  5  6  7  8  

3 18.67 23.98       

5 10.45 16.32 22.3 26.56     

7 4.32 8.12 19.67 26.54 30.43 32.85   

9 17.89 25.7 33.62 35.47 39.9 42.2 48.39 52.52 

 

2.3.7.2 Experimental setup       

     A per phase system test setup was used to verify the modelling results of the proposed method shown 

in Fig. 2.16. The solar panels used have a 260-watt capacity, a 35.24-volt open circuit voltage, and an 

8.57-amp short circuit current rating. PV panels were used to power both the main and auxiliary inverters 

at the same time under two separate situations. In the test room, incandescent bulbs were used to create an 

artificial isolation for consistent irradiance. The PSC was created by adjusting the intense light intensity 

of 1000 W and covering 20% of it with cardboard, as illustrated in Fig. 2.16. For temperature and 

irradiation sensing, the LM35 and Pyranometer were used respectively. These signals were amplified 
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using a PIC 18F452 controller in a computer interface environment. To trigger the MOSFET of the boost 

converter, the pulse is amplified using a voltage optocoupler from the (TLP-250H of 1636 series) driver. 

To drive both inverters, SHEPWM pulses were created using the IJFA algorithm and stored in the 

PIC18F452 microcontroller. The results were seen in a Digital Storage Oscilloscope (DSO) using a 

transformer with a rating of 230/48V, 2A and a load of 1A, 0.8 power factor. 

 

Fig. 2.16 Experimental setup 
 

        Figs. 2.17 (a) and (b) show the gate pulses delivered to switches in the main and compensating 

inverters using IJFA-based 120օ conduction. As the results for the IJFA-based 120օ are found to be the 

best, therefore, its firing pulses have been implemented for the hardware setup. Three switching pulses 

per quarter cycle have been used for the inverter separately.  

 

 

                                  (a)                                                                                (b) 

Fig. 2.17 Gate pulses of switches a) SHEPWM-based 120օ conduction in the main inverter (scale: CH1: Y-axis: 

5V/div.) b) SHEPWM-based 120օ conduction in the auxiliary inverter (scale: CH1: Y-axis: 5V/div.) 



50 
 

The output waveforms of the main and auxiliary voltages are shown in Figs. 2.18 (a), (b). In Fig. 2.18 (a), 

voltage variation can be seen for both uniform and non-uniform isolation. Fig. 2.18 (c) shows the output 

after series compensation, similar to before PSC. Due to the change in irradiance, voltage variation causes 

a change in the dc bus which was overcome by an auxiliary inverter. FFT analysis has been shown to 

manifest a higher number of harmonics present than the latter at an MI of 0.5. Fig. 2.19 (c) shows the FFT 

analysis at an MI of 0.8. The after-compensation results were improved for MI at 0.8. The amplitude of 

the targeted harmonics has been lowered by a significant amount. Due to the fact that the experimental 

setup is in phase, triple-n harmonics are also present. The harmonic order was focused up to the 29th order, 

as anything beyond that was insignificant due to easier filtration. The IJFA, implemented in 120օ, 

eliminates the maximum order of harmonics. For the three-phase system, the THD attained by simulation 

results was only 1.32%, as shown in Fig. 2.20 (b) and Table 2.4. The THD for the per phase laboratory 

experimental prototype was found to be 2.58%, as shown in Fig. 2.19 (c). Fig. 2.19 (d) and (e), respectively 

shows the output current and MPP tracking under uniform irradiation and PSC for the proposed system. 

It was observed that the simulated results of Fig. 2.14 (b) corroborates with Fig. 2.19 (d). As a result, it 

was determined that the simulated and experimental results were completely in accord. 

 

 

(a)                                                                                        (b) 

 

                                                                                        (c) 
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Fig. 2.18 Output voltage waveform a) SHEPWM based120օ conduction in main inverter (scale: CH1: Y-axis: 

60V/div.) b) SHEPWM based120օ conduction in auxiliary inverter (scale: CH1: Y-axis: 12V/div.) c) at the grid 

side after series compensation (scale: CH1: Y-axis: 120V/div.) 

 

       (a)                                                                          (b) 

 

(c) 

 
                                           (d)                                                                                           (e) 

Fig. 2.19 Voltage harmonics spectra up to the 29th harmonic order a) before series compensation (scale: CH1: Y-

axis: 60V/div; X-axis: 250Hz/div) b) after series compensation (scale: CH1: Y-axis: 120V/div; X-axis: 

250Hz/div) at MI=0.5 c) at MI=0.8, after series compensation (scale: CH1: Y-axis: 120V/div; X-axis: 250Hz/div) 
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d) The output current waveform (scale: CH1: Y-axis: 1A /div.; X-axis: 250 ms/div), e) MPP tracking (scale: CH1: 

Y-axis: 212W /div.; X-axis: 50 ms/div) 

 

2.3.7.3 Comparison with the existing and the proposed scheme 

Fig. 2.20 (a) shows the FFT analysis for each output voltage before compensation. Fig. 2.20 (b) shows the 

FFT analysis after compensation. It was found that the IJFA, implemented in 120օ conduction, has given 

superior results. The values are obtained by using (2.22) in opposition to cancelling out the existing 

dominant harmonics. Three switching angles were generated by the IJFA based SHEPWM technique, 

used for the main and compensating SHEPWM inverters at a modulation index of 0.85, as indicated in 

Table 2.3. The comparison of various bio-inspired algorithms has been done in Fig. 2.20 (c), in which 

IJFA has given better results for the given plot. The behavior of triggering pulses over MI has been given 

in Fig. 2.20 (d). The optimized pulses give better results than the conventional ones. The comparison of 

various bio-inspired algorithms has been done in Fig. 2.20 (c), in which IJFA has given better results for 

the given plot. The behavior of triggering pulses over MI has been given in Figure 2.20 (d). The optimized 

pulses give better results than the conventional ones. The convergence time for IJFA is 0.10 sec 

respectively, as shown in Fig. 2.20 (e), for 50 iterations with a population size of 100 at 0.85 MI. Run time 

versus population size has been studied in Fig. 2.20 (f). It was found that IJFA outperforms with existing 

GWO, WOA, and JAYA in terms of obtaining optimized THD and its corresponding angles. It has faster, 

easier implementation and more accurate convergence with a smaller number of tuning parameters. It 

attains convergence much more accurately and at a faster rate than others. On an Intel® Core TM i5, 2.30 

GHz processor with 4.00 GB of installed memory, all stages of programming are coded in MATLAB. 

Thus, IJFA has superior performance over others in giving optimized THD and its corresponding angles.  

 
(a)                                                                                  (b)  
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   (c)                                                                                   (d) 

  
                                                   (e)                                                                            (f) 

Fig. 2.20 Analysis of system output a) FFT analysis of the main SHEPWM inverter b) FFT analysis at the grid 

side c) voltage THD variation over iterations for various metaheuristic techniques d) Switching angle behaviour 

vs. MI for conventional and optimised pulses (e) Convergence vs. number of iterations plot (f) Run time vs. 

population size plot 

 

The previously mentioned metaheuristic techniques [2.19]– [2.26] for PSC tracking has certain limitations 

mentioned. To address those problem, a hybrid IJFA-PO method was proposed, which combines the 

benefits of both traditional and innovative methods. It outperformed others in terms of faster and more 

accurate convergence with a smaller number of tuning parameters. It converges to much lower values 

compared to other algorithms. Table 2.4 shows the results of a comparative analysis of various MPPT 

approaches. 

Table 2.4 Comparison of the proposed MPPT techniques with the existing MPPT techniques 
 

MPPT Complexity Tracking 
under PSC 

Dynamic 
performance 

Tracking 
Speed 

Accuracy 

Modified 
traditional 
methods [2-3] 

 
Easy 

 
No 

 
Poor 

 
Low 

 
Less 
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Hybrid MPPT 
techniques [4-11] 

 
 
Easy 

 
 
Yes 

 
 
Moderate 

 
 
Moderate 

 
 
Moderate 

Integration of 
metaheuristic 
with traditional 
(IJFA-PO) 

 
 
 
Moderate 

 
 
 
Yes 

 
 
 
Excellent 

 
 
 
High 

 
 
 
High 

 

 

           The behavior of three switching angles per quarter cycle was equal to that of nine switching angles, 

as shown in Fig. 2.21. Three switching angles are the ideal option for the proposed model. It eliminates 

the greatest number of harmonics possible, resulting in a THD of only 1.32%. When MI is low, higher-

order harmonics have more amplitude than lower-order harmonics and vice versa happens for higher 

values of MI.  

 

 

(a)                                                                    (b)                                       

 

                   (c) 

Fig. 2.21 Behavior of switching angles vs. modulation index a) for three switching angles b) for five switching 

angles c) for seven switching angles 
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A comparative analysis based on précised tracking in the lowest time, computational complexity, 

robustness, stability, cheaper real-time implementation without any processing units, etc. was carried out. 

Table 2.5 shows the results of a comparative analysis of several optimization approaches. 

Table 2.5 Comparison of different evolutionary techniques 

 

        Figs. 2.21 (a) and (b) show the behavior of three switching angles to the modulation index every 

quarter cycle for an evolutionary algorithm. The switching angles are inversely proportional to the 

modulation index, and there has been a moderate movement to the origin, as shown in the graph. These 

angles satisfy the criteria in (2.34) while also controlling the fundamental component and suppressing 

harmonics in the output voltage. Both inverters function well in the 0.8-0.87 modulation index region, 

which explains the choice of three switching angles over others. The comparative plot in Fig. 2.21 (c) 

depicts the change in THD for different switching strategies at different modulation indices. The 

amplitudes of voltage harmonics were compared to the standards indicated in Table 2.6. This chapter 

undergoes comparative analysis of several switching techniques to get a better picture. 

PSO [21] WOA [6] GWO [21] BBO [13] JFA [11] IJFA  

Weight (w) 0.4 Population  

size 

10*5 Population 
matrix 

10*5 Population 
size 

50 Population 
size 

100 Population 
size 

100 

Balance 
factors  

1c , 
2c , 

3c

, 
4c  

1.3,0.6, 
1.9, 1.7 

    Genes in 
each 
population 

5     

Random 
variable:  

1r ,
2r  

0.6, 0.5  Random 
variable 

1r ,
2r   

0.7, 
0.6  

Random 
variable 

1r ,
2r   

0.7, 
0.6  

Elitism 
value  

2 Random 
variable 

1r ,
2r ,

3r ,  

4r  

0.5, 0.9, 
0.1, 0.4 

Random 
variable 

1r ,
2r ,

3r  

0.8, 0.6, 

0.3 

No. of 
equations 

Low No. of 
equations 

Low No. of 
equations 

Low No. of 
equations 

High No. of 
equations 

Medium No. of 
equations 

Medium 

Complexity Easy Complexity Easy Complexity Easy Complexity Moderate Complexity Moderate Complexity Moderate 

Elapse time 
(s)  

0.43 Elapse time 
(s)  

0.22 Elapse time 
(s)  

0.26 Elapse time 
(s)  

0.34 Elapse 
Time (s) 

0.26 Elapse time 
(s)  

0.19 

THD (%)  2.5 THD (%)  2.98 THD (%)  3.5 THD (%)  3.8 THD (%) 2.48 THD (%)  1.32 
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(a)                                                                                 (b)    

                                                                    

 
      (c) 

Fig. 2.21 Voltage output analysis for the variation of THD vs. MI a) IJFA implemented in 180օ b) IJFA 
implemented in 120օ c) characteristics of different metaheuristic techniques 

Table 2.6 Comparison of voltage harmonic amplitudes of standards with the proposed techniques 
 

Voltage harmonics amplitude 
on grid synchronization 

b5 b7 b11 b13 b17 b19 b23 b25 b29 THD  

(%) 

IEC [2.23] 5 4 3 2.5 1.6 1.2 1.2 1.2 1.06 6.5 

CIGRE WG 36-05 [2.25] 6 5 3.5 3 2 1.5 1.5 1.5 -- 8 

IEEE-1547 and 2030 [2.22], [2.24] ------------------------------------------------------------------------------------------------------- 5 

 Proposed Technique used  

 Voltage harmonics amplitude 
after series compensation (%) 

b5 b7 b11 b13 b17 b19 b23 b25 b29 THD 
(%) 

Values for SPWM switching 
mode 

2.4 3.6 2.3 1.9 2.2 4 2 1.8 3.2 6.1 

Values for 180օ conventional 2.7 3.27 0.17 3.35 0.5 0.9 4.17 0.08 2.05 5.1 
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Table 2.7 shows the results of a comparison of existing and proposed designs. It was inferred that the 
present proposed scheme works better due to the inclusion of novel series compensation, appropriate for 
industrial and domestic applications. 

Table 2.7 Comparative analysis of existing and proposed schemes 
 

Parameters Ref 
[12] 

Ref [14] Ref 
[15] 

Ref [16] Ref [17] Ref 
[18] 

Ref [19] Proposed 

Technique 
used 

UPQC  RBFNN-
PI 

FPGA MNR with 
pattern 
recognition 

Homotopy 
algorithm 

ABC Filter 
compensation 
module 

IJFA 

Voltage 
THD (%) 

 

3.71 

 

2.72 

 

16.54 

 

7.25 

 

33.94 

 

3.1 

 

5.1 

 

1.32 

 

2.3.8 CONCLUSION   

      With the use of series compensation under PSC, it was possible to eliminate harmonics while also 

improving the voltage profile for the PV integrated grid system. During wider voltage variations, the 

compensating inverter fulfils the voltage demand on the grid side. The overall THD of the output voltage 

was reduced to 1.32%, which is well within the specifications of IEEE 1547, IEC, and CIGRE WG 36-

05. In comparison to existing approaches with changing loads, the IJFA based SHE using proposed series 

compensation gives improved results. The experimental results of the prototype have also been presented 

in support of the simulated outputs. The three switching angles performance was equivalent to nine 

switching angles per quarter cycle in reducing harmonics, resulting in lower losses and improved system 

efficiency. A piecewise mixed-model approach has been used to store angles offline in the micro-

controller for the online applications. It can be concluded that the current proposed system produces 

superior results when compared to other existing algorithms and meets all of the scheme’s objectives. The 

same topology can be applied to large power plants for effective control of output voltage as well as output 

harmonics. This research can be extended to faulty conditions on the main unit side also. Then, in this 

case, the auxiliary unit undergoing series compensation would maintain an uninterrupted power supply, 

Values for 120օ conventional 1.12 2.5 1.25 1.1 0.22 1.8 1.8 1.12 2.08 4.3 

Values for JFA in 180օ  2.5 2.2 0.15 1.7 0.32 0.31 1.5 0.47 1.9 3.2 

Values for JFA in 120օ 1.5 1.29 2.3 0.8 0.32 0.78 0.89 0.70 0.77 2.5 

Values for IJFA in 180օ  1.56 1.2 0.45 0.7 0.8 0.43 1.3 0.11 1.9 2.5 

Values for IJFA in 120օ 0.49 0.27 0.17 0.15 0.5 0.9 0.57 0.28 0.55 1.32 
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maintain the output voltage, and control the harmonics with the specified values. This PV-wind hybrid 

generation scheme can be operated in standalone mode in remote areas where the grid supply to the 

consumers is not available. The proposed schemes improve the power quality obtained from the units 

installed and, thus, can have a very positive impact on improving the quality of life in the remote grid-

secluded regions.             
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                                                                                                       CHAPTER 3 

MITIGATING POWER QUALITY ISSUES FOR THE PV-WIND HYBRID 
SYSTEM  

3.1 INTRODUCTION 

In recent years, renewable sources of electricity have been gaining increased importance. The clean 

and green features are what are making these resources popular. Solar and wind power have additional 

advantages in that they are both readily available and free [3.1]. 

         The choice of a proper converter is necessarily important for feeding the power grid. Multilevel 

converters can efficiently convert DC to AC [3.2]. There are many PWM techniques adopted, such as 

Sinusoidal Pulse Width Modulation (SPWM), Space Vector PWM (SVPWM), and SHEPWM for the 

same. It has been reported that the Total Harmonic Distortion (THD) of SPWM, was approximately 40%, 

which is considered significant in terms of maintaining power quality. Power quality was maintained by 

using a static VAR compensator [3.3]. To improve power quality detailed discussion have been carried 

out in the present chapter. 

 

3.2 POWER QUALITY IMPROVEMENT FOR THE MICROGRID CONNECTED PV-WIND 

HYBRID GENERATION SCHEME WITHOUT SERIES COMPENSATION 

3.2.1 Existing Schemes 

             Several articles discuss the attractive features of the SHEPWM inverter. It has decreased switching 

and conversion losses, better electromagnetic interference (EMI), etc. Therefore, SHEPWM is considered 

a good option in terms of higher power applications and has also been used in the present chapter. It 

eliminates "d-1" of lower order harmonics with "d" of triggering angles [3.4]. To achieve this, the solving 

of non-linear equations was difficult using the Gauss-Newton Raphson method [3.5]. To solve a higher 

degree polynomial equation, this method would increase the computation time and complexity and 

decrease the convergence speed. 

        There are many optimization techniques adopted to solve the problems. These evolutionary techniques 

are appropriately suited depending upon the problem statement. A detailed discussion of the wind-

penetrated microgrid system has been discussed [3.6]. DFIG operations at sub and super synchronous 

speeds and their control have been discussed in detail [3.7]- [3.9]. A control technique using a piecewise-

mixed model for storing angles offline has been described [3.19]. 

       BBO based SHEPWM technique, [3.10] in a DFIG connected microgrid system. A comparison with 

several other search-based algorithms such as Particle Swarm Optimization (PSO), Cuckoo Search 

Algorithm (CSA), etc., has been performed in which BBO performed better. In [3.11], the Grey Wolf 

Optimization (GWO) technique is used in the hybrid system to solve the real and reactive power problems. 
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A modified grey wolf optimization technique has been used in the hybrid cascaded multilevel inverter for 

harmonic reduction [3.12]. MPP was tracked using the bacterial foraging method [3.13]. WOA has been 

thoroughly discussed in [3.14], [3.15] for a variety of engineering field applications. A comparative 

analysis of different optimization algorithms has been executed in standalone systems [3.16]. Later, [3.17] 

introduced a modified whale optimization technique for solar parameter identification. [3.18] has used an 

adaptive genetic algorithm technique to track the MPPT in a PV system. 

 

3.2.2 PROPOSED TOPOLOGY  

3.2.2.1 Its features in detail  

         The proposed model is illustrated in Fig. 3.1. Generally, the microgrid is powered by a distributed 

storage system or generators. Contrary to that, a hybrid source of PV and wind has been introduced here. 

The stator is coupled with the microgrid at a frequency of 50 Hz. The direction of the wind tends to rotate 

the wind turbine. The turbine is accountable for the pitch angle control, which adjusts the speed for the 

blade’s protection. The induction generator is directly coupled to the gearbox. 

        As shown in Fig. 3.1, there are two types of converters used in the process: rotor-side converters 

(RSC) and grid-side converters (GSC). RSC is directly connected to the IG rotor, whereas GSC, as the 

name says, is connected to the grid. When the wind speed is high, the DFIG will operate in a super-

synchronous mode, and when the wind speed is low, it will operate in a sub-synchronous mode. In the 

latter part, active power is given to the rotor from the DC bus and vice-versa. At the time of sub-

synchronous mode, PV with a DC-DC boost converter supports and helps to maintain the voltage dip. The 

MPPT controller helps track the maximum power. Perturb and Observe (P & O) has been used in this 

regard. Conventional control strategies, converters, and non-linear loads all produce harmonics, thus 

leading to major power quality issues. This leads to an extensive need for harmonic compensation. The 

back-to-back converters use an optimized SHEPWM technique that helps to deal with the harmonics. It 

works at a low frequency to avoid switching losses, thus making the system more competent. The 

SHEPWM technique uses the Modified Whale Optimization application (MWOA) technique.  
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Fig. 3.1 Proposed model 

The angles found are given to the lookup table for offline usage. The five switching angles produce 

equivalently good results as seven switches, but with fewer switching losses, thus improving the system 

efficiency. A comparison with other search-based techniques was carried out, but MWOA solves the 

purpose more efficiently and gives a satisfactory result.  

A modified whale optimization technique has been used in the present technique as its usage for 

harmonic reduction is not noted much in the literature for hybrid systems. The MWOA is superior when 

compared to PSO, GWO, and BBO. The use of objective functions in the MWOA easily reduces both 

higher and lower order harmonics, which was a limitation in the simple SHEPWM technique. The adopted 

modified WOA-based optimized SHEPWM control technique has easier implementation and faster 

convergence in the hybrid microgrid connected system, which marks the novelty of the chapter. Standard 

reports have been used for comparison [3.20], [3.21] in the present chapter. The hardware results are also 

included to justify their applications in the practical scenario. 

 

3.2.3 SHEPWM APPLICATION IN CONVERTERS FOR HARMONIC ANALYSIS  

This has been detailed in section 2.4.3.  
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3.2.4 APPLICATION OF METAHEURITIC TECHNIQUE IN SHEPWM BASED 

INVERTER 

3.2.4.1 Whale Optimization Algorithm (WOA)  

WOA is a swarm-based optimizing technique that is motivated by how the whale hunts. Its 

implementation is easier and it has superior performance over many other complex evolutionary 

techniques. It has only one controlling parameter, i.e., the time, which is to be tuned finely. Humpback 

whales search for their food in a multidimensional search space. The algorithm is very similar to grey wolf 

optimization (GWO). The location of these whales is considered a decision, whereas the distance between 

the whales and the food can be denoted as an objective function.  

3.2.4.1.1 Steps for WOA for food hunt 

 Encircling the prey 

        The whales forage for and surround their prey. Initially, the optimal design is unknown, so the current 

best solution is considered the target prey or close to the optimum solution. Meanwhile, the search for the 

supreme search agent continues so that the other search agents update their positions near to it. It can be 

expressed by equations: 

     
                                                          (3.1) 

                                                                                    (3.2) 

                                                               (3.3) 

                                                                 (3.4) 

Where,  and  coefficient vectors, t refers to the present iteration,   is the position of the prey, 

and is the position of the whale. ‘.’ is the element-by-element multiplication and || is the absolute value, 

 decreases from 2 to 0 in each iteration, and are taken as random vectors in [0, 1].    

 Bubble-Net attacking Method (Exploitation phase)  

It is bifurcated into two steps: 

 Shrinkage of the encircling mechanism  

This is accomplished by lowering the value of .  The updated current position was achieved by the 

previous position and obtained the best position.  

 Spiral updating position 

. *( ) ( )D C X t X t 
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 When whales approach their prey, they produce bubbles in a spiral pattern. They do this to compute 

the distance between them and the prey, which forms a spiral shape which is denoted as . 

                                             (3.5) 

      if p<0.5                                   (3.6) 

if p>=0.5                                (3.7) 

      Where, l is the arbitrary value between [-1,1], b is the fix coefficient of the spiral shape, and p is the 

probability parameter. 

 Searching for prey (Exploration phase) 

              is considered responsible for the exploration of the search for the prey and is the current 

spot of the whale arbitrarily taken from the whale population. If <=1 the whales will approach the prey 

(exploitation) and if >1 the whales will not update their position based on the best solution but will 

choose a random whale as the best position (exploitation). It is given in the equations below: 

                                                         
                                                     (3.8)                                                                  

                                                (3.9) 

3.2.4.1.2 Limitation of WOA and implementation of MWOA 

     Some of the limitations of WOA have compelled the authors to develop MWOA. For the 

exploration and exploitation phases, mostly the values are based on randomization, which would increase 

the computational complexity and time for the complex problems. As it has been mentioned earlier, it 

depends on one parameter i.e., , which decreases the convergence speed. Some of the limitations of WOA 

have compelled the authors to develop MWOA. For the exploration and exploitation phases, mostly the 

values are based on randomization, which would increase the computational complexity and time for the 

complex problems. As it has been mentioned earlier, it depends on one parameter i.e., , which decreases 

the convergence speed. There is a lack of proper balance between exploration and exploitation phases.  As 

the location of the best search is not considered a priority, therefore, it cannot jump out of the local optima, 

which represents a decline in performance. 

 If the vector position changes during the process, it might result in a larger step calculation and 

the search space not being explored properly. Correction factors Cf1 and Cf2 are introduced to minimize 

the change in vector position. 

3.2.4.1.3 MGWO application to the proposed compensation technique  

The modified equations of WOA can be written as: 

'D
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                                                     (3.10 (a)) 

                                               (3.11 (a)) 

    The equation (3.10 (a)) helps the whale survey the space of search efficiently in small steps and 

approach the prey. By modifying equation (3.10 (a)), whales are made to swim in the shrunk space to 

catch their prey, thus enhancing the exploitation of the search space efficiently. 

                                      (3.12 (a)) 

     The exploration phase is also modified by the Cf2 amount to limit the random movement of the whales. 

The values of Cf1 and Cf2 are 2.3 and 1.9, respectively. It was found that the whales reach the optimal 

solution in a search space efficiently and speedily compared to WOA. The steps followed to achieve the 

results are given as follows: 

The Pseudocode for MWOA 

1. Whales’ population was initialized using  where, (i = 1, 2, 3, …, n).  

2.  The values were updated for each search agent a, A, C, l, and p by using the condition (t < 

maximum iteration). 

3.  For (p<0.5), if (|A| < 1), present search agent was updated using equation (3.6).  

4.  If (|A| >=1),  was selected and the present search agent was updated using equations (3.10 

(a)) and (3.11(a)). 

5.  For (p>=0.5), the location of the present search agent was updated using equation (3.12 (a)).  

6.  If any search agent goes beyond the search space, then the process restarts from step 2. 

7. The fitness of each search agent and upgraded  was computed. If the termination criteria are 

met, optimal solution (switching angles with the minimum corresponding THD) would be 

displayed otherwise process restarts from step 3. 

3.2.5  WIND CHARECTARSTICS EQUATIONS 

3.2.5.1 Wind turbine characteristics 

     A wind turbine consists of blades that are fixed to the shaft through the gearbox and rotor hub. It 

transforms the kinetic energy to mechanical energy which is further converted to electrical energy by the 

shaft. The output mechanical power ( ) achieved can be expressed as 
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                                                     (3.13)        

Where, is the air density,   is the wind speed, A is the swept area of the turbine, is the coefficient 

which judges the performance and also which is a non-linear function of Tip Speed Ratio (TSR), ( ) and 

pitch angle (  ). TSR can be written as 

                                                            (3.14)            

Where, is the speed of the turbine, R=radius of the blade. 

                                         (3.15) 

      The value of (C1, C2, C3, and C4) can be computed by estimating from the non-linear function or by 

the lookup table [3.6]. 

                                               (3.16) 

      The aim was to keep tracking the rotor speed with the changing wind velocity so that  is set to the 

maximum value. To achieve maximum power from IG, should remain set to the highest value as shown 

in Fig. 3.2. 

 

                   Fig.3.2 Turbine power output versus speed of the shaft 

3.2.5.2 Mathematical modeling of DFIG 

     There are two categories of generators, comprising an induction generator and a synchronous generator. 

The present chapter deals with the induction generator, which has three types: squirrel cage induction 

31
( , )

2m pP Av C  

 v pC





wR

v
 

w

5 /
1 2 3 4( , ) ( / ) C

p iC C C C C e       

1

3

1 0.035

.089 1i  


 

    

pC

pC



68 
 

generator (SCIG), wound rotor induction generator (WRIG), and doubly fed induction generator (DFIG). 

Amongst all, DFIG is the most popular because of its simple pitch control, which deals with both active 

and reactive power. Besides this, it can work at variable speed, sub or synchronous speed to obtain 

maximum power as well. Power converters are much cheaper, lighter, and have less power loss as their 

ratings are only 30% of the power rating.  

      Equations (3.15)– (3.27) show the conventional equations for DFIG in a synchronous rotating 

frame. The equivalent circuit can be seen in the d and q axis frames in Fig. 3.3 and Fig. 3.4.  

 
(a) 

 
(b) 

                    Fig. 3.3 DFIG (a) Equivalent circuit (b) Dynamic equivalent circuit in q axis frame 

 

Fig. 3.4 Dynamic equivalent circuit in d axis frame 

The d-q frame stator and rotor equations are given below. 

                                                        (3.17) 
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                                                        (3.18)                                             

                                                  (3.19) 

                                                 (3.20) 

Flux linkage equations can be written as 

         
                                                                             (3.21) 

                                                (3.22) 

                                                  (3.23) 

                                                (3.24) 

where, , , , , , , , , , , , , , , ,  are the stator and rotor 

voltage, current, flux, difference of self-inductance and the mutual inductance and the resistance respectively, 

is the mutual inductance, , are the angular and the rotor speed respectively. The active and 

reactive power of stator and rotor , , , respectively can be written as: 

                                                         (3.25) 

                                                           (3.26) 

                                                        (3.27) 

                                                          (3.28) 

By (3.31) electromagnetic torque ( ) can be determined. 

         
                                                        (3.29) 

Where, p is no of pole pairs. 

3.2.5.3 Reactive power compensation 

Reactive power is an essential component of an electric power systems: without it, rotating machines could 

not rotate, and transmission lines could not transmit active power. Reactive compensation is the process 

of injecting positive and/or negative Var’s to a power system to essentially attain voltage control. 
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Depending upon the application, reactive compensation can be achieved passively with capacitors and 

reactors or actively with power electronic solutions e.g., FACTS such as STATCOMS, capacitor banks. 

It has several advantages such as reducing power losses, increased utilization of machineries, power factor 

control and voltage control.  

        RSC extracts the optimum power from the variable-speed wind turbines and regulates the DFIG 

terminal voltage. The stator Flux-Oriented Control (SFOC) performs the control of RSC. Therefore, the 

stator active power (𝑃 )  and the electromagnetic torque (𝑇𝑒) can be controlled through (𝑖 ), whereas 

the stator reactive power (𝑄 ) can be adjusted by the ( 𝑖 )  as follows: 

𝑃𝑠 = −𝑖 𝑉 = 𝑖 𝑤 ∅                                           (3.25a) 

𝑄𝑠 = 𝑖 𝑉 = [𝑖 ∅ ]                                           (3.26a) 

𝑇𝑒𝑚 =
∗

−𝑖 ∅                                                     (3.29a) 

The q-axis component is utilized for the extraction of the peak power from the variable-speed wind 

turbines during the wind speed variation. Hence, the PI controller is used to find the error between the 

rotational speed of the DFIG rotor that compared with the actual rotational speed (𝑤 ) in order to generate 

the reference q-axis component of the rotor current (𝑖 ).  

 

Fig 3.1(a) RSC controller  

The d-axis component is utilized for regulation the DFIG stator voltage and also injects voltage at the time 

of sag, (𝑄𝑟𝑒𝑓) is taken as zero in order to maintain the unity power factor at the stator terminals of the 

DFIG.  The mathematical equation can be expressed as  
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𝑉 _ = 𝑉∗ − (𝑤 − 𝑤 )𝜎 𝐿 𝑖                                       (3.30) 

𝑉 _ = 𝑉∗ + (𝑤 − 𝑤 ) 𝜎 𝐿 𝑖 + 𝑖                                 (3.31) 

The GSC controller maintains the DC-bus voltage (𝑉 ) constant irrespective of magnitude and direction 

of rotor power flow and regulate the reactive power exchanged with the grid. Voltage-Oriented Control 

(VOC) system is used to carry out the control strategy of the GSC. Hence, the injected active power from 

the GSC (𝑃 ) and the DC-bus voltage (𝑉 ) is adjusted through (𝑖 ), while the injected reactive power 

from the GSC (𝑄 )  is controlled by the (𝑖 ) as follows: 

                                                                       𝑃 = 𝑉 𝑖                                                                     (3.32) 

𝑄 = − 𝑉 𝑖                                                               (3.33) 

Therefore, the reference d-axis component of the GSC current (𝑖 ) is generated from comparing the 

reference DC-bus voltage (𝑉 ) with the measured value (𝑉 ) and applying the diference to PI-

controller. On the other hand, the q-axis component (𝑖 ) is employed to control the exchanged reactive 

power with the electrical grid.  

 

Fig. 3.1(b) GSC controller  

During the normal operation conditions, the reference q-axis component of the GSC current (𝑖 ) is 

determined at zero value to maintain the wind farm at unity power factor. Then, the(𝑖 )and the 

(𝑖 )are compared with the d–q axis components of measured GSC current (𝑖 , 𝑖 ) and the 
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differences are applied to PI controllers to create the reference d–q axis components of GSC voltage 

(𝑉 , (𝑉 )) that can be described as: 

𝑉 = −𝑉∗ + 𝑤 𝐿 𝑖 + 𝑉                                         (3.34) 

𝑉 = −𝑉∗ + 𝑤 𝐿 𝑖                                            (3.35) 

3.2.6 RESULT ANALYSIS 
3.2.6.1 MATLAB Simulation discussion 

 

        The proposed model has been carried out in MATLAB 2016b. The angles for the inverters were 

found by the WOA. The five switching angles obtained for both the converters are

, ; , respectively for 

reducing the lower and higher-order harmonics. These angles were stored in the lookup table offline for 

use later for online applications. The proposed control strategy has been used to get the outputs shown in 

Figs. 3.5 and 3.6. The voltage waveforms at the stator and rotor sides are taken at a speed of 1450 rpm 

under both with and without harmonic elimination conditions. 

 
                                                        (a)                                                                              (b) 
Fig. 3.5 System output at 1450 rpm (a) rotor voltage output without harmonic elimination (b) rotor voltage output 

with harmonic elimination 

 
                                 (a)                                                                                   (b)                                    

1 10.33 ,  2 18.16 , 

3 24.33  4 25.07 ,  5 27.50  1 16.33 , 
2 22.45 ,  3 23.45  4 28 ,  5 32.47 
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Fig. 3.6 System output at 1450 rpm (a) stator output voltage without harmonic elimination (b) stator output 
voltage with harmonic elimination 

3.2.6.2 Comparison with the existing schemes 

A comparative analysis has been shown in In Table 3.2. The values of voltage harmonics deduced by b5, 

b7… of the standard reports are compared with the proposed technique. By using the SHEPWM based 

MWOA control strategy, the pulses were generated at a modulation index of 0.85. The objective function 

(2.3) was used to get the optimized switching angles. Fig. 3.7 shows the different numbers of switching 

angles for n = 3, 5, and 7, over the range of modulation index. It was considered for up to twenty-nine 

harmonics. Higher orders can also be taken for testing the present system. For the computation of five 

switching angles, the 5th, 7th, 11th, 13th harmonics, and fundamental were set to zero and the desired value, 

respectively. It was found that with just five switching angles, an equivalently good result was achieved 

with seven triggering pulses, keeping the system efficiency intact as well as keeping the switching losses 

low, as shown in Figure 3.7. This means that with seven switching angles, the 5th, 7th, 11th, 13th, and 17th 

can be controlled, but by using five triggering pulses, these lower orders can be controlled along with the 

higher orders like the 19th, 23rd, 25th, and 29th... etc. 

Table 3.1   Comparison of voltage harmonic amplitudes of literature survey with the proposed technique 

  

Fig. 3.7 (a) shows the THD variation over the modulation index for the different switching angles. The 

THD found by using different optimization algorithms at varying iterations is shown in Fig. 3.7 (b). It was 

discovered that using MWOA produces better results than other evolutionary techniques. The angles found 

when applying MWOA to the SHEPWM inverters are equally efficient in working as the seven switching 

angles, hence with reduced switching losses. The details of the parameters for different metaheuristic 

Standard Reports used 
Voltage harmonics 
amplitude on grid 
synchronization 

b5 b7 b11 b13 b17 b19 b23 b25 b29 THD  
(%) 

IEC 1996 5 4 3 2.5 1.6 1.2 1.2 1.2 1.06 6.5 

CIGRE 2004 6 5 3.5 3 2 1.5 1.5 1.5 -- 8 

Proposed Technique used 

Voltage harmonics 
amplitude on grid 
synchronization  

b5 b7 b11 b13 b17 b19 b23 b25 b29 THD 
(%) 

Values 0.89 0.27 0.17 0.35 0.5 0.9 0.17 0.08 0.05 1.6 
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techniques used have been given in Table 3.2. Harmonic spectra for various switching angles (n = 3, 5, 7) 

at the rotor and stator side under with and without harmonics conditions have been shown in Fig. 3.8.  

 
                                                 (a)                                                                                (b) 

Fig. 3.7 Characteristics behavior (a) THD vs. modulation index for various switching angles (b) THD vs. no. of 
iterations for various algorithms used 

 
(a)                     

                     

 
                 (b) 
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                                                                                          (c) 
Fig. 3.8 DFIG harmonic spectra with and without harmonic (a) at rotor side (b) for three switching angles at 

stator side (c) for seven switching angles at stator side 

Table 3.2 Comparison of metaheuristic techniques with the proposed technique 

 

3.2.7 CONCLUSION  
 
       In the present chapter, MWOA, BBO, PSO, and GWO-based inverters were used to reduce the lower 

and higher-order harmonics obtained at the stator and rotor side of the DFIG system. The best performance 

of all was that of MWOA, considering factors such as convergence time, minimum THD possible, etc. The 

angles obtained from the evolutionary techniques were stored offline in the microcontroller memory for 

online usage. Thus, with five switching angles, they achieve equivalently good results as seven switches. 

PSO MWOA GWO BBO 

Weight (w) 0.4 Population 
matrix 

10*5 Population 
matrix 

10*5 Population 
size 

50 

Balance factors 

, , ,  

1.3,0.6, 
1.9, 1.7 

    Genes in each 
population 

5 

Random 

variable: ,   

0.6, 0.5  Random 

variable ,   

0.7, 
0.6  

Random 

variable ,   

0.7, 
0.6  

Elitism value  2 

No. of 
equations 

Low No. of 
equations 

Low No. of 
equations 

Low No. of 
equations 

High 

Complexity Easy Complexity Easy Complexity Easy Complexity Moderate 

CPU time (s)  0.43 CPU time (s)  0.22 CPU time (s)  0.26 CPU time (s)  0.34 

THD (%)  2.8 THD (%)  1.6 THD (%)  2.2 THD (%)  2.5 

1c 2c 3c 4c

1r 2r 1r 2r 1r 2r
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Thus, with fewer switching losses, system efficiency is maintained. Various characteristic curves such as 

THD vs. iterations, THD vs. modulation index, etc. were carried out to justify the same. Thus, the proposed 

method achieves the desired purpose, and the simulation results justify that it can be used for practical 

scenarios.  
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3.3 POWER QUALITY ISSUES FOR PV-WIND HYBRID DISTRIBUTED GENERATOR WITH 
SERIES COMPENSATION INTEGRATED TO MICROGRID 

3.3.1 INTRODUCTION  

The development of renewable energy sources (RES) based on PV-wind is becoming the centre of 

attraction due to the rise in economic and environmental issues [3.22]. Wind turbines using doubly fed 

induction generator (DFIG) are becoming popular over other induction generators (IG) due to several 

benefits, such as wide speed operation, separate active and reactive power control, and low-rated 

converters [3.23], [3.24]. In DFIG systems, the back-to-back converters are responsible for active and 

reactive power control. A review study done by [3.25] on the mitigation of power quality issues (voltage 

sag, voltage swell, voltage and current harmonics, system unbalances, and fluctuations), especially super 

harmonics, to ensure high-quality microgrid output power. Similarly, series compensation has been carried 

out to deal with the issues of power quality detailed in this chapter. 

 

3.3.2 EXISTING TOPOLOGIES  

The authors in [3.25] present a study in which a thermal exchange optimization (TEO) algorithm is 

used to optimise direct power control and DC-link voltage dynamics in the DFIG systems. The tuning of 

the PI controller for this application was found to be tedious, time-consuming, and non-systematic. Several 

filter devices were used for harmonic compensation, and the controlling parameters were optimised using 

evolutionary techniques detailed in [3.26]. An analytical study on harmonics has been carried out in [3.27], 

[3.28]. An intelligent control strategy for Optimum Power Quality Enhancement (OPQE) unified Power 

Quality Conditioner with Active and Reactive Power (UPQC-PQ) for grid-connected hybrid power 

systems is stated by [3.29]. An Atom Search Optimization (ASO) based Fractional-order Proportional 

Integral Derivative (FOPID) controller was used to regulate voltage while reducing power loss and total 

harmonic distortion (THD). Salp Swarm algorithm (SSA) has been used to calculate the size of distributed 

generators (DG) in order to optimise the voltage profile and reduce the lack of generation given in [3.30]. 

The Active Power Filter (APF) has been used for power quality (PQ) improvement, where the controller 

for APF has been designed to improve the voltage profile and compensate for reactive power and 

harmonics. [3.31] propose a scheme that can be used for both balanced and unbalanced grid conditions. It 

uses a reference current generator (RCG) applied to a fractional order proportional integral (FOPI) based 

power management strategy to control a three-phase inverter and manage power flow to the grid, loads, 

etc. It injects maximum active power and minimum reactive power into the electric grid and loads it at 

inverter power capacity under grid faults. For harmonic compensation, a Lyapunov-based algorithm 

[3.32], [3.34]- [3.35] was used, and its integration with PI was used for charging shunt active power filter 

(SAPF) for electric vehicle applications. A literature survey by [3.36]– [3.38], on inverter topologies have 
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been discussed for harmonic elimination using the selective harmonic elimination (SHE) technique in 

RES. The conventional method of control, such as vector control, is simple and popular, but the use of PI 

controllers makes the tuning complex due to time delays and nonlinearity [3.39]. Therefore, researchers 

have shifted to optimization-based control tuning. [3.40] uses Biogeography Based Optimisation (BBO) 

based harmonic compensation, which is found to be complex and lengthy given in [3.40]. In [3.41], for a 

standalone DFIG system, Grey Wolf Optimiser (GWO) and Artificial Bee Colony (ABC) have been used 

for tuning PI for controlling the stator voltage and current. The complex control strategy and large battery 

storage system in [3.41], [3.42] will affect the cost of the overall system.  

3.3.3 PROPOSED SCHEME 

3.3.3.1 Configuration description 

          For the existing DFIG wind energy conversion schemes, when wind velocity varies widely, both 

the DC bus voltage and the output voltage can be affected. Although various literature is available for this 

purpose, they lack the desired results for the wider wind speed variation. The reason for stator harmonics 

is the switching at the rotor side, which is dependent on rotor speed. The proposed architecture shown in 

Fig. 3.9 addresses both these problems, along with power quality, i.e., harmonically related issues, and 

copes with the wider voltage variation by supplying additional voltage. As it can be observed that the 

stator is directly connected to the grid, whose frequency is similar to the grid, DFIG, coupled with the 

wind turbine through the gearbox, has to control the pitch angle for speed control. DFIG operation is 

carried out under two modes, i.e., sub-synchronous and super-synchronous modes of operation. The 

former occurs under low wind speeds where the active power is extracted from the DC bus and disbursed 

to the rotor, whereas vice-versa happens in the latter case to supply the grid. The advantage of this IG, in 

particular, is that the extension of the speed range is possible. In the proposed scheme, the number of 

converters used are three in numbers that are RSC, GSC, and lastly, the CC. The inverters are operated at 

a low switching frequency. The RSC is responsible for active reactive power control and harmonic 

reduction injected by the rotor. GSC deals with the grid injected harmonics and maintains the DC bus 

constant. Lastly, CC controls the grid’s injected harmonics and compensates for low generated voltage. 

The combined operation of GSC and CC contributes to reactive power compensation under the Unified 

Power Factor Control (UPFC) mode. At high wind speeds, RSC and GSC provide continuous power 

supply to the grid. The collective operation of GSC and CC under the Dynamic Voltage Restorer (DVR) 

model helps in voltage dip mitigation, or maintaining the voltage demands on the grid side under wide 

voltage variations, thus improving power quality. DVR is a method of overcoming voltage sags and swells 

that occur in electrical power distribution. It injects voltage of certain amplitude and frequency as required 

at the load side, even when the source voltage is unbalanced or distorted. The PV-based DC-DC boost 

converter feeds power to the rotor, CC, at low wind speed to maintain an uninterrupted power supply. The 
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maximum power is extracted from the PV arrays through the Maximum Power Point (MPPT) controller 

using the Hill climbing algorithm. The ratings of GSC and RSC are higher compared to CC. Series 

compensation controls the harmonics and injects the required voltage when needed, which is purely novel. 

Also, the present scheme uses a recently developed SAR-based SHEPWM technique to achieve the desired 

objective and overcome the problems highlighted in the aforesaid literature. The application of SAR in 

hybrid problem formulation is not marked yet.  
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Fig. 3.9 Proposed Scheme with the control unit 

 
The inverters feeding high current to the rotors develop stress in the device due to continuous 

conduction and switching. Conduction is uncontrollable because it is load dependent, but switching losses 

have to be looked after. Since these inverters are dealing with high power ratings, it would be beneficial 

if the switching were minimized, as that would reduce the switching losses. As this has higher frequency 

impacts on converter life, cost, and efficiency. So, the SHEPWM technique has been utilised to control 

these harmonics using the least number of switches per cycle. Besides, just three switching angles are 

used, which gives equivalently good results as seven switches, which tends to decrease the losses and 
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increase system utility. In the present approach, various metaheuristic techniques were compared to 

calculate the minimum THD, in which the SAR algorithm has so far given the minimal possible THD 

whose particular set of switching angles were considered. The angles for different MI were stored offline 

in the signal processor memory for online practice. In this model, the optimised switching angles for RSC, 

GSC, and Compensating Converter (CC) giving the minimum possible THD are generated by the SAR-

based SHEPWM technique using proposed series compensation. In the present work, the objective 

function is framed in such a way that it eliminates lower order harmonics and controls the higher ones 

through the SAR algorithm and series compensation (phase opposition) provided by the compensating 

converter. It uses only three switching angles instead of higher switching numbers, which contributes 

fewer losses and increases system utility. The three switching angles eliminate the lower-order harmonics 

and optimise the other higher-order harmonics.  Also, at low wind speeds and wide voltage variations, it 

supplies voltage to cater to the demand on the grid. The harmonic behaviour has been analysed under a 

wide range of modulation indices (MI). Besides, the comparison of different metaheuristic techniques has 

been done, and it was found that SAR suits best for the present model, shown later. This realistic approach 

has been successfully implemented and has superior performance over the existing techniques. 

Application of the Search and Rescue (SAR) based search technique in [3.44], is completely new 

in hybrid system field and has been implemented here to test the feasibility of the system. A piecewise 

mixed model concept given in [3.45] has been used for control purposes. The control technique is apt for 

the present scheme as it is simpler yet more effective than used in [3.26], [3.27], and [3.28]. The THD 

obtained was compared with several standard reports of IEC, IEEE-519, and CIGRE WG 36-05 [3.41]– 

[3.49], and it was found that it was within the permissible limit. 

 

3.3.4 HARMONICS INVESTIGATION IN A DFIG SYSTEMS 

               The mathematical description of the DFIG system under linear and non-linear load conditions 

has been included. Rotor current contains positive and negative sequence harmonics of order (6n +1) and 

(6n − 1), respectively, where n=1, 2, ... multiplied with the synchronous frequency [3.28]. It has been 

mentioned in detail below.  

For positive sequence harmonic order, 

                     1N  , s ew w ,slip s ,                                                           (3.36) 

For negative sequence harmonic order,                                                                          

                                     1N   ,
s ew w  , 2slip s  ,                                                     (3.37) 

For (6 1)n   sequence harmonic injected in rotor, 
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1N  , (6 1)s r mw n w w   , (6 1)
(6 1)

r

r m

n wslip n w w
  

,                                (3.36a) 

For (6 1)n   sequence harmonic injected in rotor, 

1N   , (6 1)s r mw n w w   , (6 1)
(6 1)

r

r m

n wslip n w w
  

.                               (3.37a) 

     Where, 
sw is the synchronous speed, s  is slip, 

mw = mechanical frequency, 
rw =rotor injected 

frequency. Positive sequence set can be defined as (6 1)n , and positive sequence frequency as (6 1)n W i.e., 

7 W, 13 W, etc. Negative sequence set is defined as (6 1)n , where n=1, 2, ..., 15, and negative sequence 

frequency is defined as (6 1)n W, i.e., 5 W, 11 W, and so on. Therefore, the harmonics in the current at the 

stator side can be considered as 
r mf f , 5 r mf f  , 7 r mf f , etc. 

      The rotor speed causes rotor flux harmonics and fundamental flux interactions, which lead to 

subharmonics in the stator side voltage and current. So, these unwanted harmonics have to be removed 

from the DFIG system to give it a wider speed range. The converter on the rotor side should guarantee 

sinusoidal input at a slip frequency with the stator frequency maintained at 50 Hz. Since then, RSC has 

used a six-step switching method, which causes ripples in the output. For nearly sinusoidal output, a high 

switching frequency is required, which causes higher losses in the converters. In the case of quasi-sine 

wave switching, the positive and negative sequence rotor current is produced by harmonics. Therefore, 

the rotor voltages for both cases are given as follows: 

For the case of positive sequence,  

(6 1)

(6 1) (2 3)

(6 1) (2 3)
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                                                      (3.38) 

For the case of negative sequence,   
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(6 1) (2 3)

Im(( (6 1)) ),

Im(( (6 1)) ),
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  Where, 2 dck V .                                  (3.39) 

3.3.4.1 Generation of stator harmonics by rotor speed  

         It was found that the reason for stator harmonics is the six-stepped switching at the rotor side, which 

is dependent on rotor speed. The frequency on the stator side ( )sf  should be maintained at 50 Hz 

irrespective of rotor speed. The rotational injection frequency was regulated to keep the stator frequency 

constant. Rotor speed and mechanical frequency ( )mf  are dependent on wind speed. Also, a compensating 

converter (CC) has been used to deal with the harmonics injected by RSC. The stator frequencies for 

positive and negative sequences are (6 1)*( )r mn f f   and (6 1)*( )r mn f f  , respectively. The fundamental 
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component can be calculated by 
r mf f . Rotor frequency can be calculated by  

r sf sf  where 
s r ss N N N 

and 120m rf PN  where, P  denotes the pole and rotor speed ( )rN . 

Table 3.3 Stator harmonics generation for a wide range of rotor speed due to the rotor harmonics presence 

 
Harmonic 

order at the 
rotor side 

 
Rotor speed (rpm) 

 

1000 1250 1500 1750 2000  

5th -1n 0 1 2 3  
 

Generated 
stator 

harmonic 
order 

7th 3 2 1 0 -1n 

11th -3n -1n 1 3 5 

13th 5 3 1 -1n -3n 

17th -5n -2n 1 4 7 

19th 7 4 1 -2n -5n 

23rd -7n -3n 1 5 9 

25th 11 5 1 -3n -7n 

29th -11n -4n 1 6 11 
n the opposite sequence of generated stator harmonic order is denoted by a negative sign 

     For the present scheme, DFIG of 2.8 kW, 4 poles were used at a synchronous speed of 1500 rpm. A 

speed range of 1000 to 2000 rpm was chosen by considering an operating slip of 30%. For 2000 rpm, the 

rotor frequency ( )rf  and rotor mechanical frequency ( )mf  were found to be -16.66 Hz (the "-" sign shows 

reverse sequence) and 66.66 Hz, respectively. On calculating the rotor injected for the 7th order, the 

generated stator frequency was found to be 50 Hz, i.e., a fundamental harmonic component in the reverse 

direction. Hence, the 25th order rotor injected frequency gives a stator frequency of 350 Hz, which is the 

7th order harmonic in the reverse direction. In the case of 1500 rpm, the rotor injected frequency was 

calculated to be 0 Hz, and the mechanical frequency was found to be 50 Hz. Therefore, the stator frequency 

was found to be 50 Hz, i.e., fundamental in the forward direction. Thus, it was found that the stator 

frequency was the same for higher and lower rotor injected harmonic orders. Similarly, at 1750 Hz, the 

rotor injected frequency and mechanical frequency were determined to be 8.33 Hz and 58.33 Hz, 

respectively. So, for 7th order rotor frequency, the stator frequency was found to be 0 Hz, which signifies 

number of harmonics to the stator, i.e., the DC component which has been shown in Table 3.3. If the stator 

should have no harmonics, then it is highly required that the rotor should eliminate or lower the harmonics 

produced in the output voltage and current at various speeds. Hence, a metaheuristic technique has been 

developed to look after such problems. 

      As observed in Table 3.3, the harmonics on the stator side will depend mostly on the rotor speed, and 

accordingly, the switching per quarter cycle will be decided. In the present technique, the minimum 
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number of switches is three, which is used to mitigate the harmonics, and the three numbers of switches 

are equivalently good at mitigating harmonics as seven. RSC switching is the reason for the injection of 

rotor harmonics, which can be either six-step or PWM. 

3.3.5 COMPARISON OF CONVENTIONAL AND PROPOSED IMPROVED SWITCHING 
STRATEGIES FOR INVERTERS 

      To avoid switching losses generally, a quasi-sine wave is generated at the output of the rotor voltage 

for a DFIG system. The inverters can be switched using 180օ and SHE modes of conduction, which would 

introduce (6 1)k   harmonics where k=1,2, ... in the voltage output. These conduction modes are improved 

to reduce the harmonics produced, as shown in Fig 3.10. 
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(c)                                                                                (d) 

Fig. 3.10 Switching techniques used a) 180օ conventional b) SHE in 180օ c) SHE for unipolar d) SHE for bipolar 

3.3.5.1 Traditional method  

3.3.5.1.1 In the case of 180օ switching strategy 

  The output voltage in quasi sine wave form can be written in terms of Fourier series [3.37] and [3.38].  

0

1

( cos( ) sin( ))2an n n
n

aV a nwt b nwt




   ,                                         (3.40) 
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      The value of 
0a  and 

na =0 for all values of n , nb =0 for all values of n  due to quarter wave symmetry.

( )f wt was taken from the waveform shown in Fig. 3.10 (a).  

3.3.5.1.2 In the case of SHEPWM switching strategy 

       Considering the basic Fourier equation (3.40) of voltage waveform the equation is symmetrical for 

the quarter, i.e., even, harmonics are zero and only odd harmonics are present   

 ( ) ( )f wt f wt  . 

 24 ( ) sin( ) ( ) ,n x
b f wt nwt d wt

         On solving, (x>0),                        (3.41) 

          
1

4
( 1) cos

m
k

n k
k

b n
n


 

   ,                                                    (3.42) 

 Following 1 2 50 ... 2       .                                             (3.43) 

3.3.5.2 Improved approach  

3.3.5.2.1 In the case of 180օ switching strategy 

      The standard voltage equation (3.34) was taken, as per the values mentioned for 
0a , na and 

nb for quarter 

wave. To remove the ( 1)n  number of harmonics at the output side, ‘n’ no switching angles are required. 

But a higher number of switching angles would increase the inverter switching loss due to higher switching 

frequency. If the switching frequency is not high enough, then the lower order harmonics can be 

controlled. Therefore, fewer switches were used to cater to the higher number of harmonics. The bio-

inspired algorithms were used to generate the three switching per quarter cycle to mitigate up to 29th order 

harmonics. ( )f  was analyzed from the waveform shown in Fig. 3.10 (b). 

  2

0
4 ( )sin( )( )nb f n d  



   , 

  2 4

1 3 5

2 24 sin( )( ) sin( )( ) sin( )( ) ,
3 3 3
dc dc dc

n

V V V
b n d n d n dn

 

  
     

          

On solving the above expression in general terms, it can be given for the nth term 

   
1 1

4 1 cos( ) 2 1 cos( )3

m m
k k

dc
n k k

k k m

Vb n nn  
  

            
  .                         (3.40a) 

      The + and – signs of cos α denotes rising and falling edges, respectively, in the transition states while 

switching. For line-to-line voltage, triplen harmonics are absent due to their symmetrical nature in the case 

of a three-phase balanced system. But harmonics for n =1, 5, 7,... etc. or for n = (6 1)k  harmonics where 
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k=1, 2,... are present and are chosen for elimination. By expanding (3.40), setting the fundamental 

component to MI , where ( 1)MI  and other voltage harmonics equating to zero, angles can be calculated 

which mitigate harmonics. Proper selection of the angles was carried out, which gives a minimum THD 

that could decrease harmonics introduced to the grid as far as possible. 

3.3.5.2.2 In the case of the SHEPWM switching strategy 

The SHEPEM technique for harmonic elimination was carried out by considering two different cases. 

3.3.5.2.2.1 SHE implemented SAR in unipolar case 
 
 As per Fig. 3.10 (c), the output voltage waveform ( )nb can be written as  

  24 ( ) sin( )( )n x
b f n d  



   , (where, x>0),                             (3.41a) 

  2 4

1 3 5

24 s in ( ) ( ) s in ( ) ( ) s in ( )( ) ,
2 2 2
d c d c d c

n

V V V
b n d n d n d

 

  
     

          

 On calculation, 

1

4
( 1) cos

m
k

n k
k

b n
n


 

  .                                                           (3.42b) 

3.3.5.2.2.2 SHE implemented SAR in bipolar case 
 
 Similarly, for the bipolar case (3.45) can be written by referring to Fig. 3.10 (d). 
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                                                                             (3.45)                                

         1 2 2 4 2

1 3 30 2

2 cos( ) cos( ) cos( ) cos( ) cos( )dc
n
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 1 2 3 4
2 2 cos( ) 1 2 cos( ) 2 cos( ) 2 cos( )dc

n
Vb n n n nn            

,                              (3.46) 
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2 1 2 1 cos( )
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k
dc

n k
k

Vb nn 


        
 .                                              (3.47) 

       The angles for the unipolar and bipolar were calculated by expanding (3.43) and (3.47) to zero with 

the fundamental equated toMI. The presence of trigonometric terms, which have a transcendental nature, 

adds to the complexity caused by numerous or no results. In order to resolve the issue of non-linear 

equations obtained through the direct solution or traditional method, SAR comes into the picture. Also, to 
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reduce the wider range of harmonics, existing methods are confined to discontinuity at certain points or 

require a higher number of gating pulses. Lower switching is desirable due to lower switching losses and 

effective efficiency. SAR helps to mitigate a wider range of harmonics with only fewer optimized angles. 

It also reduces the harmonics in the stator side voltage of the DFIG, thus reducing the overall THD. These 

angles are determined offline and put into the Digital Signal Processor (DSP) lookup table memory for 

online usage. The angles achieved for the minimum voltage THD with respect to the closed point ofMI are 

taken for the consideration of linearity. Thus, the problem of discontinuity was solved by using the SHE 

technique. 

3.3.6 APPLICATION OF OPTIMIZATION TECHNIQUE FOR HARMONIC MITIGATION 

         Optimization technique has been used to extract angles so that the minimum possible THD can be 

calculated to get the optimized result. To calculate the angles for RSC, GSC and CC SAR based SHE 

was used. 

3.3.6.1 SEARCH AND RESCUE OPTIMIZATION ALGORITHM IN DETAIL 

      This algorithm is based on search and rescue operations for various aims, such as searching for food 

sources, lost people, or hunting strategies, etc. Codes for training are provided by institutes such as the 

American Society for Testing and Materials (ASTM) and the National Fire Protection Association 

(NFPA). The training is helpful in indicating the probability of the presence or locating an object by clues 

and traces [3.44]. The clues are classified into two. 

 
1. Hold a clue- At the initial stage, wherever a clue is found, it is set aside. 

2. Abandoned clue- The clue found by humans is set aside in the search for better clues. 

  
      The hold and abandoned clues are stored in matrices such as X  (for locating humans) and M  (memory 

matrices) respectively. The N , D , and C  represent the number of humans, the dimension of the problem, 

and the clue matrix, respectively. So, humans search for clues or in the direction in which the clue points. 

This can be classified into two categories. 

1 1 1
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1 1 1
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,                                                                     (3.48) 

3.3.6.1.1 Phases of the SAR 

 Social phase 
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   They connect the found clues together and search in that particular direction. Initially, for every human, 

a clue is selected arbitrarily from the matrix C . The search direction is given below: 

                                                            ( ), ,i i kSD X C k i                                                      (3.49) 

      Where 
iX , 

kC , and 
iSD are the ith human location, for locating kth clue, in ith human direction, 

respectively.  K  is the arbitrary integer ranging within [1, 2 N ]. As, k i , the probability of searching the 

lost person increases, and search is done around the position that has better clues. For maximization 

problems, (
iX > 

kC ), 
iX is selected to search and vice versa. Furthermore, the humans try to explore a 

certain location only one time in search and rescue operations. Hence, movements of humans toward each 

other should be limited [3.44]. This limitation is imposed by the binomial crossover operator. The updated 

ith human in all dimensions is given by 

 
                              , 1 ,*k j i jC r SD , if ( ) ( ),k if C f X           if 

2r SE  or 
randj j                             (3.50) 

 
,

'

i j
X                         , 1 ,*i j i jX r SD , otherwise                 (𝑗 = 1, …, 𝐷),                                                        

                                 
,i jX ,                                                 otherwise, 

      Where 
,

'

i j
X  is the upgraded location of the jth dimension for the ith human, 

,k jC is the location of the jth 

dimension for the stored clue kth , ( )kf C and ( )if X are the objective function for 
kC  and 

iX  solution 

respectively. 1r  and 
2r  is considered randomly within [-1, 1], [0,1] respectively, where 

1r  values are 

constant for each dimension and 
2r  varies. 𝑗  is considered randomly within [1, D ] which ensures that 

at least one dimension of 
,

'

i j
X is different from ,i jX . A social effect ( )SE  is an algorithm parameter ranging 

between 0 and 1. In the social phase, SE is used to control the group member’s effect. 

 Individual Phase 

       It is focused on the search based on or around the current positions, regardless of the position and 

number of clues found by others. The idea of connecting different clues is used for this phase. The updated 

location of the ith human is calculated as the following equation:  

'
3 ( ), ,i i k mX X r C C i k m                                                                  (3.51) 

      Where, k and m are random integers from the range [1,2N]. 
3r is a random number ranging within [0, 

1]. For each human search phase matrix, C  is upgraded. 

 
 Boundary Control 

 
     The social and individual phase solutions should be located in the solution space, and if they are absent, 

they should be updated. The updated ith human position is given by (3.52). 

{ }  { 
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                          max
,( ) / 2i j jX X , if ' max

,i j jX X , 

                    
,

'

i j
X            min

,( ) / 2i j jX X  , if ' min
, ,i j jX X               (𝑗 = 1, …, 𝐷),                   (3.52) 

     Where, max
jX and min

jX indicate the maximum and minimum of the jth dimension respectively. 

 Upgrading Information and Positions 
 

       For maximization problems for condition mentioned in (3.53), the old position ( )iX  will be stored 

randomly in memory matrix ( )M  which is the new position, or else this position is discarded and the 

memory contains the old value. It can be given as       

                                                       ,iX  if '( ) ( ),i if X f X  

                                        
nM        ,nM  otherwise,                                                                  (3.53) 

' ,
i

X  if '( ) ( ),
i if X f X  

                                         iX        ,iX  otherwise, 

       Where 
nM  is the position of the nth stored clue in the matrix ( )M . n  is chosen at random from the 

range [1, N ]. 

 Abandon Clues 

     As this algorithm is based on finding a lost human or object (as they can be injured) in the minimum 

possible time, humans must stop unsuccessfully searching for clues after some effort. The number of 

unsuccessful searches of each human is stored for each human. The unsuccessful search number ( )USN  is 

set to 0. Also, whenever a human finds better clues, it is set to 0 for that human, otherwise, it will be 

updated to 1. 

                                                                                                       
                                               1iUSN  ,           if '( ) ( )i if X f X ,                                                                    

         
iUSN         0,                       otherwise,                                          (3.54)  

                 
      A solution is left when it cannot be improved after a specific number of searches given by Maximum 

Unsuccessful Search Number ( )MU . Then, a new solution replaces using (3.55). 

    

                                  
min max min

, 4( )
j ji j jX X r X X   ,   (j=1,…, D ),                            (3.55) 

      Where ,i jX is position of the jth dimension for the ith human, 4r  is a random number for the jth 

dimension ranging within [0,1]. With the increase in search space, the MU  also increases. 

3.3.6.1.2  Control Parameters of SAR 

 

      Social Effect and Maximum Unsuccessful Search Number are the two controlling parameters. In the 

social phase, SE manages the group members’ effects on one another, ranging within [0, 1] and MU , 

{ } 

{ 

{ 

{  
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ranging within [0, 2 
maxT ], where 

maxT  is the maximum number of searches done by each human, i.e., the 

maximum number of iterations. The larger the SE, the higher the convergence rate, elapsed time, and also 

the decrease in the global search ability of the algorithms. However, the higher the MU  value, the less 

likely humans are to leave traces. Smaller values of this parameter consist of three members in the group 

finishing searching around the current clue and going to other locations before completely searching 

around it. However, larger values are searched for around one clue, and the chance of searching for it in 

other zones is reduced. The SE  was set to 0.05 and the value of the MU  was obtained using (3.32). 

        70 *MU D .                                                          (3.56) 
 

The Pseudocode algorithm for SAR  
 
1. Begin: 

 2. The population of 2 N  solutions were randomly initialized ranging  max
jX and min

jX  where, 

j=1, …, D . 

3.  The solutions were in decreasing order and the current best position ( )bestX was found. 

 4. The first half of the sorted solutions were used for ( )X and others were used for matrix ( )M .  

 5. S E  and MU  was defined and 0iUSN   was set where 1,..,i N . 

 6. While loop, stop if criteria unsatisfied do.  

7. For i=1 to N  do.  

8. Using (3.48), ( )C was updated. 

9. Using (3.49), ( )iSD  was generated. 

10. For j=1, …, D do.  

11. The new jth dimension of the ith human was computed using (3.50).  

12. Boundary control of the new jth dimension of ith human was updated using (3.51).  

13. End of For loop.  

14. The nth memory and position of the ith human was updated using (3.53).  

15. 
iUSN was updated using (3.54).  

16.  Using (3.48), ( )C was updated. 

17. The ith human position was computed using (3.48).  

18. Boundary control for the new position of the ith human was updated using (3.51). 

 19. The nth memory and human’s position was updated using (3.53). 

 20. (3.33) subjected to (3.16) was updated. 

21. 
iU S N was updated using (3.54). 
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22. If 
iU S N M U  do. 

 23. For j=1, …, D  do.  

24.  The jth dimension of the ith human was computed using (3.50). 

 25. End for loop. 

26. Set 0iUSN  . 

27. End If loop. 

28. End for loop. 

39. The current best position was found and 
bestX  was updated. 

30. End while loop. 

 31. Final 
bestX  displayed the minimum possible THD with the corresponding switching angles.  

32. End. 

 
3.3.6.2 SAR Application for harmonic compensation in detail 

3.3.6.2.1 Angle obtained for RSC and GSC SHEPWM inverter 

        The angle generation for the inverters was done using the SAR-based SHEPWM technique. The 

fundamental voltage harmonics amplitude component is equated to modulation index and the other to zero 

as described in (3.43) and (3.47), three switching angles were achieved and stored offline in the 

microcontroller memory. It was used to mitigate lower order harmonics, e.g., 5th, 7th, 11th, and 13th, yet 

the rest of the higher order harmonics, e.g., 17th, 19th, 23rd, 25th, 29th, and so on, would still be present. So, 

to mitigate existing higher-order harmonics, a proposed series compensation has been executed using a 

CC. 

3.3.6.2.2 Angle generation for compensating SHEPWM converter to mitigate higher orders  

      In order to ignore the complexity for finding the solution to a transcendental equation, the problem has 

been converted to an optimization function 
1 ( )t  given in (3.56). The objective function used gives the 

choice to minimize certain harmonics that would affect the grid. The angles generated for CC to reduce 

the existing dominant harmonics uses the objective function given as  

2 2 2
1 1 5 2( ) *( ) * ... *n nt K b M K K       ,                                             (3.56)                       

                                   Subjected to 1 20 .... 2m       . 

      where, 
1... nK K  are the values appointed to the harmonics to be reduced in priority, 

1... n   are the values 

that depends upon the amplitude of the particular harmonic to be suppressed. Generally, the values are 

close to zero but in the present case it is set in the manner in which the higher-order harmonics are to be 

reduced. This can be illustrated with an example. Suppose the 17th and 25th harmonics are 18% and 34% 
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of the harmonic amplitude, respectively. So, now the weights have to be kept in accordance with the 

priority. The 25th is given priority over the 17th in reducing the amplitude. For that, 25  has to be set to 

34% value but in the opposite phase to cancel out the 25th harmonic. In this case, the values of weights 

would be 1 150K  , 5 7 11 13 80K K K K    , 17 90K  , 19 23 29 80K K K   , and
25 140K  . Similarly, this works 

for any harmonic order of whatever amplitude. The objective function (3.33) has been incorporated into 

the SAR algorithm to particularly remove existing dominant harmonics. The process was redone until 

convergence was achieved and the desired result was attained. The angles obtained by using (3.33) in the 

SAR-based SHEPWM technique strictly follow the conditions depicted in (3.12). A conventional 

technique would reduce the undesired harmonics and monitor the amplitudes of fundamental components. 

But using the SAR algorithm metaheuristic technique has helped in controlling the lower order harmonics, 

and higher-order harmonics are reduced or suppressed by the objective function (3.56). These obtained 

five angles are then fed to the CC, undergoing series compensation with the RSC and GSC as shown in 

Fig. 3.9. Thus, the selected lower and higher-order harmonics are suppressed by employing the SAR-

based SHE technique. So, the THD obtained has been reduced by a substantial amount by using (2.24) in 

the SAR algorithm. 

 
3.3.7 CONTROL STRATEGY USED 

       A piecewise mixed model has been used for solving linear and non-linear equations to find the angles. 

The standard active and reactive power, *P and *Q , were compared with the P  and Q  controllers as shown 

in Fig. 3.1. The MI was computed on the basis of reference voltages *
aV , *

bV , and *
cV  found by tuning the PI 

controller. Then, the stored SHE-PWM-based angles corresponding to MI  were used, available in the 

processor memory for optimum voltage THD. The desired switching angles for minimum THD are 

calculated offline with different modulation indices using SAR algorithm as shown in Fig. 3.9. The higher-

order harmonics at the rotor side have a smaller magnitude, so their effect would also be smaller in the 

stator voltage waveform, but lower orders are significant. For the present scheme, the speed range is 

computed by a varying slip in the −30% to +30% range. While computing the triggering pulses through 

SAR, the objective function (3.56) is adjusted in such a way that it eliminates lower order harmonics and 

the rest are minimised by three switches per quarter cycle. Similarly, five switches per quarter cycle are 

adopted for the other speed ranges because of the distortions on the stator side. The switching angles are 

separately calculated off-line for all three, and five switching methods and stored in the processor memory 

through mixed model equations for the on-line application shown in Fig. 3.16. The linear and the non- 

linear equation at each segment of the curve was derived through the mix model equation given in [3.24]. 
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This magnetising curve equations for five switching angles used in the piecewise mixed-model are given 

below: 

In the case of the SAR-based optimization technique, 

For, 0.5 ≤ MI ≤ 0.7                                                                                        For, 0.71 ≤ MI  ≤ 0.9 
 

1 132 64.4MI   ,                                                                             2
1 525 880 144MI MI    ,

2 120 107.33MI   ,                                                                         2
2 479 547 200MI MI    , 

3 110 104MI   ,                                                                        2
3 120 140 28MI MI     , (3.57)  

4 100 141MI   ,                                                                           2
4 147 150 100.5MI MI    , 

5 120.40 105.67.MI                                                                      2
5 400 704.3 300.MI MI                  

Fetch speed data

Use mixed model equations for set of 3 switching 
angles

STOP

N

Y

Y

Is speed 
>=1000 

and 
<=2000

Find and display 
switching angles

Use mixed model 
equations for set of 5 

switching angles

 

Fig. 3.11 Flowchart for the controller used 

       Similarly, equations for three or seven switching methods were calculated and stored in processor 

memory. Gate pulses for the converters are fetched as per the stored data in the microprocessor memory 

for minimum voltage THD. In the present scenario, to avoid any fluctuation in the stator voltage during 

the speed transition due to a change in the number of switching angles, a hysteresis of 5 rpm was adopted. 
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For on-line application, the overall control is governed by the flowchart that can be seen in Fig. 3.3. The 

RSC controller decides theMIto provide the desired magnitude of injected voltage and speed as measured 

by the speed sensor.  

3.3.7.1 Reactive power compensation 

Two types of control have been carried out, one at the rotor side and the other at the grid side. 

 RSC controller 

The job of RSC is to apply voltage to the rotor winding. The active power at stator and torque was 

controlled by rotor current in the q axis and reactive power was controlled by rotor current in the d axis. 

It has been also detailed in section 3.2.5.3. These calculations were carried out with the considerations 

such as resistance winding drop at the stator side was considered to be zero and stator flux as zero [3.43]. 

The control strategy was applied for converting 𝑎 𝑏 𝑐 components of voltage and current to 𝑑 𝑞 . The RSC 

controller has been given in Fig 3.1 (a). In order to transform the rotor voltage and current into d q 

components using the below equations: 

𝑃𝑠 = −𝑖 𝑉 = 𝑖 𝑤 ∅                                           (3.25a) 

𝑄𝑠 = 𝑖 𝑉 = [𝑖 ∅ ]                                           (3.26a) 

𝑇𝑒𝑚 =
∗

−𝑖 ∅                                                      (3.29a) 

The reference voltages at the rotor side for d and q axis has been given in the equation below: 

𝑉 _ = 𝑉∗ − (𝑤 − 𝑤 )𝜎 𝐿 𝑖                                       (3.30) 

𝑉 _ = 𝑉∗ + (𝑤 − 𝑤 ) 𝜎 𝐿 𝑖 + 𝑖                                 (3.31) 

 GSC Controller 

GSC control strategy control power flow of the DFIG. To carry out the process two components are 

responsible one is the voltage at the bus and the other is reactive power exchange at the grid for this. The 

equations at the active and reactive power exchange with the grid is given as follows.    

                𝑃 = 𝑉 𝑖                                                   (3.32) 

𝑄 = − 𝑉 𝑖                                                 (3.33) 

The path of active power is through RSC to DC link to GSC and then to grid. When the bus voltage is 

constant active power flow is carried out efficiently and similar is the process for the reactive power flow 
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and thus pulses are obtained for GSC.  The controller has been given in Fig. 3.1 (b). The reference voltages 

for the grid in d and q axis are given as follows: 

𝑉 = −𝑉∗ + 𝑤 𝐿 𝑖 + 𝑉                                         (3.34) 

𝑉 = −𝑉∗ + 𝑤 𝐿 𝑖                                             (3.35) 

3.3.8 RESULTS 

3.3.8.1 MATLAB Simulation results 

        The simulation was executed in MATLAB 2016b. The stator and rotor voltage and current 

waveforms in 180° mode and SHE mode under harmonic and non-harmonic conditions are shown in Fig. 

3.12. The bipolar switching technique was simpler compared to the unipolar ones, but the THD obtained 

was less in the latter case. The rotor voltage is shown in Figs. 3.12 (a1), (b1), and (c1) for 180° and SHE 

in unipolar and bipolar mode, respectively, at a speed of 1250 rpm. This was obtained without eliminating 

harmonics. Similarly, modified rotor voltages and currents after harmonic elimination up to the 29th 

harmonic are shown in Figs. 3.12 (a2), (b2), (c2), and Figs. 3.12 (a3), (b3), (c3). The corresponding stator 

voltage for the 180° and SHE conduction modes is shown in Figs. 3.12 (d1) and (e1) without harmonics 

elimination. Figs. 3.12 (d2), (e2) and Figs. 3.4 (d3), (e3) show the stator voltage and current after 

harmonics are removed. 

 
              (a1)                                                                            (a2) 

  

 
            (a3) 
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                                                           (b1)                                                                     (b2)                                                                         
  

 

 
               (b3) 

 

   
                                   (c1)                                                                              (c2)  

 
 

 
             (c3) 
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        (d1)                                                                             (d2)                                   

 
        (d3) 

 
                 (e1)                                                                  (e2)                                          

 
   (e3) 

 
Fig. 3.12 DFIG outputs at a speed of 1250 rpm a) Rotor voltage and current in 180օ conduction mode (a1) without 

harmonic elimination (a2) with harmonic elimination (a3) with harmonic elimination b) Rotor voltage and current 
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in SHE unipolar (b1) without harmonic elimination (b2) with harmonic elimination (b3) with harmonic 

elimination (c) Rotor voltage and current in SHE bipolar (c1) without harmonic elimination (c2) with harmonic 

elimination (c3) with harmonic elimination (d) Stator voltage and currents with quasi sine rotor injection in 180օ 

conduction mode (d1) without harmonic elimination (d2) with harmonic elimination (d3) with harmonic 

elimination (e) Stator voltage and current in SHE (e1) without harmonic elimination (e2) with harmonic 

elimination (e3) with harmonic elimination 

3.3.8.2 Experimental results 

       A laboratory setup is shown in Fig. 3.13. The stator was coupled with the grid, and the rotor was fixed 

to the converter system. A set of insulated gate bipolar transistors (IGBT) were used whose gate pulses 

were given from the microcontroller PIC18F452 based programmer. A driver circuit was made using 

TLP250H and it was powered by individual rectifier circuits. A PV panel rated at 260 W was used by 

VIKRAM Solar Company, powered by artificial insolation using incandescent bulbs. The outputs were 

observed in a Digital Storage Oscilloscope (DSO) by applying a load of 1 kVA at a power factor of 0.8 

lag. The ratings used have been mentioned in Table 3.13. 

 

 
Fig. 3.13 Laboratory setup 

 
Table 3.4 Ratings of the model used 

 

DFIG Specification Solar Panel 
 Specifications 

Grid 
Specification Stator Parameters Rotor Parameters 

Supply 
Voltage 

415 V Rotor 
Voltage 

110 V Voltage 110 V Grid 
voltage 

415 
V 

Stator 
frequency 

50 Hz Resistance  8 Ω Rated power 260 W Frequency 50 
Hz 

Power 2.8 kW Rotor speed 1450 
rpm 

Open Circuit 
Voltage 

35.24 
V 

 

Inductance  0.06 H Inductance 0.06 
H 

Short Circuit 
Current 

8.57 A 
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Fig. 3.14 Stator side voltage waveform for three switching (channels 1, 2 and 3: Y-axis: 500 V/div.) 
 

    
                              (a)                                                                           (b(i))                          

 

   (b(ii)) 

Fig. 3.15 Voltage harmonic spectra at the stator side a) simulation results b) experimental results i) without 

harmonic elimination, ii) with harmonic elimination 

Resistance  9 Ω   
Mutual 
inductance 

0.79 H 
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      The hardware results for SHE unipolar at the stator side voltage waveform can be observed in Fig. 

3.14. It corroborates with the simulation result shown in Fig. 3.12 (e2). Figs. 3.15 (b (i)) and (b (ii)) show 

the experimental harmonic spectra at the stator side for three switching per quarter cycle at a speed of 

1250 rpm. This has been carried out at the modulation indices of 0.8 where most of the harmonics has 

been mitigated. It indicates that using the proposed method improves performance and corroborates the 

simulation results shown in Fig. 3.15 (a). The before and after harmonic spectra of stator voltage are 

presented in Fig. 3.7. It shows significant improvement after the application of the proposed method. 

The matching experimental harmonic spectra are displayed in Fig. 3.15, illustrating that the proposed tec

hnique validates the simulation results. 

3.3.8.3 Comparative analysis of existing schemes with the state-of-the-art 

        The minimum weighted THD with varyingMI for 3, 5, and 7-switching per quarter cycle was shown 

in Fig. 3.16.  

  
                    (a)                                                                              (b)                                          

 
  (c) 

Fig. 3.16 DFIG outputs a) switching angle variation vs. modulation index for 180° conduction mode. b) SHE 

switching angle vs. modulation index variation c) Plot of voltage THD over variation in iterations 
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The switching angles for 180° and SHE are given in Fig. 3.16 (a) and (b) respectively. It was observed 

that by using the objective function (3.33) in SAR algorithm three switching’s are capable of reducing 

THD significantly. Thus, lower number of switching’s helps in reducing losses and increasing the life and 

efficiency of the converters. The performance is better in the case of SHE mode. As shown in Fig. 3.16 

(c), SAR-based convergence and THD are much faster than other techniques. The SAR technique being 

used has faster and more accurate convergence with a smaller number of tuning parameters. The objective 

function in (3.56) converges to much lower values compared to other algorithms. SAR has been used for 

the extraction of optimised switching angles for the minimum possible THD, and comparatively, it has 

been found that in the present prototype, SAR suits better. It has also outperformed other metaheuristic 

techniques like PSO, GWO, BBO, WOA, etc., as shown later in terms of faster and more accurate 

convergence with a smaller number of tuning parameters. Thus, with fewer switching losses, system utility 

is maintained. The details of the parameters used for different evolutionary techniques are given in Table 

3.5. 

Table 3.5 Different Parameters used for various search-based optimization techniques 
 

 

       Generally, in these techniques, three switching angles can eliminate the 5th and 7th, five switching 

angles eliminate the 5th, 7th, 11th, and 13th, and seven switching angles can remove the 5th, 7th, 11th, 13th, 

17th and 19th etc. It was found that three switching angles had superior performance over five and seven 

switching angles. It was able to mitigate higher orders of harmonics with the same seven switches but with 

three angles. It was capable of eliminating the 5th, 7th, 11th, 13th, 17th, and 19th the same as seven switching 

does. The objective function (3.56) has been used to achieve the optimized switching angles. The fifth, 

seventh orders of harmonics and the fundamental voltage amplitude have been set to zero and the desired 

MI, respectively.  

 

PSO WOA GWO BBO SAR 
Weight (w) 0.4 Population 

matrix 
10*5 Population 

matrix 
10*5 Population 

size 
50 Population 

size 
100 

Balance 
factors  

1c , 
2c , 

3c , 

4c  

1.3,0.6,1.9, 
1.7 

  Genes in 
each 
population 

5  

Random 
variable  

1r ,
2r   

0.6, 0.5  Random 
variable

1r ,

2r   

0.7, 
0.6  

Random 
variable

1r ,

2r   

0.7, 
0.6  

Elitism 
value  

2 Random 
variable 

1r ,
2r ,

3r 4r  

0.8,0.6, 
0.3,0.7 

No. of 
equations 

Low No. of 
equations 

Low No. of 
equations 

Low No. of 
equations 

High No. of 
equations 

Medium 

Complexity Easy Complexity Easy Complexity Easy Complexity Moderate Complexity Moderate 
Elapse time 
(s)  

0.43 Elapse time 
(s)  

0.22 Elapse time 
(s)  

0.26 Elapse time 
(s)  

0.34 Elapse time 
(s)  

0.19 

THD (%)  2.5 THD (%)  2.8 THD (%)  2.98 THD (%)  3 THD (%)  1.8 
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                     (a) 

 
(b) 

 
(c) 

Fig. 3.17 FFT analysis of the output voltage at a speed of 1250 rpm for three switching angles a) at the rotor side 

b) at the stator side for 180օ conduction c) at the stator side in SHE 
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       At the modulation index of 0.8, voltage harmonics for 180° conduction and the SHE mode in rotor 

and stator side are shown in Fig. 3.10. The voltage harmonics spectra have been carried out for each case 

for both with and without harmonic eliminations. The reduced harmonic magnitude validates the 

excellence of the proposed scheme. The switching angles obtained from SAR algorithm at M I  of 0.8 are 

1 =30.88°, 
2 =34.21°, 

3 =44.01°; 
1 =23.56 °, 

2 =34.°, 3 =38.34; 
1 =11.88°, 

2 =20.48°, 
3 =32.89°in 

the pattern mentioned in (3.56) for the converters. Voltage harmonic amplitude for the standard and 

proposed technique has been given in Table 3.6. 

Table 3.6 Analysis of harmonic amplitudes of the literature survey with the present scheme 

Standard Reports used 

Voltage harmonics 
amplitude on grid 
synchronization 

b5 b7 b11 b13 b17 b19 b23 b25 b29 THD  

(%) 

[25] 5 4 3 2.5 1.6 1.2 1.2 1.2 1.06 6.5 

CIGRE WG 36-05 [28] 6 5 3.5 3 2 1.5 1.5 1.5 -- 8 

IEEE-1547 and 2030 
[26], [27] 

 5 

Proposed Technique used 

Voltage harmonics 
amplitude after series 
compensation   

b5 b7 b11 b13 b17 b19 b23 b25 b29 THD 
(%) 

Values for SHE unipolar 
switching mode 

0.89 0.2
7 

0.17 0.35 0.5 0.9 0.17 0.08 0.05 1.8 

Values for SHE bipolar 
switching mode 

1.12 0.5 0.25 1.1 0.22 1.8 1.8 1.12 2.08 3.58 

Values for 180օ 
conduction 

1.56 1.2 0.45 0.7 0.78 2 1.3 0.2 0.9 2.9 

 
Table 3.7 Comparison of existing schemes with the State-of the-Art 

 
 

 

 

 

Reference Technique used THD (%) 

[6] Filter compensation modules 5.1 
[7] UPQC 3.71 
[15] Vol/var/THD control 14.63 
[16] IWOA based MLI 12.42 
Proposed Scheme SAR based SHE 1.8 
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All the switching methods are verified and any can be used to control the RSC, but the performance of 

SHE unipolar outperformed in terms of the minimum possible optimised THD. Table 3.7 shows a 

comparative analysis of the existing and proposed schemes. 

3.3.9 CONCLUSION 
           A modified harmonic suppression technique was proposed using the SAR-based optimization 

technique. Switching angles were generated using this metaheuristic technique to feed the converters. The 

present model uses the SAR-based SHEPWM technique, which deals with just three switching angles per 

half cycle, hence contributing to lower converter losses and an increase in system utility. The proposed 

series compensation has supported drastically eliminating lower-order harmonics and massively 

suppressing the higher-order harmonics.  The THD obtained from the output voltage waveform was 

minimized by up to 1.8%, which is within the prescribed international standards of IEEE-519. Also, a 

comparative analysis has been carried out with different literature and it was found that the present scheme 

operates with ease and at a low cost, improving efficiency and extending the system’s life. At low wind 

speeds and wide voltage variations, it maintains the voltage on the grid. For storing the generated switching 

angles from the metaheuristic technique piecewise mixed model approach was implemented for online 

applications. It was observed that the proposed scheme is efficient in improving power quality along with 

the series voltage compensation on the AC side. The results of the lab prototype have also been presented 

to corroborate the simulation results of the proposed scheme. Thus, it can be deduced that the present 

proposed scheme efficaciously attains the objectives cited in this chapter and, therefore, can be used for 

the practical purposes.  
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                                                                                                       CHAPTER 4                                                

CONCLUSION  

4.1 INTRODUCTION 

This chapter summarises the contributions made by the dissertation work. It also describes the 

future scope of work that can be carried out further for maintaining power quality in microgrid connected 

hybrid system.  

4.2 OUTLINE OF THE CONTRIBUTIONS 

            It is very important to understand every aspect of the topic clearly to achieve the objective of the 

thesis successfully. The aspects that are to be taken care of in the chronology are the source of renewable 

energy, components used like proper converters and their control design, maintaining the power quality 

by harmonic reduction on grid connection as well as practical implementation and then finally heading to 

the achievement of ultimate proposed design.  

         In the present thesis different topologies have been developed and discussed in detail. The 

contributions made for the present dissertation are as follows: 

       The thesis presents a PV integrated grid system the use of series compensation under PSC, has 

possibly eliminated harmonics and improved voltage profile. The obtained results were compared with 

the standard and the existing reports. It was found that these results have not only mitigated significant 

number of harmonics but also regulates wider voltage variations. The experimental results of the prototype 

have also been presented to verify the simulated outputs. The performance of three switching angles 

obtained from IJFA was equivalent to nine switching angles per quarter cycle in reducing harmonics, 

resulting in lower losses and improved system efficiency. A piecewise mixed-model approach has been 

used to store angles offline in the micro-controller for the online applications. Its application can be found 

in large power plants for effective control of output voltage as well as output harmonics. This research can 

be helpful in improving the quality of life in the remote grid-secluded regions.  

           Subsequently the thesis has introduced a topology based on harmonic suppression using the SAR-

based optimization technique. A comparison of different optimization technique has been carried out in 

which SAR outperformed. The scheme deals with just three switching angles per half cycle, hence 

contributing to lower converter losses and an increase in system utility. The proposed series compensation 

has supported drastically eliminating lower-order harmonics and massively suppressing the higher-order 

harmonics. Also, a comparative analysis has been carried out with different literature and it was found that 

the present scheme has improved performance over others to achieve the aims mentioned. Also, at low 
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wind speeds and wide voltage variations, it maintains the voltage on the grid. The results of the lab 

prototype corroborate the simulation results of the proposed scheme.  

       Further, a PV-Wind hybrid model was introduced in which MWOA optimization technique was used. 

It reduces the lower and higher-order harmonics obtained at the stator and rotor side of the DFIG system. 

The best performance of all was that of MWOA, considering factors such as convergence time, minimum 

THD possible, etc. The angles obtained from the evolutionary techniques were stored offline in the 

microcontroller memory for online usage. Here, five switching angles gave equivalently good results as 

that of seven switches. A test system was also modelled for this scheme. Also, the other part of the chapter 

deals with the purpose of controlling the converters at higher wind speed. The aim was to achieving 

constant generated voltage at different wind speed was obtained. GWO search based algorithm was used 

to find out the angles for SHEPWM inverters. This paper also achieves the purpose of harmonic mitigation 

efficiently by the implementation of SHEPWM technique at any wind speed within the speed limit. This 

paper successfully achieves the purpose of controlling the converters at high wind speed and has 

satisfactorily met every aspect. Table 4.1 shows the comparison carried out between various schemes used 

in the present thesis. 

Table 4.1 Comparison of different proposed schemes proposed in this thesis. 

Parameters Chapter 2 Chapter 3 

Scheme 1 Scheme 2 Scheme 1 Scheme 2 

Objectives Inverter comparison 

carried out to find 

which performs the best 

out of all 

To deal with wider 

voltage variation, 

harmonics reduction and 

PSC 

Focusses on 

harmonics 

reduction thus 

reducing its 

corresponding 

THD. 

To deal with 

wider voltage 

variation, 

harmonics 

reduction and 

PSC 

PV-wind 

Hybrid System 

No No No Yes 

Series 

Compensation 

No Yes No Yes 

Metaheuristic 

technique used 

PSO, GWO IJFA MWOA SAR 

Triggering angles 

used  

5 3 5 3 

Performance Good Best Good Best 

THD 1.56 1.32% 1.6% 1.8 
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Experimental 

Validation 

Not done but can be 

carried out easily 

Yes Not done but can be 

carried out easily 

Yes 

 

         Proper converters are required for the efficient conversion of DC to AC. Therefore, lastly a detailed 

comparative analysis of different switching methods for inverters was carried out to analyze which 

outperforms for the PV integrated microgrid system. For SHEPWM and CHB-MLI H-bridge inverters, 

GWO switching scheme works better for removing undesirable harmonics. The controller adjusts itself 

with the variation in load. The proposed method shows benefits in terms of power quality and switching 

frequency and the complex circuit designs thus, reducing the overall costing. Later, a comparison of PSO 

and GWO algorithms has been done on the basis of smoother and faster convergence, efficiency, THD 

minimization, and harmonic compensation etc. for calculation of optimum switching angled for minimum 

THD for three-levelled inverter. GWO outperformed PSO under wide range of modulation index for three 

levelled inverters. The switching angles are calculated offline by PSO and GWO technique and hence 

stored in controller memory in the form of look up table. The study has been carried out using MATLAB 

simulation. 

       

4.3 RECOMMENDATION FOR FUTURE WORK  

Various proposed schemes have been studied for improving and maintain power quality. There were 

new topologies are developed based on the existing topologies after modifying them in order to develop 

better topologies. Based on completed research work and report, possible area for further investigation is 

presented here: 

 Application of GaN-FET and or some other advanced electronic compensators tools in order 

to improve the power handling capability with lower losses along with reactive power 

compensation. 

 Also, this research can be extended to faulty conditions such as in grid faults (e.g., voltage 

unbalance, power and frequency fluctuation) and inverter faults. 
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APPENDICES 
 

Appendix A 
 

Various materials used to develop the hardware in chapter 2 
 

 Pin diagram for power IGBT “FGA25N120” (Courtesy: Google Image). 

 

The ratings of the IGBT FGA25N120 used are given as follows: 

Collector- emitter voltage:        1200cesV V  

Collector current:                     40cI A           @ 25cT C   

Maximum Power dissipation: 310DP W       @ 25cT C   

Where, cT  is case temperature. 

 Pin diagram for driver TLP 250H of 1636 series (Courtesy: Google Image). 
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 Pin diagram of PIC18F452 micro-controller (Courtesy: Google Image). 

 

 

 

 

 

 

 

 

 

 

 

 

 


