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Chapter 1 
Introduction 

 

1.1 Preface 

We have witnessed evolutionary change in every aspect around us especially in the 

domain of technology. It is the ever-growing desire and demand of human race to avail better 

facilities for the ease of life and that drives the technology to grow fast [1]. Information 

Technology along with the allied fields especially communication domain has been evolved 

remarkably in the last few decades [2]. In the 1st Generation cellular system only audio 

transmission was introduced. But with time the domain has matured extensively and become 

ready to serve much more than simple audio. The requirement of advanced services such as data 

and video or other multimedia applications demand larger bandwidth and higher data rate that 

propel the telecom-Generation to evolve from 1G to 4G [3]. So far, the cellular network is 

serving the voice, data, or VoLTE services with larger bandwidth. In the last decade the research 

community has come up with diverse ideas of which automation, Internet of Things, Remote 

Sensing are few to mention [4]. Subsequently researchers of multiple communities belonging to 

specially RF, Communication, Network and Signal Processing domains are jointly contributing 

to make the network backbone ready for these advanced services and hence a new generation of 

cellular technology has begun its chapter, i.e., 5G [5].  This is not simply the predecessor of the 

previous generations but a heterogenous network architecture where most of the Information 

services are integrated in the same platform. 

 

1.2 5G: What and Why? 

5G stands for the 5th Generation of cellular network. In simple terms it will provide faster 

data speed, larger bandwidth with very low latency between network nodes to transform the 

overall experience of communication that will develop a sustainable, safer, and faster future [6]. 

It is all about connecting every node reliably without delay - so that things can be measured and 

managed in real time. The technology opens new possibilities, which allows us to deliver 
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solutions that are profoundly impactful across society by increasing tele-density and broadband 

penetration in rural and urban areas [7]. 

The 2G cellular domain primarily focused on consumer needs, offering voice and 

messaging services whereas 3G provided web browsing. In present 4G technology high speed 

data and video stream are being delivered [3]. Two most important emerging technologies i.e., 

cloud and edge computing will have significant impact on the latency to reduce it to near zero 

(>1ms). It will revolutionize our societies and industries by connecting billions of network nodes 

accruing and sharing information in real time. Advance RF systems including mmWave 

technologies along with massive MIMO and other advanced antenna systems will support the 

enhanced Mobile Broadband (eMBB) technology which will provide exceedingly larger data 

bandwidth demand. To describe 5G in terms of numbers is quite straightforward. It will provide 

20Gbps peak data rate with less than 1ms latency. Along with that it will support 99.999% 

network uptime with more than 99.999% reliability and network security. This architecture will 

also provide minimum 10Gbps peak data rate at around 350 mph vehicular mobility with 3ft 

positioning accuracy [8]. The projected device density will be 2.5Mn/mil2 with respect to 250 per 

mil2 in 4G. It has also been forecasted by few top-notch organizations involved in 5G 

deployment worldwide that by 2026 the mobile subscription (8.8Bn subscribers) will be more 

than the global population (7.8Bn) within which 3.5Bn will be 5G subscribers. Along with that 

60% of the global population will have 5G coverage and 77% of the mobile data traffic will be 

video [9].  

In recent time 5G becomes a focused area of discussion. At the same time many 

controversies are raised regarding the actual requirement of 5G deployment in multiple 

demography in present socioeconomic scenarios. The benefits of global 5G rollout are well 

discussed in numerous literatures [10-12] and a general belief across research communities is 

that the impact on the society will be incredible in the positive sense. In author’s perspective, 5G 

is exceedingly crucial to deploy from environmental standpoint. Government of different 

countries and other responsible global autonomous bodies has taken initiative for Green Telecom 

in coming future [13-14]. Power consumption and CO2 emission have significantly increased 

because of ongoing rise in data traffic demand. The goal of green telecommunication is to create 

systems that will improve energy efficiency and reduce Operational Expenditure (OPEX) 

without sacrificing perceived Quality of Services (QoS) by the end user. Due to low cost, ease of 
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deployment and low power consumption micro, pico and femto cells are appealing to achieve 

green telecommunication goals.  Thus, it is predicted that 5G technology will reduce the global 

carbon emission by 15% by 2030 and subsequently will combat the global climate change to 

great extend [5-7].  

 

1.3 Motivation 

Communication technologies are advancing at an extremely rapid pace, particularly on 

the wireless front. Wireless domain has emerged as one of the possible frontends in existing and 

upcoming 5G ecosystems to cater diverse advanced applications [15]. Service Providers need to 

deploy large number of communication nodes (wireless or wireline nodes) within limited area to 

cater to multiple integrated services. Hence many wireless nodes will be operated within 

constrained operating spectrum in coming times. Several P2P/P2MP (Point to Point/Multipoint) 

radio links operated in licensed and unlicensed bands are being employed. Also, many upcoming 

complex wireless nodes are being planned to be deployed in near future to make IoT or industrial 

automation a reality. As a result, RF spectrum is gradually getting congested due to the 

constraint of usable spectrum [16]. Few works on MIMO technology or Cognitive Radios have 

already been introduced to increase spectrum efficiency [20-21]. In contrast, the deployment of a 

significant number of wireless nodes in the impending heterogeneous cellular networks [22-23] 

will make the RF front ultra-dense in nature and will create an Ultra-Dense-Network (UDN) 

environment. The existence of such nodes in proximity in a dense RF network will create issues 

of Inter-Symbol (ISI) and co-channel interference resulting in low SINR and randomly 

fluctuating throughput [19]. The occurrence of these issues limits the peak data rate, distorts the 

received signal and changes the overall channel properties [17].  In 5G ecosystems, the 

deployment of RF nodes will be increased by manifold which would increase multipath, 

shadowing and fading in the communication channel and worsen the scenarios even further [18]. 

Wireless Channel State Information (CSI) will also be altered, which is one of the prerequisites 

to determine the transmission power and modulation techniques in specific environment for 

efficient data transmission. 

Significant research has already been done and implemented in signal processing and 

wireless system design front to mitigate these issues. A comprehensive review of the existing 

research publications is done to find the relevant works from antenna and propagation 



                                                                                                                             Chapter1: Introduction 

4 

 

community that will address the issues of signal interference, multipath and spectrum 

insufficiency in the upcoming 5G ecosystem. Though a limited contribution has been noted so 

far. Thus, advanced techniques need to devise to exploit the existing spectrum to integrate 

multiple services and an antenna perspective approach is highly desirable in this regard. 

Concurrently, enhancement in wireless connectivity is important to update the existing 

cellular network coverage specially to cater to massive sensor connectivity for IoT services in 

coming 5G ecosystem [24]. Recently Reconfigurable Intelligent Surfaces (RIS) are being studied 

largely to alter the propagation environment to enhance signal coverage in indoor and outdoor 

environments [25]. The deployment of wireless nodes in proximity with RISs will make the 

existing network ultra-dense and random in nature, causing unavoidable concerns in the 

propagation channel [26]. Thus, characterization and modeling of wireless channels is highly 

desirable in present scenarios to devise accurate Channel State Information (CSI) prior to design 

efficient communication systems [27]. UWB communications, on the other hand, have gained a 

lot of interest because of its large bandwidth, resistance to deep fading and low power 

consumption [28]. As a result, UWB technology is more suited for sophisticated applications 

such as RF imaging, location detection and ranging of wireless nodes with centimeter-level of 

positioning accuracy [29]. Researchers in recent time are paying significant attention to Body 

Area Networks (BAN) and Personal Communication Systems (PCS) from a healthcare and 

security standpoint [20] using this technology. Simultaneously, it is vital to gain advance 

knowledge about the channel behavior with the varying nature of environment and signal 

bandwidth. This prior requirement eventually necessitates the characterization and modeling of 

these UWB channels to develop robust access points/modems containing suitable antenna 

systems that will serve high-speed, short-range communication in the future UDN environments 

[31].  

Researchers have used different calibration techniques to calibrate the channel 

measurement equipment before conducting the measurement campaign without nullifying the 

impact of terminal antennas. Thus, the wireless channel characteristics and models are terminal 

antenna and environment dependent eventually limiting the universal use of these models to 

predict small and large scale channel characteristics.   
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Thus, brief investigation on the wireless channel characterization and modeling, and 

subsequently designing sophisticated multifunctional antennas to overcome challenges 

mentioned earlier is the primary motivation behind this dissertation entitled ‘Analysis and 

Development of Reconfigurable Antennas for 5G Applications’. 

 

1.4 Solution Approach – A Very Brief Overview 

We believe the solution of every problem lays behind the degree of understanding of the 

problem. It is well established that Receive Signal Strength (RSS) or Signal to Interference and 

Noise Ratio (SINR) or multipath effect can be improved significantly by changing the 

operational polarization or frequency to other available reconfigurable states on the basis of 

SINR or Bit Error Rate (BER) feedback of an interfered RF link [32-34]. The incorporation of 

multifunction antennas in the system minimizes the received signal distortion in the 

communication channels caused by multipath, fading and shadowing. Hence the wireless 

systems can be made further interference immune with polarization or frequency 

reconfigurability. Concurrently, a high gain antenna can increase the SINR of a RF link by 

firmly directing the radiated beam towards the receiver antenna with increased gain. This also 

reduces the interference largely and desirable for outdoor P2P applications to cater to a larger 

coverage area with reasonably less input power. Thus, implementation of a high gain frequency 

and polarization agile antenna in the present 5G UDN environment is highly appreciable.  

So far multifunctional antennas are predominantly used to integrate multiple services. 

Extensive research has already done in recent times showing advantages of using such antennas 

in 5G domain in terms of catering diverse services. In this dissertation a detail discussion on 

designing prototype planar compact reconfigurable antennas is presented. Realized antenna gain 

is enhanced largely by using Higher Order broadside Modes (HOM). Antenna array is also 

designed with antenna elements operate in HOM to increase the gain even further. The proposed 

designs are enabled with large number of reconfigurable states that would eventually provide the 

system designers higher degree of flexibilities from system design aspect. These agile antennas 

can also be incorporated in the system to increase spectrum efficiency and also mitigate the 

channel multipath and fading effect. To understand the nature of wireless channel prior to design 

such antennas, a brief investigation on the channel characteristic is presented for indoor static 

environment using frequency domain measurement approach. An investigation on the effects of 
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terminal antennas in the channel measurement systems is done and closed form expressions are 

derived analytically to calibrate the channel measurement system using a two port network 

model approach.  

               

 

1.5 Novel Aspects 

Author has focused to propose apposite reconfigurable antennas to cope up with the 

issues discussed in the previous section. Wireless channel characterization and modeling also 

have similar importance as the prior knowledge of the channel is highly desirable before to 

design antenna systems. The following novel aspects are discussed in the dissertation. 

i. Closed form analytical expressions for terminal independent wireless channel is proposed 

using frequency domain channel measurement and two port network model approach.  

ii. UWB wireless channel modeling and characterization is discussed for indoor static 

environment for 5G application using frequency domain measurement technique. 

iii. Penta-Polarization agile compact planar antenna operates in TM03 mode is investigated 

for the first time in the open literature. 

iv. Two frequency and polarization agile compact single-layered planar antennas operate in 

fundamental mode are investigated.  The dual and tri band reconfigurable antennas are 

designed to operate in five distinct polarization states which is not available in the 

literature so far. Thus, the antennas can be operated with ten and fifteen reconfigurable 

states respectively for interference and multipath fading mitigation in UDN environment. 

v. Highly compact pattern and frequency agile 2D planar array operates in higher order 

TM03 mode for improved signal coverage, high SINR and low multipath fading is 

investigated. The array is designed to scan both the principle planes with consistent 

realized gain in broadside direction. 

vi. A 2D antenna array with antenna elements that operates at TM03 mode to enhance the 

realized antenna gain is proposed in K band. It is suitable for overall coverage and SINR 

improvement in mmWave technology in 5G outdoor applications. 
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1.6 Organization of the Thesis 

The organization of the dissertation is presented below 

Chapter 2A represents the initial research works on wireless channel characterization and 

modeling. The constant progress in characterizing and modeling the channel is discussed in the 

subsequent sections. The literature survey in the context of 5G ecosystem is also taken care. 

Survey on different channel measurement techniques, specially frequency domain channel 

measurement approach is included.  

 

Chapter 2B presents the early research activities on antenna reconfigurability in general. It starts 

from the very beginning of the application of multifunction antennas specially in case of 

microstrip planar antennas. In the subsequent sections the gradual evolution of the antenna 

reconfigurability is discussed emphasizing 5G standpoint. The evolution is also categorized 

based on application, technology, material and so on.  

 

In Chapter 3, closed form expressions for terminal independent wireless channel measurement 

using frequency domain approach are discussed using two port network model approach. The 

transfer functions of the Tx and Rx antenna and overall trans-receiver system is derived from the 

frequency domain measurement. FFT and IFFT techniques are used to obtain time and frequency 

domain derivations. In the subsequent section different antennas are used in the laboratory 

measurement setup to check the antenna independency of the wireless channel. 

 

Chapter 4 presents a frequency domain UWB channel measurement campaign in university 

indoor static environment. The detail measurement setup and environment are discussed in the 

subsequent sections. A large-scale statistical path loss model is proposed. In later sections a 5th 

order autoregressive model for small scale fading channel is proposed.  

 

Chapter 5 deals with the proposal of a compact dual band penta-polarization agile planar 

antenna. The theory of frequency and polarization reconfigurability is discussed thereafter. The 

design of the feed network and ten attainable reconfigurable states are analyzed further. In the 

subsequent sections measurement of all important antenna parameters and a logical comparison 

with recently published works are depicted. 
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Chapter 6 gives the proposal of a compact frequency and polarization agile antenna with fifteen 

reconfigurable states. The technique proposed in chapter 3 is extended further for tri-band Penta 

polarization reconfigurability. The detail working principle of Penta polarization 

reconfigurability at three distinct operating bands is discussed in the next section. Detailed 

discussion about the design of feed network and fabrication process is shown in the following 

sections. Measurement of the fabricated antenna is discussed with a fair comparison with latest 

research works. The chapter is concluded in a note of its novelty with respect to the existing 

works. 

 

Chapter 7 focuses on multifunctional antennas operating at higher order modes to attain larger 

gain with reconfigurability. A Penta polarized planar antenna operating at TM03 mode is 

proposed for the first time in the literature. The technique discussed in chapters 3 and 4 is further 

extended for planar antennas operated at TM03 mode. The design and operating principal are 

presented in subsequent sections. Measurement results of the fabricated prototype is depicted 

next.  

 

In Chapter 8, 2D antenna array operated in TM03 mode is presented for achieving higher 

realized gain. It is shown in the theory that the antenna gain is increased significantly by 

designing array with antenna elements operated at higher order modes radiate at broadside 

direction. A detailed comparison of the gain improvement between fundamental and TM03 mode 

antenna and array is discussed.  

 

Chapter 9 deals with the frequency and pattern reconfigurable planar antennas. The theory of 

the frequency tuning ability is presented. In the subsequent section a detailed overview of 360º 

beam scanning in phi plane and ±40º beam scanning in theta plane is discussed. Detailed 

measurements and a brief comparison with recent works in the open literature is depicted 

subsequently. 

 

Chapter 10 presents the concluding comments and the future possibility of this dissertation. 
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Chapter 2A 
Literature Review- Wireless Channel 
Characterization and Modeling 

 

2.1.1 Introduction 

Characterizing the wireless channel in different static and dynamic environments is 

always an essential domain of research. Prior information of the wireless media before design 

and deployment of wireless nodes is an important aspect. The vital channel matrices vary 

significantly due to the variation of environmental behavior. While propagating through the 

wireless media the transmitted signal encounters reflection, refraction, diffraction or scattering 

phenomena depending on the nature of the surrounding environment before being received at the 

receiving terminal. Thus, the received signal properties i.e., amplitude, frequency and phase are 

altered randomly. The nature of signal degradation in a multipath fading environment also 

significantly depends on frequency and bandwidth of the operating band [1].  

   

2.1.2 Importance of Channel Characterization and Modeling 

The requirement of characterizing wireless channel matrices and subsequent modeling is 

presented as follows. 

1. Effective deployment of wireless network requires channel characterization and modeling 

of Received Signal Strength (RSS) that is termed as large scale pathloss model. The 

models are required for coverage prediction and Interference analysis [2]. 

2. Effective design of Physical and Media Access Control (MAC) layers in communication 

systems requires comprehensive investigations on the multipath effects also termed as 

small-scale fading effects. These models are exclusively used in calculating the channel 

data rate limitations, error rate calculation and delay-throughput analysis [3]. 
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2.1.3 Parameters Effecting Signal Propagation 

There are many aspects that has direct or indirect impact on the signal propagation in free 

space in different environmental scenarios [4]. In indoor situations, reflection and scattering 

phenomena usually take the lead, whereas in outdoor environments, reflection and diffraction 

predominate.  In indoor location the effect is comparatively stronger due to the existence of large 

number of reflectors and scatterers. Along with operating frequency and bandwidth, the nature of 

surrounding environment plays a significant role in creating multipath and subsequent signal 

degradation. Environmental disturbances due to the random dynamic nature of the surrounding 

objects such as moving vehicles or movement of living bodies introduce the time dependency in 

the channel behavior. It is also observed in few studies that channel behavior largely depends on 

the terminal antennas [5-7] (Omnidirectional, Sectored or Multi Input Multi Output Antenna, 

MIMO) that are used for channel measurement campaign in different locations. 

 

2.1.4 Channel Modeling Aspects and Techniques 

Wireless channels are characterized and modelled in three different approaches as 

defined below. 

1. Frequency Domain [8] 

2. Time Domain [9] 

3. Space Domain [10] 

While propagating across wireless media, frequency components experience varying attenuation 

or gain. Thus, the received signal shows an amplitude fluctuation in the frequency domain. In 

time domain the transmitted impulse arrives at the receive end with different delays due to 

multipath effect as transmitted signal propagates in different paths with distinct lengths. Lastly, 

in space domain the vector sum of the receive signals from different direction with different 

angles are taken. In a nutshell the overall channel modeling aspects are shown below. 

1. RSS Modeling: Empirical formulas are derived from the channel measurement data of the 

received signal strength at multiple environment and models are devised based on the 

measured data to predicts the signal coverage in other environments [11-13]. 
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2. Impulse Response Modeling: The power delay profile is devised from the vectorially added 

replica of the received pulses that mainly captures the small-scale fading parameters and 

predicts the data rate and error probability of the channel [14-16]. 

3. Frequency Response Modeling: Frequency domain measured dada are converted to time 

domain using FFT (Fast Fourier Technique) and IR modeling techniques are applied to 

devise the model. Also, in few cases the frequency domain measured data are processed to 

attain frequency domain matrices such as coherence bandwidth or Doppler spectrum [17-20]. 

4. Time and angle of arrival of transmitted signal to devise space domain models. 

 

Researchers in the literature largely follow two channel modeling techniques, for instance 

empirical and deterministic channel models. All channel models are classified briefly in the 

following ways. 

1. Distance-power relation for coverage prediction [21]. 

2. Multipath delay spread for data rate limitation and time diversity [22]. 

3. Doppler spread for receiver adaptation speed and frequency diversity [23]. 

4. Angle of arrival of the signal for multiple antenna system and positioning [24]. 

5. Time of arrival of received signal for positioning [25]. 

In the following sections author tries to incorporate most of the relevant channel models for 

different scenarios.  

 

I. Large-Scale Pathloss Models 

Path loss models [26-30] explain the signal attenuation as a function of the propagation 

distance and other factors between a broadcast and a receive antenna. Several models use various 

elements of the terrain profile to determine signal attenuation, while others solely use operating 

frequency and distance.   

 

A. Empirical or Statistical Model in Outdoor Environment 

Rural and urban locations have various effects on wireless signal propagation. In a rural 

environment, the signal is affected by huge vegetation, hills, trees and water, whereas in an urban 

location, the signal is changed by large buildings. In-depth study has been done on the wireless 
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channel characteristics in those open spaces and numerous significant models have been put 

forth [31-33].  

 

i. Okumura Model 

           This model [34] presented in Eq. 2.1, is widely used in urban environment. It is simple 

and accurate in terms of predicting pathloss for outdoor coverage in early cellular systems, 

though this model responses slowly to the rapid changes in terrain profile. 

 

𝑝𝑙(𝑑𝐵) =  𝑃𝐿𝑓 +  𝑎𝑚𝑢(𝑓, 𝑑) + 𝑔(ℎ𝑡𝑒) +  𝑔(ℎ𝑟𝑒) +  𝑔(𝑎𝑟𝑒𝑎)                       (2.1) 

 

𝑃𝐿𝑓 is the free space pathloss values, 𝑎𝑚𝑢 is the median attenuation in free space at frequency f 

and distance d. 𝑔(ℎ𝑡𝑒) and 𝑔(ℎ𝑟𝑒) are the gain factor of the Tx and Rx antenna at ℎ𝑡𝑒 and ℎ𝑟𝑒 

height (meter). 𝑔(𝑎𝑟𝑒𝑎) is the environmental gain.  

 

ii. Okumura-Hata Model 

           This model is an extension of the Okumura model [35]. The closed form expression of the 

model for Urban environment is as follows.  

 

𝑝𝑙(𝑈𝑟𝑏𝑎𝑛)(𝑑𝐵) = 69.55 + 29.16 log(𝑓𝑐) + 13.82 log(ℎ𝑡𝑒) − 𝑎(ℎ𝑟𝑒) + (44.9 −

6.55log (ℎ𝑡𝑒)𝑙𝑜𝑔𝑑                  (2.2) 

 

where f is in MHz and 𝑎(ℎ𝑟𝑒) is the correction factors of the antenna height. Nevertheless, the 

antenna height correction factor changes depending on the surroundings. Large metropolitan 

outdoor environments are best suited for this type. 

 

iii. COST 231 Model (Waltisch Model)  

            This model is basically the theoretical representation of model proposed by Waltisch et 

al. and presented as follows [36]. 
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𝑃𝐿𝑑 = {
𝑃𝐿0 + 𝑃𝐿𝑠 + 𝑃𝐿𝑑,  𝑓𝑜𝑟  𝑃𝐿𝑠 + 𝑃𝐿𝑑 > 0

𝑃𝐿0,  𝑓𝑜𝑟 𝑃𝐿𝑠 + 𝑃𝐿𝑑 ≤ 0
                                         (2.3) 

 

where 𝑃𝐿0, 𝑃𝐿𝑠 𝑎𝑛𝑑 𝑃𝐿𝑑 are the free space, scattering and diffraction losses respectively where 

the individual losses are represented separately for different environments. This model was 

recommended for IMT-200 by the ITU. 

 

iv. Dual-Slope Ray Model 

This model is based on Two-ray model and applicable for specific Line of Sight (LoS) 

cases where the Tx and Rx antennas are kept at the height of several operating wavelengths [37-

39]. The empirical representation of the model as follows. 

 

𝑃𝐿𝑑(𝑑) = 𝑃𝐿𝑏 +  {
10𝑛1𝑙𝑜𝑔𝑑 +  𝑃𝐿0,  𝑓𝑜𝑟  1 < 𝑑 < 𝑑𝑏𝑟𝑘

10(𝑛1−𝑛2)𝑙𝑜𝑔𝑑𝑏𝑟𝑘 +  10𝑛2𝑙𝑜𝑔𝑑 + 𝑃𝐿0    𝑓𝑜𝑟 𝑑 > 𝑑𝑏𝑟𝑘
     (2.4) 

 

where d0 and dbrk are the reference and break point distances. N1 and n1 are the exponent of the 

slope before and after the break point. 

 

B. Empirical Model in indoor Environment 

Signal propagation in the indoor environment largely depends on the layout of the 

building, materials used for the construction and the indoor scatterers. Signal travels in multiple 

paths due several reflections, refraction, diffraction and scattering within the building. In the 

power-distance relation the decay of the signal power or the pathloss exponent lies between 1.5 

to 1.8 in those confined environments. It also depends upon the operating frequencies and the 

signal bandwidth. The following deterministic models are proposed in the literature for efficient 

indoor channel characterization. 

 

i. Ray-Tracing Method 

Ray-Tracing methods [43-48] are combined with the Universal Theory of Diffraction and 

evolved to efficiently characterize indoor channel in Ultra-Heigh-Frequencies. This is basically 
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an amalgamation of two-dimensional ray tracing results with the computational technique and 

forms a three-dimensional ray tracing model that reduces the computational time remarkably. 

 

ii. Finite Difference Time Domain (FDTD) – Indoor 

Propagation Model 

So far, the reflection from the indoor walls is modelled with some specific attenuation or 

losses without considering the actual reflection or transmission loss. This issue has been treated 

by a numerical approach using FDTD [43-44] method. The measured results from ray tracing 

and FDTD are compared, and it is observed that losses through the walls varied significantly 

from different indoor cases, even the variation is severe at the higher operating frequencies. 

 

C. Site Dependent Large- Scale pathloss Model 

Site specific models [42] are derived from analytical approach rather than extensive 

measurement data as statistical models. Maxwell’s wave equations are analytically solved for 

different environments to predict the coverage of different environments. Thus, detailed 

understanding of the target location is required to accurately predict the propagation metrices. It 

provides very accurate results but requires large computation time in order to dealing with 

extensive complex equations. 

 

i. Ray-Tracing Method (RTM) 

Ray-tracing method [43-45] is based on Geometrical theory of Optics where the high 

frequency electromagnetic waves are assumed to propagate in a straight line as rays and deviate 

after encountering medium interfaces with different media properties such as refractive index. 

The method is very accurate when the distance between the transmitter and receiver is much 

larger compared to the operating wavelength and hence used extensively. Image and Brute-force 

ray-tracing methods are two widely used ray-tracing methods. 

1. Image-based RTM 

In this method [46] the images of a source at different planes are captured and used as 

secondary source of subsequent reflections. This method is quite simple and efficiently used for 



                                                                                           Chapter 2A: Literature Review on Channel Characterization 

19 

 

simple environments, though the method faces difficulties in predicting the receive power in 

complex environments. 

 

2. Brute-Force RTM 

A large number of transmitted rays are considered in this ray-tracing method [49], but a 

certain number is reached at the receiver location depending on the environmental attenuations 

or blockages. The number of received rays and distance between transmitter and receiver 

determines the spatial resolution and accuracy of the model. This model consumes more power 

than the image method. 

 

2D and 3D RTM 

Depending upon the generation of rays from the sources, two-dimensional and three-

dimensional ray tracing method is proposed in the literature. Generally, 2D model [41] is more 

accurate where the Tx and Rx antenna heights are comparatively lower than the surrounding 

buildings of the environment and close to the ground. In 3D RTM [42] the transmitter and the 

receiver are considered as point source and rays are transmitted at all directions in all possible 

ways to cover the 3D space. Launching of large number of rays makes the model significantly 

accurate despite the large computational time. Researchers in the literature also propose many 

advanced versions of the above model. 

 

ii. Numerical Model (FDTD) 

In few complex environmental scenarios, the antennas inevitably deployed in location 

close to a structure having complex material properties does not provide any asymptotic solution 

of the propagating waves. The solution comes from the numerical approach of the Maxwell’s 

equations specially using FDTD method [43-44].  The method solves the equations for entire 

target area and provides highly accurate coverage prediction in exceedingly complex 

environments. This 3D method requires high computational resources, memory, and time. 

Researchers also proposed 2D and 2.5D FDTD [50-51] model to analyze indoor propagation. 

This model is also combined with ray-tracing model to propose more advanced, simple and 

accurate model. 
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iii. Method of moment Model (MoM) 

Method of Moment based numerical approach [52-54] for pathloss prediction is 

appropriate in comparatively small buildings having large obstacles. Considering the 

computational constraints, this model is generally used to analyze objects that are as large as 

around ten times of the operating wavelength. Researchers in the open literature also presented 

combined model of ray tracing and MoM model. Also, another hybrid model that is an 

amalgamation of ray-tracing and Periodic Moment Method which is generally used to predict 

building penetration losses and scattering losses in indoor buildings with periodic structures. 

 

iv. Artificial Neural Network (ANN) Based Model 

The main limitations of statistical models, particularly those based on numerical 

techniques, are that they use a lot of memory, computation time and resources, which results in 

decreased computational efficiency. The propagation models that were inspired by ANNs are 

extremely effective and precise. This model is effective at reliably generating statistical channel 

matrices from a large set of noisy indoor measurement data. In general, the model creates a 

geometrical database of every indoor space and trains the neural network using common channel 

matrix formulas. The accuracy of the database affects the model. The researchers have also 

suggested upgraded versions of this model to get around problems like sluggish convergence of 

uncertain solution during ANN model training [55-57]. 

v.      Unconventional Models 

Many unconventional propagation models [56-60] are observed in the open literature that 

are based on different propagating field approximation in different scenarios. These models are 

also found to be extremely efficient in predicting wave propagation in multiple scenarios. 

 

1. Vector-Parabolic Equation Model 

To encounter the three-dimensional electromagnetic scattering problem a vector-

parabolic model [58] is devised primarily based on the parabolic version of the Maxwell’s wave 

equations. This model is largely applied in outdoor cases in microwave frequencies where 

scattering phenomenon is largely generated by the sharp edges of a particular building or by a 

cluster of buildings. 
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2. Waveguide Structure Mode  

The architecture and position of large buildings in metropolitan areas forms guided 

structure and thus wave propagating in such environment resembles propagation in a waveguide. 

Thus, researchers developed algorithm and subsequent models [60-61] that can compute fields in 

those environments. The emulated data is compared with the empirical data of those locations 

and found to be in good agreement. 

3. Far-Field Approximation Model 

This is also a numerical technique-based model [59] applied in outdoor scenarios, 

specifically in high altitude terrain with scattered large buildings. The model requires low 

computation time with respect to the other numerical techniques specially the models based on 

Integral techniques. This model is further improved by incorporating the Green’s Function 

perturbation method. 

 

 

II. Small-scale Fading Models 

In a multipath environment signal propagates in different paths and are captured in the 

receiver end after encountering multiple reflection, diffraction and scattering phenomenon [62].  

The prime features of the signal i.e., amplitude, frequency and phase are varied eventually. At 

the receiver the vector addition of the delayed replicas of the transmitted signals represents the 

power delay profile of the channel. These changes in received power profile in static and 

dynamic environment follow specific stochastic distribution process.  

 

A. Rician Distribution 

The probability distribution function of the power delay profile in presence of a static 

dominant receive signal component is represented by the Rician distribution [1, 63]. The closed 

form representation of the density function is as follows. 

 

𝑝(𝑑) =  {
𝑑

𝜎
𝑒

[−
𝑑2+ 𝑋2

2𝜎2 ]𝐼0(
𝑋𝑑

𝜎2)       𝑋≥0,    𝑑≥0

0    𝑟 < 0

                                               (2.5) 
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where d is the received signal envelope, 𝜎 is the mean variance and X is the peak of the 

dominant signal 

 

B. Rayleigh Distribution 

If in the power envelope no dominant path exists, then the statistical distribution is 

Rayleigh distribution [64]. This is dominant in case of non-line-of-sight propagation. Generally, 

for cellular communication the power distribution follow Rayleigh distribution. The PDF of the 

distribution is shown below. 

𝑝(𝑑) =  {
𝑑

𝜎
𝑒

[−
𝑑2

2𝜎2]     0≤𝑑≤∞

0    𝑟 < 0

                                                          (2.6) 

 

C. Log-Normal Fading Model 

This is an efficient statistical model that predicts the power profile in specific 

environments where the transmitted signal encounters several reflections and diffractions. The 

PDF is shown below [65-66]. 

 

𝑝(𝑑) =  
1

𝑑√2𝜋𝜎2
𝑒

[−
ln(𝑑) − 𝑝

2𝜎2 ]
                                                              (2.7) 

 

D. Suzuki Model 

It is a hybrid model of Rayleigh and log-normal model that provides much more accurate 

approximation of the power delay profile of the small-scale fading nature of the channel. This 

model is suitable for those locations where wide range of environmental variation is observed. 

This model is invariably used to derive delay profile in very small mobile cells and it is efficient 

in non LoS scenarios also. The probability density function (PDF) is given below [67]. 

  

𝑝(𝑑) = ∫
𝑑2

𝜎2
𝑒

[−
𝑑2

2𝜎2]∞

0
 

1

𝑑√2𝜋𝜎𝑠
𝑒

[−
ln(𝜎) − 𝑝

2𝜎2 ]
                                               (2.8) 
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E. Weibull Model 

This is a widely accepted indoor small scale fading model [68]. This model is basically a 

modified envelop plot of the measured receive power profile with respect to Rayleigh plot in a 

scale where the Rayleigh plot turns out to be a straight line. The PDF is written as below. 

 

𝑝(𝑑) =  
𝛼𝑏

𝑑0
(

𝑑𝑏

𝑑0
)2𝑒[−

𝑏𝑑

𝑑
]2

                                                              (2.9) 

where 𝛼 is the shape parameter and 𝑑0 is the RMS value of d. 

 

F. Nakagami Model 

This statistical model was devised by Nakagami [65] and is the most general 

representation of all statistical distribution models. The PDF of this model is presented as below. 

𝑝(𝑑) =  
2𝑚𝑚𝑑2𝑚−1𝑒

[−
𝑚
Ω

𝑑2]

Γ(𝑚)Ω𝑚                                                        (2.10) 

 

G. Other Fading Models 

Researchers found to combine multiple models or distribution and proposed many new 

hybrid models [69-72] that are much more efficient from many aspects. Rayleigh-Nakagami 

model, Nakagami-log-normal model and Distributed-K model are few examples. 

 

 

III. Impulse Response Model  

The impulse response approach [73-77] is one of the most sophisticated methods to 

characterization and model small scale multipath fading channel. This model is suitable for both 

time and frequency domain approach. The time varying nature of the channel is easily taken care 

of by this model. In general, the propagation channel can be modeled by linear time variant filter. 

The time variant nature is due to the receiver motion or due to the relative motion of the 

environment. The addition of multiple reflected or diffracted waves varies the overall amplitude, 
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hence causing the filtering effect. The output of the model is attained by convoluting the input 

signal with the channel impulse response.  

In literature researchers conducted extensive measurement campaign in indoor and 

outdoor environment in both time and frequency domain approach to propose impulse response-

based models for different environments.  

 

A. Models Based on Measurements 

The key motivation of the channel measurements is to characterize the wireless channels 

by deriving different frequency and time domain channel matrices and subsequently relate the 

matrices to devise algorithm or models that can emulate the channel properties in different 

locations without conducting measurements. Thus, channel measurement is an important and 

crucial part. In the open literature a significant number of empirical models are discussed. Those 

models are broadly categorized as follows. 

 

1. Direct Pulse Measurements [78] 

2. Spread Spectrum Slide Correlator Measurement [79] 

3. Swept Frequency Measurement [80] 

The mentioned techniques are discussed in detail in [81].  

 

i. Statistical models of Time-Delay Spread 

In a multipath environment signal propagates in diverse paths and reaches at receiver end 

in varying time instance due to different path lengths. Hence the received power profile envelope 

is generated where the signal power is plotted against different time instant. This time delay is 

largely dependent on the recipient of the last delectable, received signal. Important time domain 

channel matrices are devised from the delay profile such as Excess Delay, RMS delay or time 

delay spread. In [82] researchers propose channel parameter based on time delay spread. 

 

1. Saleh-Valenzuela Model 

Selah and Valenzuela have proposed a deterministic model that essentially predicts and 

represent the existence of cluster of reflectors in the propagation environment. The model [83] 
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also shows that statistical behavior of the channel that is independent of the polarization of the 

terminal antennas in a non-LoS. 

 

2. Delta-K Model 

This is an advanced model of Saleh-Valenzuela Model where the group of the scatterers 

in the propagation path forming multiple clusters in the envelop of the received power profile. 

The model [84, 85] precisely deals with the statistical variations in different cluster. 

 

3. Log-Normal-Distance 

This model [86] is dealt with the relation between RMS Delay Spread and other statistical 

parameters in urban, rural, and hilly scenarios. Firstly,  𝜏𝑟𝑚𝑠 is log-normally distributed over 

distance and increases with shadow fading. Secondly, the mean of 𝜏𝑟𝑚𝑠 increases with distance. 

 

4. Simulation of Indoor Radio Channel Impulse Response Model 

(SIRCIM) 

It is a measurement based statistical channel model. Mostly in indoor scenarios the small-

scale fading nature is captured using the SIRCIM model for the early development of WiFi. This 

model also supports development of simulation software useful in emulating the indoor scenarios 

using CIR in a very wide frequency range (10KHz-60GHz). In recent time a similar simulation 

software i.e., Simulation of Mobile Radio Channel Impulse Response (SMRCIM) is developed 

by the research group [87] of Rappaport et. al for measuring the outdoor channel. 

 

5. Discrete Time Model 

In this model the time scale of the PDP is sub-divided into several time blocks. In each 

bin there may be single multipath component, or the bin remains empty and the possibility of 

more than one component is excluded in the model [88]. This model efficiently characterizes the 

time domain statistics of indoor fading channel.  
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ii. Deterministic Model of time-delay spread 

The measurement-based time domain small scale fading models that are discussed so far 

are only suitable to characterize channels of that environment because the models are majorly 

site specific. Two such widely accepted models are discussed. 

 

1. Ray tracing Time delay Model 

As previously discussed, a 3D ray tracing technique is very efficient to capture all the 

multipath components in any environment provided that minute details of the environmental 

structure are available. But the model [89, 90] can’t predict the actual delay profile as it varies 

with distance for different environments. It is also important to mention that this model is 

capable to incorporate actual antenna parameters and radiation patterns which provide very close 

approximate results. Researchers also proposed 7-ray or 25-ray [91] models and the predicted 

delay spread for those models agreed well with the measured ones. 

 

2. Virtual Reflection Point (VRP) Model 

This is an extension of the seven-ray model that can be precisely applied in outdoor 

environment. This is a simple model where several virtual points are assumed at the intersection 

between different propagating media such as streets or buildings. This model [89] is only 

suitable for static environment. 

 

IV. Joint Angle-Delay Estimation (JADE) 

Most of the models [92] discussed so far primarily consider the time delay effect of the 

propagating signal to characterize the channel. It is observed that these models are not optimum 

without incorporating the spatial behavior. Thus, researchers focused on investigating the space 

and time variation jointly by considering the direction of arrival and angle of arrival of the 

transmitted signal at the receiver end. Subsequently researchers proposed many advanced 

variations of the model which are well discussed in the open literature. The variations are i. 

JADE Maximum- Likelihood Model [93], ii. JADE Music Model [94], iii. SI-JADE Model [95, 

96] and iv. JADE-ESPRIT Model [97]. 
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2.1.5 Recent progress in Ultra-Wide Band Channel Characterization  

Wireless domain is playing a vital role in the impending heterogeneous network by 

integrating versatile, multifaceted and critical applications. In indoor scenarios also, wireless 

connectivity is becoming very crucial now a days. Network coverage enhancement is becoming 

very important for massive sensor connectivity for IoT services in recent 5G system [98] which 

necessitates the deployment of large numbers of wireless nodes. Such deployment of many RF 

devices will make the RF frontend ultra-dense and extremely random in nature, causing 

unavoidable concerns in the propagation channel [99]. Thus, characterization and modeling of 

the indoor propagation is highly desirable. Consequently, research on UWB communication has 

gained a lot of interest in recent time due to large bandwidth, resistance to deep fading, and low 

power consumption [100]. Thus, it is found that UWB technology is more suited for 

sophisticated applications like Internet of Things (IoT), sensors, automation, imaging and 

location detection and ranging of wireless nodes with centimeter-level accuracy [101].  

        Wide range of UWB channel measurement campaign is carried out to characterize 

indoor environment and subsequent models are devised in literature [102-110]. It is observed that 

authors have primarily focused on measurement based deterministic and statistical models. In the 

recent past, many heuristic approaches have also been proposed for UWB channel modeling 

[108, 110, 111]. IEEE 802.15.3a is the standardized channel model for indoor UWB 

communication [112-113] aimed at short-range applications. Contrarily IEEE 802.15.4a is 

proposed further for channel models for both indoor and outdoor environments with increased 

coverage. A frequency domain measurement approach is opted in [113] to investigate the path 

loss and amplitude statistics for LOS and nLOS environments in UWB (1-11GHz). Few 

significant works on indoor channel modeling based on frequency domain measurement are 

reported in the literature [114]. Cassoli et al. also presented large- and small-scale indoor channel 

characterization and modeling in time domain measurement approach [115, 116]. In recent times 

researchers have largely focused on on-body and off-body channel modeling [117, 118] for body 

centric communication for defense and medical purposes. Authors also characterize and model 

wireless channel within Vehicular and aircraft cabin in recent past [119, 120] for high-speed 

short-range communication. Chia et al.  suggest measurement based statistical model in UWB 
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for high rise residential apartments following the cluster and Multi Path Component (MPC) 

based approach.  Frequency domain autoregressive channel model for indoor environments was 

first proposed by Kaven et al. [111] and further extended by Ghassemzadeh et al [121]. Authors 

in those works analyze and model the indoor environments using 2nd and 5th order AR process. 

In most of the UWB channel measurement campaigns authors primarily model indoor 

static channel in prescribed UWB (3.1 to 10.6GHz band) using frequency or time domain 

approach. It is noted that authors predominantly model the radio channel (propagation channel 

including terminal equipment effect) instead of propagation channel, where the models are 

terminal dependent and valid for specific measurement setup [144]. Subsequently, the frequency 

and time dispersive channel parameters derived from the measured Channel Transfer Functions 

(CTFs) are found to be erroneous and formulate inaccurate channel models.  In few cases authors 

calibrate the measurement setup in an anechoic chamber to deconvolute the effect of terminal 

antennas and other active devices [121-124].  

 

2.1.6 Conclusion 

The prior information about the impact of the environment on the statistical behavior of 

the propagating wave is a crucial aspect before designing any trans-receiver system. The study of 

wireless channels is essential in terms of coverage, SINR and overall data rate prediction in any 

environment. In this section important large-scale pathloss models along with small scale fading 

channel models are discussed for indoor and outdoor environment. The evolution of advanced 

models is also depicted. UWB channel modeling aspects are presented. With the advancement of 

5G the operating frequency and bandwidth of the transmitted signals are also increasing. Thus, 

the propagation of high frequency wideband signals in present ultra-dense network environment 

needs a comprehensive study prior to devise modems for 5G applications. 

It is very important to note that all the models discussed in the literature treat the terminal 

antenna as isotropic radiator while deriving the channel matrices. But it is known that isotropic 

radiator does not exist, and the smallest practically realizable antenna has a specific directional 

property. Thus, terminal antenna used for channel measurement has certain impact on the 

measured results. Hence an antenna independent channel model is necessary to study to come up 

with some meaningful physical interpretation of the wireless channel. 
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Chapter 2B 
Literature Review- Reconfigurable 
Antennas 

 

2.2.1 Introduction 

With the increasing user requirements and massive proliferation of wireless devices to 

cater to advanced applications, researchers had to think beyond the conventional antennas and 

opt for multifunctional antennas as relevant alternative. However, researchers have to deal with 

various constraints such as antenna impedance bandwidth, radiation pattern, polarization, 

antenna footprint, operating band, etc. for practical realization of such unorthodox antennas. 

Those limitations drive the researchers to consider multifunctional antennas which can change 

available reconfigurable states as per system requirement. Thus, antenna agility provides 

additional degrees of freedom to the system designers along with signal processing and 

communication domain. Antenna reconfigurability is achieved by incorporating electronic 

switches (Varactor diodes, PIN diodes, Field Effect Transistor (FET), etc.), mechanical means 

(changing antenna parameters physically), or electromechanical switches (Micro-Electrico-

Mechanical-System, MEMS). Chronological development of reconfigurable antenna till date has 

been studied in this chapter. An emphasis on the applicability and requirement of 5G 

reconfigurable antennas is also presented. 

 

2.2.2 Reconfigurable Antennas and its importance 

Antenna reconfigurability is termed as the capacity to change the operating features by 

using electrical, mechanical, and other means [1-2]. The reconfigurable antenna matrices are as 

mentioned. 

1. Frequency of Operation  

2. Polarization of the propagating wave 

3. Radiation pattern of the far-filed wave 
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Those parameters are tuned alone, or in any combination in accordance with the system 

requirement, the process being termed as hybrid reconfigurability. 

Electromagnetic spectrum is getting congested due to the rapid deployment of wireless 

nodes in impending heterogenous network environment. Cognitive radio and antenna 

reconfigurability have been investigated largely to counter these challenges. Cognitive radio 

scans the available spectrum and allocates the unused frequency bands to the trans-receiver 

system. This imposes critical limitations as the antenna system doesn’t have any prior 

information about the spectrum availability and hence it is not possible to design agile antennas 

in the live RF links. On the other hand, a reconfigurable antenna with multiple reconfigurable 

states can be employed to counter those challenges by suitably changing the available states as 

per requirement. Also multiband, or wideband antennas are not suitable replacement of the 

frequency reconfigurable antennas as the co-channel noise automatically gets cancelled due to 

specific operating frequency and hence the filter requirement in the trans-receiver circuit is 

nullified largely.  

 

2.2.3 Development of Reconfigurable Antenna 

Ab initio, the idea of antenna reconfigurability arose from the requirement to integrate 

multiple services in different reconfigurable state. An antenna can simply be reconfigured by 

altering either the physical geometry or by changing the electrical properties. R. E Webster 

investigated [3] one of the earliest reconfigurable antennae where the impedance bandwidth of 

an electrically small antenna was improved by tuning the impedance bandwidth using a tunable 

reactive element. Wanselow et al. [4] explored a wide frequency tunable antenna at around 

50MHz. Seth and Chow studied [5] and suggested the first antenna pattern reconfigurability 

using varactor diodes in a Yagi-Uda antenna. Itoh and Herbert [6] examine pattern 

reconfigurability of a leaky wave antenna applying mechanically tuned switches. The application 

of antenna reconfigurability in satellite communication was also investigated [7]. The initial 

frequency tunability for microstrip patch antennas is studied by Schaubert [8] where the author 

used tunable screws and tuned the operating frequency. In this work authors also reported the 

variation in polarization. Bhartia et al [9] was the first to change the resonant frequency in 

microstrip patch antenna using varactor diode. The applied reverse bias voltage across the diode 

was varied to change the varactor capacitance which in turn altered the reactance of the path 
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eventually changing the resonant frequency of the antenna. In a stacked patch the frequency 

tunability was first introduced by Lee at al [10]. They varied the stack profile mechanically that 

changes the overall effective permittivity which in turn shifted the resonant frequency. 

In initial research, mechanical switching was used largely for multi-functional antennas. 

With the gradual development in communication scenarios the antennas needed to work in a very 

fast switching scenarios where the existing techniques fell short to meet the stringent 

requirement. Thus, researchers introduced electronic or MEMS switches in the design of 

reconfigurable antennas.  

 

I. Electro-Mechanical Switch 

Micros-electro-Mechanical system (MEMS) in parallel with VLSI has evolved and are 

used to design complex integrated circuits with significantly reduced size, low loss which 

consume comparatively less power [11]. Despite high switching time this device is being used 

extensively in designing reconfigurable antennas. A detailed survey on frequency and pattern 

reconfigurable antennas based on MEMS switch is presented in the following sections. The 

MEMS RF switches have low insertion loss and high isolation which made it an obvious choice 

for researchers while designing low loss antennas. It also requires very less operating power. It 

exhibits large switching time and very high actuation voltage nearly 260V which limits its use in 

high frequency switching and low power scenarios. 

 

A. Frequency Reconfigurability 

In [12] the frequency reconfigurability of a microstrip dipole antenna was obtained by 

manipulating the length of the antenna sides using cantilever MEMS switch. Interconnected 

MEMS switches are used in a 3×3 patch array for dual band frequency reconfigurability in [13]. 

MEMS actuators were used in [14] to shift the resonant frequency between two switchable 

operating bands by changing the capacitance value (by turning ON/OFF the MEMS actuator). 

MEMS switches are also incorporated in the antenna design to achieve pattern reconfigurability 

along with frequency tuning. Jefre et al. [15] has proposed a MEMS based frequency and pattern 

agile antenna. By controlling the slot length using MEMS switches in the planar antenna the 

frequency of operation is altered in many research articles. In fractal antenna geometries the 
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lengths are varied using the switches and thereby the operating frequency is also varied. Gotei et 

al. has studied [16] a MEMS based Co-Planar Waveguide (CPW) fed frequency reconfigurable 

planar antenna. The resonant frequency was varied by applied voltage in the MEMS switches 

that changes the effective permittivity and hence shifted the resonances. Boyel et al [17] 

proposed a Penta-band reconfigurable antenna by incorporating an external matching circuitry. A 

continuous frequency tuning operating is discussed in [18] where MEMS switches with CPW 

stub are arranged in periodic fashion.  

 

B. Pattern Reconfigurability 

Chiao et all. was the first to investigate MEMS based pattern reconfigurable antennas 

where the antenna arms are shifted to realize beam steerability. Pattern reconfigurability in CPW 

fed and square patch antennas are also discussed in [19]. A planar spiral antenna was proposed in 

[20] to steer the radiated beam from broadside to endfire direction using a RF MEMS switch. 

The internal electric field distributions are manipulated to attain the pattern reconfigurability. 

Parasitic loaded slotted Yagi-Uda array was proposed in [21] for beam reconfigurability. 

Concentric annular ring based planar antenna connected using MEMS switch was proposed to 

generate broadside radiation and broadside null subsequently by keeping the switches in ON and 

OFF modes respectively. 

 

II. Electronically switchable Antennas 

Despite several advantages, low switching speed, high operating voltage and complex 

packaging restrict the real time application of MEMS switches [30-34]. These challenges are 

largely alleviated by electronics switches such as FETs, varactor, or PIN diodes. The application 

of these switches in designing of reconfigurable antennas are discussed in the subsequent 

sections [22]. 

 

A. PIN Diodes 

PIN diodes are advantageous in terms of fast-switching speed along with low insertion 

loss and high isolation. The diode closely behaves like actual switches simply by using forward 



                                                                                           Chapter 2B: Literature Review on Reconfigurable Antennas 
 

46 

 

and reverse bias states. Thus, these diodes are incorporated in the reconfigurable antennas to 

activate or disconnect any specific part of the antenna and thereby alter the antenna properties.  

 

i. Frequency Reconfigurability 

The prime idea to change the resonant frequency of an antenna is to change the length of 

the resonant path. Researchers used PIN diodes extensively in this purpose. Lin et al. proposed 

ring radiator loaded frequency [23] reconfigurable antenna. A Yagi-Uda dipole array was 

investigated by Cia et al. [24] for frequency reconfigurable application simply by changing the 

electrical length of the director and driven elements. In [25] a hepta-band folded dipole antenna 

was discussed. The same group of researchers has worked on increasing the operating bandwidth 

by precisely overlapping the shifted resonances.  In [26] Hamid et al. investigated a bandwidth 

reconfigurable Vivaldi Antenna. Later, the same group extended their work and used PIN 

switches precisely to operate the antenna in narrow and wide bands [27-28]. In [29] a quad-band 

reconfigurable planar antenna was proposed where the PIN switches alternately excited the 

inverted L and patch antenna to attain four different resonant frequencies. Zhang et al. has 

studied [30] a planar monopole structure where three PIN switches were used to excite multiple 

armed branches that generated six resonances. Frequency agile antennas generating frequency 

bands for Personal Communication Systems (PCS) and WiBro were also explored in [31] where 

the ground slits were switched using PINs to excite those frequencies. A continuous frequency 

tunable rectangular patch antenna with 1.85 tuning ratio is investigated in [32]. The antenna is 

loaded using shorting posts using PIN diode thereby altering the reactive load and subsequently 

the resonance frequencies. Frequency and pattern reconfigurable annular ring antenna were 

proposed in [33] where the radial stubs were switched to change the input impedance and 

subsequently shifts the resonances of the antenna. 

 

ii. Pattern Reconfigurability 

The idea of pattern reconfigurability is to excite multiple radiators having different 

radiation pattern using PIN switching. On the other way the radiation pattern can be altered by 

reconfiguring the antenna by suitable coupling or decoupling parasitic elements using PIN 

diodes. For example, Kang et al. [34] demonstrated pattern reconfigurability by alternately 



                                                                                           Chapter 2B: Literature Review on Reconfigurable Antennas 
 

47 

 

exciting dipole and loop antenna modes. Also, Luis et al. [35] proposed a novel dual band 

reconfigurable antenna where a U-shaped patch was attached to a rectangular patch antenna. 

Subsequently, each radiator was excited as per requirement using connected PIN switches to 

attain different patterns. A square patch antenna with switchable broadside and directed conical 

radiation pattern was investigated by Liu et al. [36] where four plates around the patch were 

coupled or decoupled as per requirement by PIN diodes to attain two distinct radiation patterns. 

A simple pattern reconfigurability was achieved in [37] where a Yagi-Uda antenna with two-

sided directors was investigated. PIN diodes were connected at each director and alternately 

turned ON to switch the beam direction. An interesting study of pattern reconfigurability is 

investigated in [38] where a metallic cavity with radiating slots in each side was used to alter the 

beam at different directions using PIN diodes. The diode connected at each slot was shorted by 

tuning it ON thereby restricting the radiation from that slot.  

The initial requirement of high-speed RF PIN diode as switching element was sensed to 

attain fast beam switching in phased array antennas. The phase of the radiating elements 

(incorporating the self-reactance of diode) was respectively changed to switch the main beam. A 

microcontroller based hexagonal patch for pattern diversity was studied in [39]. The patch was 

loaded with six parasitic elements shorted with the ground using vias and PIN diodes. The vias 

were shorted as per requirement to change the surface current distribution on the antenna that 

altered the radiation pattern. 

 

iii. Polarization Reconfigurability 

By suitably changing the orientation of surface current distribution on the radiating 

element the polarization of the far-field radiated wave can be altered. Researchers in the 

literature has opted different techniques for this purpose using PIN diodes. A corner-cut 

rectangular patch with two center cross slots was designed by Nishamol et al. [40] to excite both 

LP states with RHCP state using PIN switches. Orthogonal modes of the path antenna were 

generated by suitably biasing the PIN diodes to realize these three distinct polarization states 

[41].  A quadra-polarization reconfigurable aperture coupled planar antenna is investigated in 

[42] where dual circular and linear polarization states were realized using reconfigurable 

microstrip feed lines connected with branch line couplers using PIN diodes. The authors of the 

previous work have extended the work further and proposed an efficient polarization 
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reconfigurable antenna [43] where they incorporated external phase shifter to get π/2 phase 

difference. Scott et al. [44] proposed a polarization agile loop antenna where a PIN switch were 

turned ON and OFF respectively to generate standing and travelling waves that initiated Vertical 

and Circular polarization states. In a different study [45] the authors proposed an annular slot 

antenna with quad-polarization agility. Using PIN switch, the perturbation along 45° and 45°+π 

were added to generate CP states, whereas the perturbations are shorted using PIN diodes to 

initiate LP states. The sense of rotation of the CP states were realized by properly switching the 

perturbation angles at 45°, 45°+π/2, 45°+π and 45°+3π/2 respectively. A corner-truncated patch 

antenna for polarization diversity was studied [63] where the truncated corners were coupled and 

decoupled using PIN diodes to generate LP and CP states respectively. 

 

B. Varactor Diode 

In few recent applications, continuous tuning of operating frequency or beam scanning in 

both the principal planes are desirable. The capacitance of a varactor diode is varied in 

accordance with the reverse DC bias voltage which in turn varies the reactive load and 

corresponding phase. Researchers have started the usage of this diode to design continuous 

frequency and pattern tunable antennas for versatile indoor and outdoor applications. Despite its 

high tuning ability, the prerequisite of large bias voltage limits its use in low power systems. 

Reconfigurable antennas based on varactor diode are discussed below. 

 

i. Frequency Reconfigurability  

A frequency tunable CPW fed planar monopole was discussed in [46] where authors used 

varactor and PIN diodes simultaneously. A 5GHz tuning range was attained by the varactor 

diode whereas the PIN was used to get UWB and notched band response. A reconfigurable slot 

loaded elliptical shaped monopole antenna was investigated in [47] where the varactor was 

placed across the slot to get wide tuning range between 5-6GHz frequency. In [48] a dual slot 

loaded planar antenna was studied where varactor and PIN diodes are incorporated. PIN diode 

was used to switch between the two slots whereas the varactor was placed to tune the operating 

frequency. Xiong et al. [49] proposed a differentially fed microstrip antenna with frequency 

reconfigurable capability. A precise feeding scheme was used to tackle the coupling issues of the 
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patch antenna for a wide range of frequency band. Formal et al. studied a cross slot patch 

antenna having 10% tuning range [50]. A probe fed patch was presented in [51] where varactor 

diode was placed at the center of the patch to attain 16% tuning range.  

 

ii. Pattern Reconfigurability 

A reconfigurable reflecting surface was investigated in [64] where numerous square 

patches were periodically arranged. The varactor diodes are placed in-between to realize phase 

gradient by the variable reactive load of the diodes to scan the beam within ±40° in the elevation 

plane. A reflector array having 30 patch elements was designed in [65] to attain continuous 

scanning along 2π azimuth and ±40º elevation plane. Varactor diodes were placed along the 

aperture coupled feed lines. The bias voltage was varied to alter the feed line impedance and 

eventually the phase of the reflector antenna. Thus, the phase gradient of the array elements 

allows the radiated beam to scan in both the principal planes. A Frequency Selective Surface 

based Artificial Magnetic Conductor was placed in conjunction with bow-tie antenna to realize 

frequency and pattern diversity [66]. The AMC structure was fabricated on a grounded dielectric 

slab and the varactor diodes were placed within the metal structures. The diode bias voltage was 

changed to attain frequency tuning whereas the polarity of the bias voltage was reversed to alter 

the beam direction. 

 

iii. Polarization Reconfigurability 

A dual fed square ring antenna was proposed by Tsai et al. [52] for frequency and 

polarization reconfigurable antenna where two varactor diodes were place in the feeding system.  

By varying the bias voltages, the reactive load was varied that changed the polarization states 

between one LP to dual CP states. A quasi-lumped coupler fed microstrip patch antenna for 

polarization diversity application was devised in [53]. 

 

C. Field Effect Transistor (FET) 

Field Effect Transistors also have attractive discrete switching features at RF range. It is a 

voltage-controlled device and operated with low bias voltage. It has also fast switching speed 

which make this component very useful in designing reconfigurable antennas, though large 
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insertion loss and complex biasing limits its application in antenna domain. Kawasaki et al. [54] 

has suggested a frequency tunable planar slot antenna using FET switch for the first time. Two 

FETs were placed under the slots and biased alternately to attain 10% frequency tuning. In [55] a 

capacitively loaded and electrically small Planar Inverted F antenna (PIFA) is investigated for 

frequency tuning application using GaAs FET switch. Multiple shorting plates/plate-straps were 

used to connect the radiator with the ground via the FETs. The FET switches were biased 

accordingly to make the straps either shorted or in floating state that in turn varied the operating 

frequency. A quad band reconfigurable circular monopole antenna was studies in [56]. Four 

stubs are used in the design that were coupled or decoupled using two Single Pole Double Throw 

(SPDT) switch. FETs were biased accordingly to attain four discreate operating bands by the 

proposed antenna. Shinoda et al. [57] studied and proposed a beam scanning planar antenna 

using FET switch. 

 

2.2.4 Reconfigurability using Liquid Crystal Device (LCD), Ferro-

Electric and Ferrite Material 

It is widely observed that reconfigurability of antenna parameters can be attained by 

altering the antenna dimensions, reactive loads and electrical parameters such as surface 

current/internal electric fields. Additionally, by changing the material properties permittivity or 

permeability, the antenna parameters can be manipulated as per requirement. Few materials such 

as Liquid Crystal substrate, Ferrite and Ferro-electric materials change its material properties in 

the proximity of electric or magnetic field. Few works on antenna reconfigurability based on 

those materials are presented below. 

The first proposal of frequency reconfigurable antenna based on Ferrite substrate was 

investigated in [58] where a patch antenna was biased using magnetic fields aligned in three 

axial directions along the ferrite substrate of the prototype antenna. A two element microstrip 

array was analyzed in [59] for pattern reconfigurable application using Ferrite substrate. The 

relative phase between the two elements was altered using the applied DC magnetic field along 

the ferrite substrate that eventually steered the mean in a specific direction. Das et al. proposed a 

ten-element phased array antenna using ferrite substrate [60]. The phase difference between the 

elements was realized by using a non-linear transmission line that provide different time delay in 
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the input signal and thus varying phase. An interesting observation was found in the study by 

Pourush et al. [61] where a six-by-six patch array was fabricated using a ferrite substrate for 

frequency agile application. It was noted that antennas based on ferrite substrate can operate 

within specific frequency range having certain cut off and resonant limitation. Ferro-Electric 

substrates were used in few cases in the literature to design antennas for beam scanning 

application. By applying proper bias, the permittivity of the material was altered which changed 

the phase constant and subsequently the phase different between the antenna elements. This 

method eventually steered the beam to certain direction to mitigate co-channel and Inter symbol 

interference. In [61], ferro-electric materials were used to create phase difference between two 

patch array elements by suitably biasing the ferroelectric substrate to scan the radiated beam in 

the broadside direction. Material properties of Liquid Crystal was also changed by applying 

electric field across it. In [62] the radiation pattern of a reflect array mono-pulse antenna is 

constructively and destructively added in the far-filed for pattern reconfigurable application. An 

inverted microstrip line-based polarization reconfigurable antenna was investigated in [63] where 

the applied bias voltage varied the relative permittivity of the liquid crystal substrate which 

eventually altered the phase between the two different feed networks of the antenna. Thus, the 

differential phase ultimately defined the required polarization. 

 

 

2.2.5 Reconfigurable Antennas – Recent Trends and Shortcomings 

A paradigm shift in the communication domain has been noticed in the last few years. 

Frequency, polarization and patterns are reconfigured to make antennas more compact and 

suitable for diverse applications.  To cater those diverse application the cellular domain has 

evolved in 5G. Researchers from all communities specially from RF, Signal processing, 

Communication and Data Networking are contributing significantly to make the network 

architecture capable to withstand the upcoming challenges. In antenna community also 

researchers are primarily working in the same direction. A brief literature review of recent 

published works on muti functional antennas are discussed below.  
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I. Frequency and Polarization Reconfigurability 

Z. Nei et al., proposed a frequency-polarization agile AMC based monopole MSA [64] 

with multilayer structure using dual coax feed. A compact tri-polarized continuous frequency 

tuning at dual frequency band MSA was studied in [65]. In [66], a multilayer, complex feed, high 

profile liquid metal based reshapable aperture antenna was proposed. Dual band quad-polarized 

and dual polarized large MSA with low gain was presented in [67-68]. Meta-surface inspired 

planar multilayer large slot antennas were proposed in [69] for frequency-polarization agile 

application. Capacitively Loaded Loops (CLL) was used in the proximity of a planar monopole 

antenna as the near-field resonant parasitic elements to attain frequency and polarization 

reconfigurable antenna in [72].  Probably a single article on penta-polarization agile antenna 

operating in a single frequency band was proposed so far in the literature [70]. It was a 

multilayer, meta-surface inspired cross slot MSA excited with a complex feed structure. Authors 

also propose prototypes having different polarizations in different bands for cognitive radio and 

career aggregation (CA) in Long Term Evolution (LTE) systems [71].  

A switchable polarizer was used in [73] for dual CP generation. Hu et al., [74] proposed 

stacked multilayer complex SIW cavity structure for quad-polarization applications. A complex 

feed, large profile multilayer slot antenna for tri-polarization agility was studied in [75]. 

Differentially fed single layered patch operating at dual compressed higher-order modes was 

proposed for wideband, high gain applications with dual reconfigurable CP [76]. Multilayer and 

complex orthogonal SIW fed MSA for adjustable polarization was proposed in [77]. The higher-

order mode antenna array was proposed for high gain applications with very complex feed 

networks and multi-layer structures [78-80]. H. Tran et al., presented a complex multilayer high 

gain quad linear polarization diversity MSA [82]. S.K Koul et al., [81] prescribed a design with 

different polarization states operating at different frequencies which can be useful in Career 

Aggregations (CA) in LTE or 5G but would not be suitable for mitigating channel interference. 

The most recent techniques that are studied for designing multifunctional antennas such as meta-

surface [84], liquid conductor antennas [85], surface plasmonic [83] are with noticeable 

inadequacies for practical and industrial applications.  
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II. Frequency and Pattern Reconfigurability 

    Mostly, Phased Array Antenna (PAA) was proposed for beam steering applications. 

Though multiple antenna elements, phase shifters (with inherent losses) and composite signal 

processing units makes the PAA’s bulky, lossy and expensive [86]. Microstrip Yagi antennas 

were also suggested in the literature but limited to discrete and 1-D scanning with significantly 

large footprint area [87-88]. Multiple Input and Multiple Output (MIMO) technique was also 

studied extensively in the last few years for beamforming applications in fixed or multiple 

frequency bands. However, these bulky multiport structures exhibit low antenna efficiency due 

to strong inter-elemental cross coupling hence confines its performance and applications [89]. 

Dielectric resonator antenna (DRAs) and Quasi-planar dielectric stacked patch array (DP) were 

also proposed for wide frequency tuning and beam scanning application [90-91]. These 3D 

antennas also exhibit exceedingly low gain and limited to discrete or 1-D beam scanning. In 

general, Leaky Wave antennas (LWA) attain beam scanning capability with varying frequency. 

In few recent proposals LWAs with coplanar waveguide (CPW) or Fabry–Perot structure are 

proposed for fixed frequency and continuous beam scanning applications [92]. Digitally coded or 

reconfigurable metasurfaces are also introduced to achieve dynamic beam scanning and 

frequency tunibility [93-94] Most recently, periodic structures or high impedance surfaces such 

as SRR (Split Ring Resonator), EBG (Electromagnetic Band Gap), FSS (Frequency Selective 

Surfaces) and AMCs (Artificial Magnetic Conductor) are also fused in the design to achieve 

frequency and pattern agility in antenna systems [95-100]. The Gain enhancement in planar 

antennas on the other hand is always a desirable feature. Many interesting methods are already 

discussed in the open literature regarding this. In several cases researchers prescribed antennas 

operating in higher order modes to increase the gain [101-103]. Most of the works reported so far 

have dealt with 1-D and 2-D beam scanning in fixed, multi and continuous tunable frequency 

bands with certain inherent flaws such as structural complexities, multilayer high-profile designs 

along with complex feeding and large footprint area. Also, these antennas exhibit severe gain 

instability in the beam-scanning and frequency tuning range. The complex multilayered structure 

and critical biasing network [104] placed additional constraints on the practical realization of 

those proposed antennas.  

The important observation is that all the recently proposed antennas with advanced 

techniques suffer from several unavoidable complications. Firstly, most of the antennas are 
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having multilayer high profile bulky structures which impose significant difficulties in antenna 

fabrication. Secondly, most of the antennas are having multiple feed ports which trouble system 

integration or interfacing the antenna with other devices in the trans-receiver system. Thirdly, the 

electro-mechanical mechanism to control the liquid metal in reconfigurable liquid antennas is 

extremely cumbersome. Finally, the asymmetric structure with a complex feed network and large 

footprint area imposes difficulties for practical realization. 

 

III. High gain planar antennas (Special focus on planar antennas 

operating at higher order modes) 

             Array configurations can be used to increase antenna gain [105] at the cost of complex 

feed network. Superstrate loaded patch antennas [106, 107] choose substrate-superstrate 

resonance gain condition for the gain enhancement. The availability and cost of high permittivity 

substrates is an issue in this case. Low permittivity multilayer structure [108, 109] can be used as 

directive antennas with an expense of increased antenna profile and loss of conformity. Zero 

index material slabs were also used to concentrate the radiated energy from the source antenna 

[110, 111] and thus increase gain with fabrication complexities and low bandwidth. The 

application of partially refractive surfaces (PRS) as antenna superstrate [112] results in Fabry-

Perot cavity (FPC) antennas are having high gain applications with increased antenna profile and 

narrow bandwidth. Using an artificial magnetic conductor (AMC) as a ground plane, the antenna 

profile can also be reduced [113, 114]. AMC and PRS together used for further profile reduction 

[115-118] and gain enhancement. Patch stacking is a widely used technique to enhance 

impedance bandwidth. In some cases, it was used for gain enhancement too [119, 120] at the cost 

of increasing the antenna profile. Fractal boundaries behave like an array by accumulating local 

current elements and exhibit high directivity when localized modes are in phase [121, 122]. 

However, these structures have complex geometries producing high Side Lobe Level (SLL). 

Leaky wave antennas (LWAs) based on modulated meta-surfaces can provide higher gain but 

[123-124] suffers from low-aperture efficiency, higher edge losses, and design complexities. 

Patches operating in Higher-Order Modes (HOMs) are another technique to enhance antenna 

gain because of larger electrical size than that of its fundamental mode counterpart [125]. This 

approach can efficiently mitigate both fabrication tolerance and low gain issues. But high SLL 
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that is primarily caused by enlarged spacing between two radiating slots of patch operating in 

HOM makes this approach less attractive. SLL can be reduced by decreasing the overall size of 

the patch at resonance that can be attained by increasing the permittivity of substrate [126]. 

Though this technique suffers due to increased Q factor, hence narrow impedance bandwidth. 

The SLL of a rectangular patch operating in TM30 mode [127] is improved by incorporating two 

slots near the two radiating edges at the cost of low gain (6.8 dB) due to miniaturized radiating 

area at resonance. In Reference [128], an annular concentric ring working in TM11 is used with a 

circular patch working on TM13 mode, while in [129] and [130], a narrow radiating slot is 

introduced in the middle of the TM12 mode patch. Thus, radiation pattern of these structures is 

modified by superposing far-field patterns of the modes responsible for SLL reduction. The 

techniques are useful for the E-plane pattern only [131]. A square patch operating in TM03 mode 

was proposed in Reference [132] for gain enhancement, side-lobe reduction, and beamwidth 

adjustment by reshaping the surface current distribution on the patch resonator using rectangular 

slots. An orthogonally placed cross slot patch operating in TM50 was reported in [133] for dual 

polarized application. A compressed HOM patch antenna was proposed for enhanced gain-

bandwidth and dual polarized application at the cost of multiple coaxial feed. Partially notch 

loaded patch antennas with E-plane reduced SLL and enhanced gain, operated in TM30 and TM70 

modes respectively [134] have been proposed by removing the out of phase surface current patch 

sections. Similar approach has been chosen in [135] to reduce SLL for TM30 and TM50 mode 

antennas using single and multiple slots respectively. A low grating lobe 1 × 8 array antenna was 

proposed in [136] based on TM50 mode square patch antenna elements using transverse slots at 

the cost of complex Substrate Integrated Coaxial Line (SICL) feed producing only E-plane 

pattern variation and large aperture area. A high gain and low grating lobe electrically large 2 × 2 

array antenna were proposed using FPC [137] having large profile and multilayer structure. In 

[138], equivalent amplitude distribution of input power to the antenna elements of a 9 × 9 array 

has been proposed to attain low SLL with an expanse of complex feed and array synthesis. 

The important observation is that all the recently proposed antennas with advanced 

techniques suffer from several unavoidable complications. Firstly, most of the antennas are 

having multilayer high profile bulky structures which impose significant difficulties in antenna 

fabrication. Secondly, most of the antennas are having multiple feed ports which trouble system 

integration or interfacing the antenna with other devices in the trans-receiver system. Thirdly, the 
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electro-mechanical mechanism to control the liquid metal in reconfigurable liquid antennas is 

extremely cumbersome. Finally, the asymmetric structure with a complex feed network and large 

footprint area imposes difficulties for practical realization. 

 

 

2.2.6 Conclusion 

A detail review of the research works on multifunctional antennas is presented in this 

chapter. Reconfigurable antenna concepts have been investigated for a number of years but still 

it is an emerging area to incubate advance applications. Multiple switching techniques are 

discussed to generate antenna reconfigurability. The challenges of those switches are also 

discussed. A brief discussion on the recent trend in antenna reconfigurability is also presented. 

The drawbacks and limitations of recently proposed antennas are also discussed but at the same 

time antennas agility stands out to be lucrative technique to overcome numerous upcoming 

issues in 5G UDN environment. It should also be observed that the precise design of such 

prototype antennas requires appropriate skill to get desired performances despite of complex 

biasing, high insertion loss of the switches and so on. It is also noticed in the literature that the 

requirement of reconfigurable antennas in recent is very crucial and subsequent research in this 

domain is highly appreciable.  
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Chapter 3 
Antenna independent frequency and 
time domain representation of wireless 
channel  

 

3.1 Introduction 

Wireless channel behavior changes randomly due to multipath propagation, relative 

motion of Tx-Rx antennas and the environmental objects [1]. Hence, channel characterization is 

an important aspect to take care of prior to design any RF system. In the upcoming 5G cellular 

domain the challenges will become more critical because of the Ultra-Dense nature of the 

communication network [2-3]. Moreover, massive constructions using advanced materials and 

complex building structures make the wireless environment more prone to multipath fading [4-

7]. In literature various empirical and statistical models have been proposed to capture long 

distance and small-scale fading channel responses [8-9]. For an outdoor environment, modified 

empirical methods and long-distance path loss models have been used for coverage prediction. 

Statistical methods have been considered in the case of an indoor multipath fading environments 

[10-12].  

Several wideband channel sounding techniques based on direct pulse measurement, 

spread spectrum sliding correlator measurement and swept frequency measurements have been 

developed to determine small scale fading effects [13-18]. In all the frequency /time domain 

channel sounding techniques, channel impulse responses are calculated considering Tx and Rx 

antenna effects. Hence, the terminal effects inherently present in the measured results caused by 

ambiguous channel characterization and model. The results are antenna specific and unreliable 

for other antennas. In this chapter, a frequency domain approach is investigated to exclude the 

antenna transfer functions from the overall measurement data to obtain channel impulse 

response. In the proposed method, the wireless trans-receiver system is represented by a two-port 

network model to devise closed form analytical expressions to de-embed the terminal effects.  
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Identical horn antennas operating in the C band have been used to measure the channel 

transfer function and impulse response. A comparative investigation of the measured results with 

and without antenna effects is presented. It is observed that terminal antenna increases the 

propagation delay and reduces the coherence bandwidth of the channel.  

 

3.2 Theory 

Channel Impulse Response (CIR) is a wideband channel characterization that comprises 

all necessary information to analyze any radio transmission through a channel. Generally, 

wireless channels can be represented as linear filters with time varying Impulse Response (IR). 

Time variation occurs due to relative motions of the Tx and Rx nodes in the space, whereas the 

filtering behavior is caused by the superposition of multiple replicas of the transmitted signal at 

different time instants with varying amplitudes and delays [1]. Ideally any linear system 

comprising of linear subsystems can completely be characterized by its Transfer Function (TF) 

in the frequency domain or Impulse Response in the time domain (TF of cascaded stages in 

frequency domain or convolution of their IRs in time domain).  Thus, antenna trans-receiver 

system behaves like a linear low pass filter and can be represented by cascading the transfer 

functions of the transmitting antenna (Tx), wireless channel, and the receiving antenna (Rx). 

 

3.2.1 Transfer function of antenna trans-receiver system  

 

Figure 3.1 shows antenna trans-receiver system in cascaded Transfer Function (TF) 

representation of the transmitting antenna TF (Tx-TF), receiving antenna TF (Rx-TF) and 

intermediate wireless channel (Channel TF or CTF). Transfer function of the Tx antenna 

[ 𝑇𝑥(𝜔, 𝜃, 𝜑)], can be represented by the ratio of radiated electric far field, 𝐸𝑇𝑥(𝜔, 𝜃, 𝜑, 𝑟) at a 

spatial point to the antenna input signal 𝑉𝑖𝑛(𝜔). Radiated electric far-field at a distance r is given 

below. 

 

𝐸𝑇𝑥(𝜔, 𝜃, 𝜑, 𝑟) = 𝐸𝑇𝑥(𝜔, 𝜃, 𝜑)
𝑒−𝑗𝑘𝑟

𝑟
                                             (3.1) 
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Fig. 3.1 Antenna trans-receiver system 

 

Hence Tx-TF can be written as (3.2). 

 

𝑇𝑥(𝜔, 𝜃, 𝜑) = 𝑇𝑇𝑥̃(𝜔, 𝜃, 𝜑)𝜎𝑇𝑥 =
𝐸𝑇𝑥(𝜔,𝜃,𝜑,𝑟)

𝑉𝑖𝑛(𝜔)
𝑟𝑒𝑗𝑘𝑟                                       (3.2) 

 

Similarly, the TF of the Rx antenna, 𝑅𝑥(𝜔, 𝜃, 𝜑) is the ratio of the output signal, 𝑉𝑜𝑢𝑡(𝜔, 𝜃, 𝜑, 𝑟) 

of the receiving antenna to the incident field, 𝐸𝑇𝑥(𝜔, 𝜃, 𝜑, 𝑟) as given by (3.3). 

 

𝑅𝑥(𝜔, 𝜃, 𝜑) = 𝑅𝑅𝑥̃(𝜔, 𝜃, 𝜑)𝜎𝑅𝑥 =
𝑉𝑜𝑢𝑡(𝜔,𝜃,𝜑,𝑟)

𝐸𝑇𝑥(𝜔,𝜃,𝜑,𝑟)
                                              (3.3) 

 

where, 𝜔 = 2𝜋𝑓, f is the operating frequency, ḳ is the free space wave number, 𝜎𝑅𝑥 and 𝜎𝑇𝑥 are 

unit vectors that indicate the polarization direction of the Tx and Rx antennas respectively, ( ,  ) 

denotes the orientation of the antenna radiation, and r is the distance between Tx and Rx 

antennas. 

 

Fig. 3.2 Equivalent circuit representation 
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TF of the overall antenna trans-receiver system, 𝑇𝐹𝑡𝑜𝑡𝑎𝑙(𝜔, 𝜃, 𝜑, 𝑟) that includes all the 

terminal antenna TF and channel TF is derived by the ratio of the output signal 

𝑉𝑜𝑢𝑡(𝜔, 𝜃, 𝜑, 𝑟) to the exciting signal 𝑉𝑠(𝜔) as shown in Fig. 3.2 and presented in (3.4). 

 

𝑇𝐹𝑡𝑜𝑡𝑎𝑙(𝜔, 𝜃, 𝜑, 𝑟) =
𝑉𝑜𝑢𝑡(𝜔,𝜃,𝜑,𝑟)

𝑉𝑠(𝜔)
                                                (3.4) 

 

𝑅𝑥(𝜔, 𝜃, 𝜑) and  𝑇𝑥(𝜔, 𝜃, 𝜑) depends on the operating frequency f and antenna 

orientation or pattern ( ,  ). Those parameters can be determined by an antenna’s inherent 

properties, such as material, geometry, and operating modes. The system TF, 

𝑇𝐹𝑡𝑜𝑡𝑎𝑙(𝜔, 𝜃, 𝜑, 𝑟) is also a function of distance r between the Tx-Rx antennas. It is noted that, 

𝑅𝑥(𝜔, 𝜃, 𝜑) is measured in meters in SI system, whereas 𝑇𝑥(𝜔, 𝜃, 𝜑) and 𝑇𝐹𝑡𝑜𝑡𝑎𝑙(𝜔, 𝜃, 𝜑, 𝑟) are 

dimensionless. From the equivalent circuit representation in Fig. 3.2 and equations (3.1-3.4) 

𝑇𝐹𝑡𝑜𝑡𝑎𝑙(𝜔, 𝜃, 𝜑, 𝑟) can be derived as follows.  

 

𝑉𝑜𝑢𝑡(𝜔, 𝜃, 𝜑, 𝑟) =
𝑍𝑠(𝜔)

𝑍𝑠(𝜔) + 𝑍𝑖𝑛2(𝜔)
𝑅𝑥(𝜔, 𝜃, 𝜑)𝐸𝑇𝑥(𝜔, 𝜃, 𝜑, 𝑟) 

 

=
𝑍1(𝜔)

𝑍1(𝜔)+𝑍𝑖𝑛2(𝜔)
𝑅𝑥(𝜔, 𝜃, 𝜑)𝑇𝑥(𝜔, 𝜃, 𝜑)

𝑒−𝑗𝑘𝑟

𝑟
                        (3.5) 

 

whereas,                     𝑉𝑖𝑛(𝜔) =
𝑍𝑖𝑛1(𝜔)

𝑍𝑖𝑛1(𝜔)+𝑍𝑠(𝜔)
  𝑉𝑠(𝜔)                                                (3.5a)                               

 

𝑍𝑠(𝜔), 𝑍𝑖𝑛1(𝜔), 𝑍𝑖𝑛2(𝜔) and 𝑍𝐿(𝜔) denote the source, input terminal, output terminal and load 

end impedances respectively as depicted in the above figures. Also 𝑍𝑐1(𝜔) and 𝑍𝑐1(𝜔) are the 

characteristic impedances of the transmission lines connected at the input and the output ports or 

the terminal antennas. 

 

Combining the above equations, we get. 

 

          𝑇𝐹𝑡𝑜𝑡𝑎𝑙(𝜔, 𝜃, 𝜑, 𝑟) =
𝑍1(𝜔)

𝑍1(𝜔)+𝑍𝑖𝑛2(𝜔)
𝑅𝑥(𝜔, 𝜃, 𝜑)𝑇𝑥(𝜔, 𝜃, 𝜑)

𝑒−𝑗𝑘𝑟

𝑟

𝑍𝑖𝑛1(𝜔)

𝑍𝑖𝑛1(𝜔)+𝑍𝑠(𝜔)
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=
𝑍1(𝜔)

𝑍1(𝜔)+𝑍𝑖𝑛2(𝜔)
𝑅𝑥(𝜔, 𝜃, 𝜑)𝜎𝑅𝑥𝑇𝑥(𝜔, 𝜃, 𝜑)𝜎𝑇𝑥

𝑒−𝑗𝑘𝑟

𝑟

𝑍𝑖𝑛1(𝜔)

𝑍𝑖𝑛1(𝜔)+𝑍𝑠(𝜔)
             (3.6) 

 

Schmitt and Kanda [19,20] using the Rayleigh-Carson relation and plane wave–scattering 

theory, showed that an Ultra-Wide Band (UWB) antenna’s transmitting transient response is 

proportional to the time derivative of the receiving transient response. In other work, Farr et al., 

[21] showed that the ratio of the TF’s of a UWB transmitting and receiving antenna is 

proportional to operating frequency [21, 22]. Therefore, the Tx and Rx antennas are related in 

frequency and time domain as follows. 

 

𝑇𝑥(𝜔, 𝜃, 𝜑) =
𝑗𝜔

2𝜋𝐶0
𝑅𝑥(𝜔, 𝜃, 𝜑)                                                          (3.7) 

 

ℎ𝑇𝑥(𝑡, 𝜃, 𝜑) =
1

2𝜋𝐶0

𝑑

𝑑𝑡
ℎ𝑅𝑥(𝑡, 𝜃, 𝜑)                                                          (3.8) 

 

where C0 represents the velocity of electromagnetic wave in free space. 

 

3.2.2 Practical Measurement Approach 

An antenna trans-receiver system has been represented as a two-port network as shown in 

the Fig. 3.3. Two identical antennas are kept at far-field and aligned along boresight direction. 

The antennas are excited to operate in same frequency and polarisation. The system is 

represented by three subsystems viz. Tx, Rx antennas and the wireless propagation channel. Its 

overall transmission matrix can be replaced by the product of corresponding individual 

transmission matrices. Basically, transmission matrix [ABCD] relates the input and output 

voltages to the current ratios of a two-port network, which are difficult to measure and define in 

microwave frequencies. On the other hand, scattering [S] parameter relates incident, reflected 

and outgoing travelling waves. Hence, S-parameter can efficiently be measured using Vector 

Network Analyser (VNA) with sufficient accuracy [23]. 
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Fig. 3.3 Equivalent ABCD parameter representations 

 

 Therefore, the overall antenna system transfer functions are derived by ABCD 

parameters and subsequently convert them to S parameter expressions. 

The Rx antenna is connected to a receiver, which is further connected with a load 

impedance 𝑍𝑙; the relationship between the signal at the input of the Tx antenna and the voltage 

and current at the output end can be expressed as follows. 

 

𝑉𝑖𝑛(𝜔) = 𝐴𝑉𝑜𝑢𝑡(𝜔, 𝜃, 𝜑, 𝑟) + 𝐵𝐼𝑜𝑢𝑡(𝜔, 𝜃, 𝜑, 𝑟)                                                                    

= 𝐴𝑉𝑜𝑢𝑡(𝜔, 𝜃, 𝜑, 𝑟) + 𝐵𝑉𝑜𝑢𝑡(𝜔, 𝜃, 𝜑, 𝑟) 𝑍𝑙                                                                     

= (𝐴 + 𝐵/𝑍𝑙)𝑉𝑜𝑢𝑡(𝜔, 𝜃, 𝜑, 𝑟)                       

Or,        
𝑉𝑜𝑢𝑡(𝜔,𝜃,𝜑,𝑟)

𝑉𝑖𝑛(𝜔)
=   

1

𝐴+ 
𝐵

 𝑍𝑙

       

                                = 
1

𝑚√
𝑍𝑐1
𝑍𝑐1

 + 𝑛√𝑍𝑐1.𝑍𝑐2/𝑍𝑙

                                                    (3.9) 

where 𝑚 =  𝐴√
𝑍𝑐1
𝑍𝑐1

 , 𝑛 = 𝐵/√𝑍𝑐1. 𝑍𝑐2/𝑍𝑙 are the normalized ABCD parameters 

Replacing 3.4 in (3.9), the Transfer functions can be represented as follows. 

            𝑇𝐹𝑡𝑜𝑡𝑎𝑙(𝜔, 𝜃, 𝜑, 𝑟) =     
𝑉𝑜𝑢𝑡(𝜔,𝜃,𝜑,𝑟)

𝑉𝑠(𝜔)
 

                                           =  
1

𝑚√
𝑍𝑐1
𝑍𝑐1

 + 𝑛√
𝑍𝑐1.𝑍𝑐2

𝑍𝑙

 
𝑍𝑖𝑛1(𝜔)

𝑍𝑖𝑛1(𝜔)+𝑍𝑠(𝜔)
                                              (3.10)                                  
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Considering |𝜎𝑇𝑥. 𝜎𝑅𝑥| = 1 and combining (3.6), (3.7) and (3.10) following expression can be 

obtained,  

                    𝑇𝑥(𝜔, 𝜃, 𝜑)    =     
√

1

𝑚√
𝑍𝑐1
𝑍𝑐1

 + 𝑛√
𝑍𝑐1.𝑍𝑐2

𝑍𝑙

 
𝑍𝑖𝑛1(𝜔)+𝑍𝑠(𝜔)

𝑍𝑖𝑛1(𝜔)

𝑗𝜔

2𝜋𝐶0
𝑟𝑒𝑗𝑘𝑟                       (3.11) 

                    𝑅𝑥(𝜔, 𝜃, 𝜑)     =     
√

1

𝑚√
𝑍𝑐1
𝑍𝑐1

 + 𝑛√
𝑍𝑐1.𝑍𝑐2

𝑍𝑙

 
𝑍𝑖𝑛1(𝜔)+𝑍𝑠(𝜔)

𝑍𝑖𝑛1(𝜔)

2𝜋𝐶0

𝑗𝜔
𝑟𝑒𝑗𝑘𝑟                      (3.12)  

 

ABCD parameters are derived from Fig. 3.3 and converted to S parameters considering 

the source and receiver impedances equal to the characteristic impedance, i.e., 𝑍𝑆 = 𝑍𝐶1 = 𝑍𝐶2 =

𝑍𝑙. The transmission lines are connected with the input and out ports. Fig. 3.3 shows the 

equivalent two port transmission matrix representation of antenna trans-receiver system. Using 

the equivalent circuit model of the antenna system and considering input/output impedance 

relation, the transfer functions (TF) of all antenna subsystems can be represented by [S] matrix 

elements as below. 

 

𝑇𝐹𝑡𝑜𝑡𝑎𝑙(𝜔, 𝜃, 𝜑, 𝑟) =
𝑆21

2
                                                                 (3.13) 

𝑇𝑥(𝜔, 𝜃, 𝜑) = √
2𝑆21

(1−𝑆11)(1+𝑆22)

𝑗𝜔

2𝜋𝐶0
𝑟𝑒𝑗𝑘𝑟

                             
        (3.14) 

𝑅𝑥(𝜔, 𝜃, 𝜑) = √
2𝑆21

(1−𝑆11)(1+𝑆22)

2𝜋𝐶0

𝑗𝜔
𝑟𝑒𝑗𝑘𝑟                                   (3.15) 

 

As observed, overall antenna system transfer function, under the above impedance constraint, 

can be directly described by S21 or S12 of a transmitting-receiving antenna system with any 

impedance matching as impedance characteristic doesn’t impact it. On the other hand, 

transmitting and receiving antenna transfer function is largely impacted by the impedance 

characteristic as shown in (3.14) and (3.15) respectively. 

 

Hence, the overall TF can be represented by cascading the individual transfer function in 

frequency domain as presented below. 
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𝑇𝐹𝑡𝑜𝑡𝑎𝑙(𝜔, 𝜃, 𝜑, 𝑟) = 𝑇𝐹𝑇𝑥_𝐴𝑛𝑡𝑒𝑛𝑛𝑎(𝜔, 𝜃, 𝜑)𝑇𝐹𝐶ℎ𝑎𝑛𝑛𝑒𝑙(𝜔, 𝜃, 𝜑, 𝑟)𝑇𝐹𝑅𝑥_𝐴𝑛𝑡𝑒𝑛𝑛𝑎(𝜔, 𝜃, 𝜑) 

 

Thus,                      𝑇𝐹𝐶ℎ𝑎𝑛𝑛𝑒𝑙(𝜔, 𝜃, 𝜑, 𝑟) =
𝐻𝑆𝑦𝑠𝑡𝑒𝑚(𝜔,𝜃,𝜑,𝑟)

𝐻𝑇𝑥_𝐴𝑛𝑡𝑒𝑛𝑛𝑎(𝜔,𝜃,𝜑)𝐻𝑅𝑥_𝐴𝑛𝑡𝑒𝑛𝑛𝑎(𝜔,𝜃,𝜑)
 

 

In time domain the relation can be presented using convolution property as shown below. 

 

ℎ(𝑡, 𝜏) = ℎ𝑇𝑥(𝑡, 𝜃, 𝜑) ∗ ℎ𝐶ℎ𝑎𝑛𝑛𝑒𝑙(𝑡, 𝜃, 𝜑) ∗ ℎ𝑅𝑥(𝑡, 𝜃, 𝜑), 

 

Hence the channel TF can be evaluated using S parameters using (3.9-3.11) and presented in 

(3.16). 

 

                                     𝐻𝐶ℎ𝑎𝑛𝑛𝑒𝑙(𝜔, 𝜃, 𝜑, 𝑟) =
(1−𝑆11)(1+𝑆22)

4𝑟
𝑒−𝑗𝑘𝑟                                      (3.16) 

 

Equation (3.16) models the wireless channel transfer function in frequency domain 

excluding the antenna effects. Time domain channel impulse response can be evaluated by taking 

IFFT (Inverse Fast Fourier Transform) of (3.17) as shown below. 

 

𝐼𝑅𝐶ℎ𝑎𝑛𝑛𝑒𝑙(𝑡, 𝜃, 𝜑) = 𝐼𝐹𝐹𝑇(𝐻𝐶ℎ𝑎𝑛𝑛𝑒𝑙(𝜔, 𝜃, 𝜑, 𝑟))                                 (3.17) 

 

 

3.3 Frequency and time domain measurement of channel response 
 
 

Two identical C band horn antennas are kept in far-field at 100cm apart and radiates 

vertically polarization wave in boresight direction. To avoid multipath environment the 

experiment is conducted within anechoic chamber to ensure SISO (Single Input Single Output) 

environment. S parameters are evaluated using VNA (Agilent E5071B) with 1601-point sweep 

setup. Measured frequency domain data (S parameters) are used for post processing to estimate 

Tx-TF, Rx-TF, and 𝑇𝐹𝑡𝑜𝑡𝑎𝑙(𝜔, 𝜃, 𝜑, 𝑟) (overall system TF) using (3.13-3.15) respectively. 
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3.3.1 Frequency Domain Transfer Functions 

 

I. Antenna System Transfer function (𝑻𝑭𝒕𝒐𝒕𝒂𝒍(𝝎, 𝜽, 𝝋, 𝒓)) 

Fig. 3.4 shows measured antenna system transfer function plot. Linear amplitude and 

phase variation is observed in the C band spectrum. A slight fluctuation of amplitude at the 

higher frequencies in the C band is due to the improper impedance matching of the antenna, 

although antenna gain remains constant in boresight direction for the entire operating range of 

the band. 

 

II. Transmitting and Receiving Antenna Transfer Functions 

(𝑻𝒙(𝝎, 𝜽, 𝝋), 𝒂𝒏𝒅 𝑹𝒙(𝝎, 𝜽, 𝝋)) 

Tx-TF and Rx-TF have been calculated using (3.14) and (3.15) respectively from the 

measured S parameters and plotted in Fig. 3.5(a & b) respectively. It has been observed that the 

amplitude and phase plot of the Tx and Rx antenna TFs is linear and identical in the C band. It is 

observed that the amplitude variation of the Tx and Rx antennas are different as the antennas of a 

particular trans-receiver system are proportional to the operating frequency in frequency domain 

and time derivative of the receiving transient response in time domain. 

 

 

Fig. 3.4 Antenna system transfer function: amplitude and phase plot with respect to frequency 

 

Non-linearity in amplitude has been observed in out of band spectra as horn antennas are 

designed to be operated in C band resulting in a slight mismatch in input impedance. 

 

Phase 

Amplitude 
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(a) 

 

 

(b) 

Fig. 3.5 (a) Transmitting and (b) Receiving antenna transfer function: amplitude and phase plot with respect to 

frequency 

 

III. Channel Transfer Function 

The Channel transfer function is calculated using (3.16) from the measured S parameters. 

Fig. 3.6 shows the amplitude and phase plot of the channel transfer function. It has been noted 

that the considered wireless channel is a Single Input Single Output (SISO) static channel. Hence 

the measured transfer function of the channel is also a linear time invariant system. Non-linearity 

in the higher frequencies is due to impedance mismatch of the antenna at those frequencies.  

 

Fig. 3.6 Channel transfer function: amplitude and phase plot with respect to frequency 
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3.3.2 Time Domain Impulse Response 

Time domain response of the antenna is evaluated using IFFT of (3.13-3.15). Fig. 3.7(a) 

shows the measured impulse responses of transmitting and receiving horn antennas. It is 

observed that the impulse response of both antennas is identical in nature which displays equal 

propagation delay and channel coherence bandwidth. It is also noted that despite of slight 

amplitude mismatch in frequency domain representation of Tx-TF and Rx-TF, the nature of the 

time domain Impulse Response (IR) of two identical horn antennas are similar, which is 

expected. The propagation delays of both the IRs are noted at 2.353ns. Channel Impulse 

Response (CIR) and Antenna System Impulse Response (ASIR) plots are shown in Fig. 3.7(b). It 

is observed that the propagation delays for CIR and ASIR are measured at 3.4ns and 6.2ns 

respectively as shown in Fig. 3.7(b). 

 

(a) 

 

 

(b) 

Fig. 3.7 (a) Transmit and receive antenna impulse response, (b) Antenna system (end to end) and channel impulse 

response 
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3.3.3 Channel responses with different antennas 

In this section, the similar experiment is done with different antennas to verify the 

antenna independency of the derived expressions. Channel impulse response is measured using a 

pair of TEM horn antennas in the same frequency band. The antennas are kept in same distance 

and the measurements are taken in the similar environment. It is observed that the measured 

channel responses (time and frequency domain) are approximately similar to the results obtained 

for C band horn antennas and shown in Fig. 3.8. The delays of the measured channel using TEM 

horn and C band horn antennas appear at 3.3ns and 3.4ns respectively. This observation proves 

beyond doubt the necessity of measuring channel impulse response without antenna effects. 

 

 

 

Fig. 3.8 Comparison of time domain channel impulse response using C band and TEM horn antennas 

 
 

3.4 Discussion 
 

The above-mentioned method shows the importance of exclusion of antenna effects prior 

to modeling and characterization of wireless channels. Characterization of an unknown multipath 

channel in any random environment to derive transfer function or impulse response of an 

unknown antenna can also be carried out using the above approach. Time and frequency domain 

channel sounders are used to measure the amplitude, phase and frequency variations of the 

transmitted signals. Subsequently the frequency and time domain statistical parameters are 

derived for channel characterize and modeling. No such work in literature has been proposed so 

far that explicitly de-embed the antenna effects (time or frequency domain) while measuring the 

multipath statistical parameters of a channel. ASTF and channel transfer function plots then 

exhibit dissimilar amplitude and phase variations because of antenna effects in measured antenna 



  Chapter 3: Antenna Independent wireless Channel 

 

81 

 

system parameters. Amplitude and phase are two distinct important parameters in studying small 

scale fading in multipath environment as the spatial distribution of received power is the vector 

summation of the received signals with random phase and amplitudes coming from different 

directions. Thus, the variation of amplitude and phase in frequency domain due to antenna must 

not be neglected and is needed to be considered for modeling wireless channels. It has been 

noticed clearly from Fig. 3.7(b) that introduction of antennas increases propagation delay in a 

wireless channel. The peaks of the delay of ASIR and CIR show at 6.2ns and 3.4ns respectively 

in our experiment. It is noted that 3.4ns delay is equivalent to free space propagation delay that 

incurred for 90cm Tx and Rx antenna separation, which is expected as in this case as Tx-Rx 

antennas are kept at 100cm apart. It is also noticed that the half power pulse width of the 

respective time domain responses illustrates noticeable difference. Channel impulse response 

shows less width depicting wider coherence bandwidth in frequency domain.  

The same approach can be carried out to measure transfer function of an unknown 

antenna operating in the same frequency band using the same measurement setup. If Tx antenna 

is replaced by the unknown antenna, the mentioned in (3.18) can be used to represent the transfer 

function of the antenna. 

𝐻𝑈𝑛𝑘𝑜𝑤𝑛(𝜔, 𝜃, 𝜑, 𝑟) =
𝐻𝑆𝑦𝑠𝑡𝑒𝑚(𝜔,𝜃,𝜑,𝑟)

𝐻𝑇𝑥_𝐴𝑛𝑡𝑒𝑛𝑛𝑎(𝜔,𝜃,𝜑)𝐻𝑅𝑥_𝐴𝑛𝑡𝑒𝑛𝑛𝑎(𝜔,𝜃,𝜑)
                  (3.18) 

 

A multipath channel can be characterized using the same approach. Multipath CIR can be 

formulated using IFFT of (3.19) and measured CIR can be used further to derive other statistical 

parameters to characterize the channel. 

 

𝐻𝑀𝑢𝑙𝑡𝑖𝑝𝑎𝑡ℎ(𝜔, 𝜃, 𝜑, 𝑟) =
𝐻𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑_𝑆𝑦𝑠𝑡𝑒𝑚(𝜔,𝜃,𝜑,𝑟)

𝐻𝑘𝑛𝑜𝑤𝑛_𝑇𝑥_𝐴𝑛𝑡𝑒𝑛𝑛𝑎(𝜔,𝜃,𝜑)𝐻𝑘𝑛𝑜𝑤𝑛_𝑅𝑥_𝐴𝑛𝑡𝑒𝑛𝑛𝑎(𝜔,𝜃,𝜑)
                (3.19) 

 

3.5 Conclusion 

 
In this chapter, a two-port network model approach is used for antenna trans-receiver 

systems to measure the time and frequency domain responses of Tx/Rx antenna, channel, and 

overall antenna system. Theory and corresponding measurements show the need to consider 
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antenna effects prior to characterize wireless channels. It is observed that antennas increase 

propagation delay and reduce the coherence bandwidth of the channel. Thus, an antenna 

independent channel measurements have been presented. Unknown antennas and multipath 

channel response have also been derived using the approach. Static channel which is 

characterized as a linear time invariant system has been considered in this approach. 

Observations for time variant channels where the Tx or Rx antennas or the surrounding objects 

are dynamic are subject to future research. 

Channel characterization and modeling in different indoor environments are important 

aspect in recent communication scenarios. In the next chapter an indoor static environment is 

studied to characterize the terminal independent channel metrices using frequency domain 

measurement approach. The closed form expressions proposed in this chapter are applied to 

obtain antenna independent channel metrices. Subsequently, channel models are devised to 

emulate the channel behavior in laboratory setup to design RF systems for those specific 

propagation environments. 
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Chapter 4 
Frequency Domain Ultra-Wide Band 
Channel Characterization and modeling 
in Indoor Static Environment 

 

4.1 Introduction 

Indoor propagation scenarios are changing rapidly due to the coexistence to larger 

number of electronic devices and diverse indoor construction using advanced building materials 

[1]. In static indoor scenarios, the presence of numerous scattering objects significantly increases 

the channel fading due to the vector addition of amplitude and phase varied multipath 

components (MPCs) at the receiving end. Because of the high dynamic range, frequency domain 

techniques based on a Vector Network Analyzer (VNA) efficiently assess an indoor static 

environment [2]. A distance and frequency-dependent indoor wireless channel characterization 

and modeling using the frequency domain approach is presented in this chapter for C, X, and Ku 

bands in both Line of Sight (LOS) and non-Line of Sight (nLOS) scenarios. The significance and 

advantages of this approach are listed below. 

1. The closed form expressions of the antenna trans-receiver system derived in the 

previous chapter using a two-port network model approach are used to deconvolute terminal 

dependencies of the propagation channels. Subsequently, terminal independent Channel Transfer 

Functions (CTFs) and corresponding Channel Impulse Responses (CIRs) are derived. 

Furthermore, statistical behavior of large- and small-scale fading parameters for C, X, and Ku 

bands is presented for LOS and nLOS scenarios which are independent of the measurement 

setup. 

2. A simple distance dependent large scale statistical path-loss model is proposed based 

on the terminal independent empirical data. Subsequently, a frequency dependent channel 

characterization and modeling of measured complex frequency responses are presented.  

3. A frequency domain 5th order Auto-Regressive (AR) model is presented for the small-

scale statistical variations of the channel. The model provides important insights regarding the 
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presence of multiple clusters and the nature of amplitude & phase variation of the multipath 

components (MPCs) in the indoor propagation environment.  

4. The proposed models are validated in frequency and time domain by comparing the 

model data with the measured results. 

 

4.2 Experimental Setup and Measurement Environment 

4.2.1 Measurement Setup 

Frequency domain measurement approach is found to be more efficient for channel 

characterization in static environments where real time scenarios are not considered. It is due to 

the availability of VNA with large dynamic range, low loss shielded RF cables and low noise 

active devices such as LNA, power amplifier or attenuator. Scattering matrix [S] of the radio 

channel is derived by the two-port measurement approach using a VNA and terminal antennas as 

depicted in the schematic in Fig. 4.1(a). In Fig. 4.1(b), the actual measurement setup used in the 

field measurements is illustrated. The measured complex S21 (Transmission Coefficient) as 

shown in (4.1) represents the Channel Transfer Function (CTF) of the channel including the 

terminal antenna effects. 

 

𝑆21 → 𝐻(𝑛𝛥𝑓)  =  𝑅𝑒[𝐻(𝑛𝛥𝑓)]  +  𝑖𝑚𝑔[𝐻(𝑛𝛥𝑓)]                               (4.1) 

 

where 𝑛 is the number of frequency samples taken within the specified band in the VNA 

 

Three sets of conical shaped monopole antenna pairs operating at C, X and Ku bands are 

used in the measurement campaign. These omnidirectional antennas exhibit low Radar Cross 

Section (RCS) and Voltage Standing Wave Ratio (VSWR) with constant gain in the operating 

bandwidth. These antennas are efficient to detect multipath components arriving from different 

directions. Two antennas of same band are attached to the Tx and Rx ports of the VNA to 

conduct channel measurement at that specific frequency band. Double shielded low loss RF 

cables (Make: Radial, Model: SHF8 and 1.2 dBm/m loss at 10GHz) [3] and connectors are used 

to minimize the coupling of external noises. The measured data is stored in a storage device thru 

the USB interface of the VNA as shown in Fig. 4.1(b) 
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The operating bandwidth (Bw) of the C, X and Ku bands are uniformly distributed in 

1601 (N) sampling points in the VNA; hence the frequency resolution is given as 𝑓𝑟𝑒𝑠= 
𝐵𝑤

𝑁−1
=

𝐵𝑤

1600
. The time resolution (𝑡𝑐𝑖𝑟) is the required delay for each multipath component and given by 

𝑡𝑟𝑒𝑠 = 1/𝐵𝑊. The time delay for each CIR is defined by the propagation delay by each 

frequency component and represented by 𝑡𝑐𝑖𝑟  = 1/𝑓𝑟𝑒𝑠 . It is observed that 𝑡𝑐𝑖𝑟  is large enough 

to the bin size or 𝑡𝑟𝑒𝑠 of all measurements. The maximum distance covered by the propagating 

signal within a single time delay of the channel impulse response is given as 𝐿𝐶𝐼𝑅 =

3 × 108 × (
1

𝑓𝑟𝑒𝑠
)  𝑚. The sweep time in the VNA is an important aspect to analyze the static and 

dynamic nature of the environment and given by 𝑡𝑆𝑊 = 1.5 × 𝑁 × (1/𝐼𝐹_𝐵𝑊) [4]. Bandwidth 

of the IF frequency (𝐼𝐹_𝐵𝑊) of the VNA is set in accordance with the sweep time. In general, 

𝐼𝐹_𝐵𝑊 of the band pass filter in the VNA is varied between 1Hz to 40 KHz depending upon the 

VNA make and model [4]. Sweep time decreases with increasing 𝐼𝐹_𝐵𝑊 that supports fast data 

processing; but at the same time the noise floor in the VNA is elevated hence many Multipath 

Components (MPCs) are remained undetected. Author has fixed the VNA 𝐼𝐹_𝐵𝑊 to 3 KHz to 

get optimum results. 𝑡𝑆𝑊 is also equivalent to the coherence time (𝑇𝑐) representing the time 

interval over which the frequencies of the CTFs remain invariant or within 3dB magnitude. The 

       

Tx Antenna Rx Antenna

VNA (E5071B)0.3-18GHz

Max +15dBm o/p power

USB Interface

Measured USB

Data Processing Unit

Low loss RF cable RF in/out

Different indoor 

measurement scenarios

              
                                                                                                     

 

(a)                                                                           (b) 

Fig. 4.1 (a) Schematic diagram of the measurement setup, and (b) Actual Measurement Setup in Laboratory 

environment 
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corresponding Doppler spread, 𝑓𝑚 (= 1/𝑇𝑐) is the inverse of the coherence time. In our 

measurement setup, 𝑓𝑚 is measured at 1.25Hz which is significantly close to static environment. 

The parameters discussed above are listed in Table 4.1 for C, X and Ku bands. 

  

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4.2.2 Measurement Scenarios and Data Acquisitions 

The measurement campaign is performed in the indoor environment of Jadavpur 

University campus in India. The measurement campaign is conducted in multiple laboratories, 

departmental corridors and classes of different shapes, sizes, and clutters. For the ease of analysis 

and subsequent presentation, the environments are categorized as Site-A (laboratories), Site-B 

TABLE 4.2: MEASUREMENT PARAMETERS IN C, X AND KU BAND 

Parameters Formulation C-Band X-Band Ku-Band 

Bandwidth 𝑓𝑈 − 𝑓𝐿 4-8 GHz 8-12 GHz 12-18 GHz 

Centre Frequency √𝑓𝐿𝑓𝑈 5.66 GHz 9.8 GHz 14.7 GHz 

Sweep time 𝑡𝑆𝑊 = 1.5 × 𝑁 × (1/𝐼𝐹_𝐵𝑊) 800ms 800ms 800ms 

Frequency resolution 𝑓𝑟𝑒𝑠= 
𝐵𝑤

𝑁−1
=

𝐵𝑤

1600
 2.5MHz 2.5MHz 3.75MHz 

Time Resolution 𝑡𝑟𝑒𝑠 = 1/𝐵𝑊 250ps 250ps 167ps 

Max. CIR length 𝐿𝐶𝐼𝑅 = 3 × 10
8 × (

1

𝑓𝑟𝑒𝑠
) 120m 120m 80m 

Max. Path Delay 𝑡𝑐𝑖𝑟  = 1/𝑓𝑟𝑒𝑠 400µs 400µs 267µs 

Doppler Spread 𝑓𝑚 = 1/𝑇𝑐=1/𝑡𝑆𝑊 1.25Hz 1.25Hz 1.25Hz 

 

                 TABLE 4.1: DETAILS OF THE DEVICES USED IN THE MEASUREMENT CAMPAIGN 

Vector 

Network 

Analyzer 

(VNA) 

Make and Model Agilent E5071B VNA 

Operating Frequency Range 0.3-26.5 GHz 

Calibration Type Manual 

Number of sample points 1601 

Power O/P 5dBm 

Noise Floor -120dBm 

RF Cables 

Make and Model Radial SHF8 model  

Power Loss in dB 1.2dBm/m loss at 10GHz 

Cable Length 2 m, 5 m 

RF Connector N, L Type 

Antennas 

Antenna Type Monopole 

Make and Model EM6865 Wideband 

Operating Frequency Band C, X, Ku band 

Input Impedance 50Ω 

Realized Gain 2.9dBi@ 1GHz 

5.1dBi@ 18GHz 

Polarization Used Vertical 
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(corridors) and Site-C (classes). The layout of the locations from each site (A, B, C) are shown in 

Fig. 4.2. Tx-Rx antenna position as well as the movement of the Rx antenna mast within few 

designated points on any specified room is depicted in the following images (Fig. 4.2).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The Tx antenna is placed at a fixed position (where the Internet Service Providers 

generally placed the access points or hotspots in an indoor environment) and the Rx node is 

moved within the site. The measurements are taken for Line of Sight (LoS) and non-Line of Site 

(n-LoS) antenna alignment scenarios. The Rx node is moved in 10 to15 different locations taking 

(0.5-1) meters gap (depending on room size) at each step as shown in Fig. 4.2(a). In order to 

minimize the local fluctuations while characterizing the small-scale fading, a large number of 

CTF data are captured within a small area around each Rx position. In this campaign the Rx mast 

is moved around a 4×4 premeasured square grid points (Fig. 4.2(d)) at each location where two 

adjacent points are separated by λ/2 distance (λ is the corresponding wavelength of 𝑓𝑅 = √𝑓𝑈𝑓𝐿 , 

which is the mean frequency value of C, X and Ku bands, and 𝑓𝑈 & 𝑓𝐿 are the upper / lower limit 

of any frequency band) 

                
 

                                           
 

 
Fig. 4.2 University indoor measurement environment with Tx and Rx positioning and movement of Rx mast in (a) 

Laboratory- Site-A, (b) Corridor Site-B, and (c) Classroom Site-C, (d) Premeasured 4×4 grid points of any Rx 

location at d meter away from Tx position 
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The measurement campaigns are conducted in the weekends to ensure optimum 

stationary environment (time-invariant). All entrance points, doors and windows are kept closed 

while taking the measurement. Minimum twists in the RF cables are ensured while moving the 

Tx or Rx must confirm negligible environmental variation in each measurement. We take 10 

snapshots of the complex CTFs within a specific time interval at each spatial grid points to 

observe the time invariability of the environments. It is observed that there is no perceptible 

difference between the measured snapshots in time; hence the channel is assumed to be static in 

nature. In total, 14K CTF sample data is collected from Site-A, B and C respectively and stored 

in an external storage device for post processing and subsequent analysis. 

 

4.3 Data Processing and Analysis 

4.3.1 Terminal Independent Propagation Channel Response  

The radiation pattern of an UWB antenna is frequency dependent [5] and at the same 

time the measured complex frequency responses are equipment setup and direction dependent. 

Consequently, the extracted measured data and subsequent analysis are antenna and 

measurement setup specific, thus unreliable for another setup. As a result, the derived models are 

also measurement setup specific. A limited number of authors in the open literature have 

conducted separate calibration of the measurement setup in anechoic chamber to deconvolute the 

terminal effects. In the previous chapter closed form analytical expressions are devised to derive 

standalone frequency and time domain channel response excluding the antenna and other 

terminal effects by a two-port network model approach of the antenna trans-receiver system. The 

schematic circuit representation is illustrated in Fig. 4.3. 

As investigated in the previous chapter, the measured [S] matrix of the radio channel 

represents the transfer function of the Tx antenna, 𝑇𝐹𝑡𝑥(𝑓, 𝜃, 𝜑), Rx antenna 𝑇𝐹𝑟𝑥(𝑓, 𝜃, 𝜑) and 

the trans-receiver system 𝑇𝐹𝐴𝑛𝑡𝑒𝑛𝑛𝑎 𝑆𝑦𝑠𝑡𝑒𝑚(𝑓, 𝜃, 𝜑) as follows.  

𝑇𝐹𝑡𝑥(𝑓, 𝜃, 𝜑) = √
2𝑆21

(1−𝑆11)(1+𝑆22)

𝑗𝜔

2𝜋𝐶0
𝑟𝑒𝑗𝛽𝑑                                        (4.2) 

 

𝑇𝐹𝑟𝑥(𝑓, 𝜃, 𝜑) = √
2𝑆21

(1−𝑆11)(1+𝑆22)

2𝜋𝐶0

𝑗𝜔
𝑟𝑒𝑗𝛽𝑑                                         (4.3) 

      

 𝑇𝐹𝐴𝑛𝑡𝑒𝑛𝑛𝑎 𝑆𝑦𝑠𝑡𝑒𝑚(𝑓, 𝜃, 𝜑) =
𝑆21

2
                                                         (4.4) 
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Fig. 4.3 Representation of the Antenna Trans-receiver system in two port network model approach (Cited from 

Chapter 3, Fig. 3.2) 

 

 

where C0, ( ,  ) and r denotes the velocity of light in free space, orientation of the main beam 

and Tx-Rx separation respectively. From the two-port model the overall system TF can be 

represented in frequency domain as shown in (4.4). 

 

𝑇𝐹𝐴𝑛𝑡𝑒𝑛𝑛𝑎 𝑆𝑦𝑠𝑡𝑒𝑚 = 𝑇𝐹𝑡𝑥 × 𝑇𝐹𝐶ℎ𝑎𝑛𝑛𝑒𝑙× 𝑇𝐹𝑟𝑥                                   (4.4) 

 

where 𝑇𝐹𝐶ℎ𝑎𝑛𝑛𝑒𝑙(𝑓, 𝜃, 𝜑) denotes the TF of the terminal independent propagation channel 

response and derived as,              

                                  𝑇𝐹𝐶ℎ𝑎𝑛𝑛𝑒𝑙(𝜔, 𝜃, 𝜑) =  
𝑇𝐹𝐴𝑛𝑡𝑒𝑛𝑛𝑎 𝑆𝑦𝑠𝑡𝑒𝑚

𝑇𝐹𝑇𝑥(𝜔,𝜃,𝜑) 𝑇𝐹𝑇𝑥(𝜔,𝜃,𝜑)
                                           (4.5) 

 

Subsequently, the terminal independent time domain CIR can be evaluated by taking Inverse 

Fast Fourier Transformation (IFFT) as sown below. 

 

𝐼𝑚𝑝𝑢𝑙𝑠𝑒 𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑒𝐶ℎ𝑎𝑛𝑛𝑒𝑙(𝑡, 𝜃, 𝜑) =  𝐼𝐹𝐹𝑇[𝑇𝐹𝐶ℎ𝑎𝑛𝑛𝑒𝑙(𝜔, 𝜃, 𝜑)] 

 

𝑰𝒊𝒏(𝝎) 𝑰𝒐𝒖𝒕(𝒇, 𝜽,𝝋, 𝒓) 

𝑽𝒔(𝝎) 
𝑽𝒊𝒏(𝝎) 

𝒁𝑰𝑵𝟏 𝒁𝑰𝑵𝟐 

𝑽𝒐𝒖𝒕(𝒇, 𝜽,𝝋, 𝒓) 

𝑹𝒙(𝒇, 𝜽,𝝋). 𝑬̃ (𝒇, 𝜽, 𝝋, 𝒓) 

𝒁𝒔 
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4.3.2 Data Processing 

All possible measures are taken to ensure time-invariant propagation channel. Also 10 

snapshots of the CTFs at different time span at 16 spatial grid points at all Rx position are taken 

to confirm any time-invariant and non-stationary nature of the channel. Thus, time and space 

averaged CTF data is considered to nullify any minute time fluctuation in the data with respect to 

time and space. Subsequently channel impulse responses are evaluated by using IFFT on the 

CTF’s shown in (4.6). Hamming window is used in the IFFT process to ensure nearly 41dB side 

lobe suppression [6] in the output. Real passband technique is used instead of complex baseband 

process while performing IFFT. A complete analysis and subsequent advantages of this process 

for UWB communication is discussed in [7]. To be brief, UWB is principally a career pulse 

communication system; thus, real pass band is more suitable due to zero padding prior to IFT.  

In general, CIR is represented by the ensemble average [2] of the received multipath with 

varying amplitude, phase and delay as shown in (4.7) which is well-studied in open literature. 

 

ℎ(𝜏, 𝑡; 𝑑) =  ∑ 𝑎𝑖(𝑡, 𝑑)𝑒
𝑗𝜃𝑖(𝑡,𝑑)𝛿(𝑡 − 𝜏𝑖)

𝐿
𝑖=1                                                (4.7) 

 

𝑎𝑖, 𝜃𝑖 and 𝜏𝑖 are the amplitude, phase and delay associated with each received multipath 

component (MPC) of total L number of MPCs. The power delay profile (PDP) is the squared 

representation of the corresponding CIRs [5] as shown in (4.8).  

 

                                       𝑃𝐷𝑃 =  |ℎ(𝜏, 𝑡; 𝑑)|2                                                                   (4.8) 

 

The propagation delay of the first arriving MPC causes an initial time delay in the 

measured PDPs. Also, the peak powers are varying for different sites and LoS/nLoS scenarios. 

For the convenience of further analysis, the PDPs are normalized in time and amplitude as 

discussed in [6]. The normalized PDPs at each spatial grid points are spatially averaged to obtain 

the averaged small-scale PDP to minimize the local spatial fluctuations. The noise threshold in 

the PDP is fixed at 40dB below the maximum peak power in the measured PDP to capture at-

least 80% of the total MPCs. It is observed that the threshold values of the measured PDPs are 

always greater than the strongest noise signal present in any specific environment. PDPs 

measured at C band at Site-A for LoS and nLoS scenarios is displayed in Fig. 4.4. It shows the 
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existence of multiple clusters with direct, diffuse, and single dominant MPCs with respect to 

time delay. 

 

   
(a)                                                                                 (b) 

 

Fig. 4.4 Typical Normalized channel Power Delay Profile (PDP) of sample data measured in C band at Site-A for 

(a) LOS and (b) nLOS scenarios 

 

 

 

4.4 Frequency and Distance dependent Large Scale Channel Model 

4.4.1 Frequency Dependent CTF  

The propagation channel is sounded by Continuous Wave (CW) for each frequency 

sample in the VNA (1601 samples at C, X, and Ku band), and the amplitude and phase varying 

replicas are received at the receiver end. The complex CTF of any specific operating band is thus 

the vector sum of all these CW replicas as represented in (4.9).  

 

𝐶𝑇𝐹 =  ∑ 𝐻(𝑓𝑖)
𝑁
𝑖=1                                                                    (4.9) 

 

The CTFs for C, X and Ku bands at Site-A for LOS scenarios are shown in Fig. 4.5. The 

least square linear fit lines for each band are also shown. The frequency dependencies of the 

propagation channel are evidenced by the decaying exponent of the linear regression lines of the 

bands. The measured complex CTFs are simply represented by cascading the mean and the 

small-scale variations as presented in (4.10). 

 

  𝐻(𝑓) =  𝐻(𝑓)̅̅ ̅̅ ̅̅ ̅. |𝐻(𝑓)|𝑚𝑒𝑎𝑛 𝑉𝑎𝑟𝑖𝑎𝑡𝑖𝑜𝑛                                                    (4.10) 

Direct  

Path 
Single 

Dominant 

Path 
Diffuse 

Path 

Single 

Dominant 

Path 
Diffuse 

Path Clusters 
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where 𝐻(𝑓)̅̅ ̅̅ ̅̅ ̅ is the small scale variation of the CTFs. 

 

            
(a)                                                                              (b)                                                 

 

 
                                                    (c) 

 

Fig. 4.5 Complex Channel Transfer Function (CTF) of indoor propagation channel at Site-A and corresponding least 

square linear fit lines of (a) C band, (b) X Band and (c) Ku Band at LOS scenarios. 

 

Authors in the open literature have suggested two methods to represent the frequency 

dependency of the |𝐻(𝑓)| [36]. In power law representation the complex frequency domain 

channel response is represented in (4.11). 

 

|𝐻(𝑓)|𝑚𝑒𝑎𝑛 𝑉𝑎𝑟𝑖𝑎𝑡𝑖𝑜𝑛 = 𝐴. (𝑓 ⁄ 𝑓𝑅)
−𝛾                                                    (4.11) 

 

On the other hand, the exponential variation [37] is presented as below. 

 

20𝑙𝑜𝑔10|𝐻(𝑓)|𝑚𝑒𝑎𝑛 𝑉𝑎𝑟𝑖𝑎𝑡𝑖𝑜𝑛 = 𝐴̅. 𝑒
−𝛾̅𝑓                                                (4.12)  

 

𝐴 and 𝛾 is the proportionality constant and power exponent respectively. Also 𝑓𝑅 is the mean 

frequency value of each operating band as depicted in Table 4.2. In this work power law is 

20log10A 

fR 

Measured 
CTF 
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considered for its wide acceptability in the literature including IEEE 802.15.4a [19] standard for 

UWB indoor channel modelling.  

In frequency domain CTFs are presented by the measured S21; hence transmitted and 

receive power ratio is presented as below.   

                                        
𝑃𝑡

𝑃𝑟
 =  

1

|𝐻(𝑓)|2
                                                               (4.13) 

 

Subsequently, the frequency dependent path loss is given as below. 

 

𝑃𝑙(𝑓) =  10 log10 (
𝑃𝑡

𝑃𝑟
) =  10 log10

1

|𝐻(𝑓)|2
= −20 log10|𝐻(𝑓)| =  −20 log10{𝐴. (𝑓 ⁄ 𝑓𝑅)

−𝛾}   

𝑜𝑟             𝑃𝑙(𝑓) =  −20 log10 𝐴 +  20𝛾 log10(𝑓 ⁄ 𝑓𝑅)                             (4.14) 

at 𝑓 = 𝑓𝑅, 𝑃𝑙(𝑓)𝑅 = −20 log10 𝐴    

 

where Pl(f)R represents the interception point of the regression lines as shown in Fig. 4.5. The 

corresponding values at different sites and operating bands are listed in Table 4.3.  

 

 

 

 

 

 

 

 

 

 

 

 
 
 

TABLE 4.3: EMPIRICAL FREQUENCY DEPENDENT PATH-LOSS PARAMETERS −20 log10 𝐴  and 𝛾 

Locations 

Statistical 

Parameters 

C BAND X BAND Ku BAND Antenna 

Alignment    

𝑀𝑒𝑎𝑛 𝑆𝐷 𝑀𝑒𝑎𝑛 𝑆𝐷 𝑀𝑒𝑎𝑛 𝑆𝐷 

Site-A 

−20 log10 𝐴 (dB) 30.67 Na 37.11 Na 43.19 Na LoS 

𝛾 0.89 0.11 1.1 0.12 1.26 0.12 LoS 

−20 log10 𝐴 (dB) 33.82 Na 39.29 Na 49.07 Na NLoS 

𝛾 0.92 0.13 1.19 0.15 1.31 0.16 NLoS 

Site-B 

−20 log10 𝐴 (dB) 29.36 Na 33.31 Na 39.03 Na LoS 

𝛾 0.75 0.03 0.89 0.04 1.01 0.06 LoS 

−20 log10 𝐴 (dB) 27.55 Na 35.78 Na 44.67 Na NLoS 

𝛾 0.82 0.5 0.85 0.05 1.13 0.07 NLoS 

Site-C 

−20 log10 𝐴 (dB) 31.92 Na 34.82 Na 41.65 Na LoS 

𝛾 0.63 0.06 0.99 0.07 0.96 0.08 LoS 

−20 log10 𝐴 (dB) 32.21 Na 36.48 Na 43.98 Na NLoS 

𝛾 0.86 0.09 1.03 0.1 0.99 0.7 NLoS 
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4.4.2 Distance dependent CTF  

In (4.13), 𝑃𝑙(𝑓)𝑅 is the path loss at a specific reference frequency 𝑓𝑅 at a distance d. 

From the measured complex frequency response data 𝐻(𝑓𝑖 , 𝑡𝑗: 𝑑) the path loss is measured as 

follows [2]. 

𝑃𝑎𝑡ℎ𝑙𝑜𝑠𝑠(𝑑) =  
1

𝑝𝑞
∑ ∑

1

|𝐻(𝑓𝑖,𝑡𝑗:𝑑)|
2

𝑞
𝑗=1

𝑝
𝑖=1                                                (4.15)  

 

where p is the frequency range or samples and q is the snapshots of the frequency responses 

within specific measurement span at a distance d. Depending upon the environment the received 

signal power is varied by 1/𝑑𝛼, where α is the path-loss exponent. Thus the distance dependent 

path loss expression in dB considering channel fading caused by different physical phenomenon 

[4.8-4.13] is define in (4.16). 

 

𝑃𝑎𝑡ℎ𝐿𝑜𝑠𝑠(𝑑)|𝑑𝐵 = 𝑃𝐿0 + 10𝛼 log (
𝑑

𝑑0
) + 𝒳𝜎(𝑑)𝑑 > 𝑑0                              (4.16) 

 

where 𝑃𝐿0(intercept point) is the path loss at 𝑑0 = 1𝑚, 10𝛼 log(𝑑/𝑑0)is the mean path loss with 

respect to 𝑑0 and 𝒳𝜎(𝑑) is the log-normal shadow fading in dB. 

 

I. Scattering Plot 

Figures 4.6(a) and 4.6(b) show the scatter plot of (4.16) in the C, X, and Ku bands in 

Site-A for LOS and nLOS scenarios, respectively. The loss exponents and intersection locations 

are calculated using the least square linear fit lines. Shadow fading corresponds to deviation from 

the Least square linear fit line. The spatially varying shadow fading (𝒳𝜎(d)) is also observed to 

be normally distributed. 

It is apparent in the above plots that shadow fading increases for higher frequency bands 

and nLOS condition as a result of larger attenuation and increased MPCs. At higher frequency 

bands small objects become comparable with the operating wavelengths hence scattered the 

impinging signals which increases the loss. All distance dependent path-loss parameters such as 

𝑃𝐿0, 𝛼 and 𝒳𝜎 are measured at Site-A, Site-B and Site-C respectively in C, X and Ku bands and 

arranged in Table 4.3. 



 Chapter 4: UWB Freq. Domain Channel Characterization  

97 

 

       
 

 

 

II. Findings from scattering plots 

Few important conclusions are devised from the analysis of the statistical distributions of 

the measured large scale channel parameters as follows. 

Intercept Point (𝐏𝐋𝟎): It is the signal strength at 1m distance from Tx antenna. The 

measured 𝑃𝐿0for nLOS and LoS are very similar as shown in Table 4.3. This is attributed to the 

absence of any obstacle within 1m of T-R separation. Though intercept values reduce slightly 

with higher frequency bands due to higher losses. 

 

 

 

 

 

 
 
 
 
 
 
 

 

 

       TABLE 4.4: STATISTICAL DATA OF DISTANCE DEPENDENT   PATHLOSS PARAMETERS 𝑃𝐿0, 𝛼, AND 𝒳𝜎 

Locations 
 C BAND X BAND Ku BAND Antenna 

Alignment 𝑀𝑒𝑎𝑛 𝑆𝐷 𝑀𝑒𝑎𝑛 𝑆𝐷 𝑀𝑒𝑎𝑛 𝑆𝐷 

SITE-A 

PL0(dB) 25 Na 31 Na 28 Na LOS 

α 1.8 0.2 2.1 0.4 2.5 0.6 LOS 

𝒳σ(dB) 2 0.3 2.5 0.5 3.1 0.7 LOS 

PL0(dB) 37 Na 36 Na 38 Na NLOS 

α 2.6 0.9 3.7 1.2 4.5 1.8 NLOS 

𝒳σ(dB) 2.3 0.4 2.9 0.8 3.6 1.2 NLOS 

SITE-B 

PL0(dB) 25 Na 31 Na 28 Na LOS 

α 1.8 0.2 2.1 0.4 2.5 0.6 LOS 

𝒳σ(dB) 2 0.3 2.5 0.5 3.1 0.7 LOS 

PL0(dB) 37 Na 36 Na 38 Na NLOS 

α 2.6 0.9 3.7 1.2 4.5 1.8 NLOS 

𝒳σ(dB) 2.3 0.4 2.9 0.8 3.6 1.2 NLOS 

SITE-C 

PL0(dB) 25 Na 31 Na 28 Na LOS 

α 1.8 0.2 2.1 0.4 2.5 0.6 LOS 

𝒳σ(dB) 2 0.3 2.5 0.5 3.1 0.7 LOS 

PL0(dB) 37 Na 36 Na 38 Na NLOS 

α 2.6 0.9 3.7 1.2 4.5 1.8 NLOS 

𝒳σ(dB) 2.3 0.4 2.9 0.8 3.6 1.2 NLOS 

 
 

 

(a)                                                                                      (b) 

Fig. 4.6 Scattering plot of spatially varied time averaged pathloss data of indoor propagation channel at Site-A in C, 

X, and Ku Bands with corresponding least square linear fit line in (a) LOS and (b) nLOS scenarios. 
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Shadow fading (𝓧𝛔): 𝒳𝜎 shows zero mean Gaussian distribution in any specific location. 

The Cumulative Distribution Functions (CDF) plot of 𝒳𝜎 at Site-B for C, X and Ku bands at LoS 

and nLoS alignments are shown in Fig. 4.7. 

 
 

Fig. 4.7 CDF plot of shadow fading 𝒳𝜎at three distinct operating bands and LOS/nLOS scenarios at Site-B. 

 

It is interesting to note that at specific frequency band the standard deviation of the shadow 

fading is normally distributed over multiple sites with varying mean and alignment scenarios 

(LoS and nLoS). As an example, Fig. 4.8 illustrates the CDF plot of standard deviation 𝜎𝑠 of 𝒳𝜎 

at C band at Site-A, Site-B and Site-C respectively for LoS and nLoS scenarios. 

 

 
(a)                                                                                      (b) 

 

Fig. 4.8 CDF plot of standard deviation 𝜎𝑠of shadow fading 𝒳𝜎  at C band for LoS and nLoS scenario at Site-A for 

(a) LoS and (b) nLoS scenario 

 

It is also noted that at any specific location the 𝜎𝑠 also normally distributed for multiple 

frequency bands and alignment scenarios. As shown in Fig. 4.9, the CDF plot of standard 

deviation 𝜎𝑠 at C, X and Ku bands at Site-A for LoS and nLoS conditions are normally 

distributed. 
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(a)                                                                           (b) 

 

Fig. 4.9 CDF plot of 𝜎𝑠 of 𝒳𝜎  for C, X and Ku band at Site-A for (a) LOS and (b) nLOS scenarios. 

 

 

Site-A (Laboratories) shows larger variation due to the presence of large number of scatterers, 

while Site-B shows least variation as it represents the corridors with least scatterer. The corridors 

are constructed in the shape of a rectangular tunnel, which acts as a guided structure for RF 

transmission.  It is observed that statistical means 𝜇 of 𝜎𝑠 is gradually shifted to higher values for 

higher frequency bands due to larger fluctuations in the received signal. It increases further in 

nLoS scenarios which are attributed to the presence of obstructions in direct path. Probability of 

the statistical mean 𝜇 of the standard deviation 𝜎𝑠 in random rooms at Site A, B and C in LoS 

and nLoS scenarios are found to be normally distributed as shown in Fig. 4.10. 

 

 
 

 

 

Pathloss exponent(𝛂): Pathloss exponent 𝛼 distributed normally (𝜇𝛼, 𝜎𝛼)for spatial 

variations in any specific site. The exponent 𝛼 in C, X and Ku band at Site-A for different Tx-Rx 

Fig. 4.10 Probability of the statistical mean 𝜇 of the standard deviation 𝜎𝑠 of the shadow fading in random multiple 

rooms at Site A, B and C in LoS and nLoS scenarios and found to be normally distributed. 
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alignments is depicted in Fig. 4.11. It is noted that at higher frequencies the losses and 

subsequently the exponents also increase.  

 

   
(a)                                                                         (b) 

Fig. 4.11 CDF plot of 𝛼 for C, X and Ku band at Site-A for (a) LOS and (b) nLOS scenarios. 

 

 

Fig. 4.12 shows the variation of 𝛼 for C band at Site-A, Site-B and Site-C at LoS and 

nLoS respectively. In nLoS scenarios the exponent is increased slightly due to the non-existence 

of any direct path between the Tx-Rx antennas. Site-A depicts the largest variation in the loss 

exponent, whereas Site-B has the least fluctuation. 

  
 

(a)                                                                                         (b) 

Fig. 4.12 CDF plot of 𝛼 at C band at Site-A for (a) LOS and (b) nLOS scenario    

 

 

Fig. 4.13 shows the path loss exponent for multiple random locations in Site-A, B and C 

are normally distributed. For nLOS conditions the exponents are slightly larger. 
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Fig. 4.13 Probability distribution of pathloss exponent in multiple indoor environments in Site A, B and C 

respectively in LoS and NLoS scenarios along with the normally distributed line. 

 

 

4.4.3 Large Scale Pathloss Model 

A simple large scale statistical path loss model for UWB propagation in indoor 

environments is proposed based on data from 14K measured samples in the C, X, and Ku bands 

for LoS and nLoS situations. The intercept point remains invariable as discussed earlier. Pathloss 

exponents are shown to be normally distributed, 𝒩(𝜇𝛼, 𝜎𝛼). Hence loss exponent is represented 

as follows. 

 

𝛼 =  𝜇𝛼 + 𝑘1𝜎𝛼                                                                  (4.17) 

 

where 𝑘1 is a zero-mean Gaussian variate of unit standard deviation N[0,1]. Shadow fading 𝒳𝜎is 

also follow Gaussian distribution with zero mean.  

 

Thus, 𝒳𝜎 = 𝑘2𝜎                                                                (4.18) 

 

We observe that the standard deviation of shadow fading is a random variable and normally 

distributed over all the measurement locations as discussed in the last section. 

 

Hence,  𝜎 =  𝜇𝑠 + 𝑘3𝜎𝑠                                                      (4.19) 

 

𝑘2 and 𝑘3 in (4.18) and (4.19) are zero-mean Gaussian variate of unit standard deviation N[0,1]. 

Rearranging (4.16) to (4.19) the pathloss equation can be rearranged as follows. 
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𝑃𝑎𝑡ℎ𝐿𝑜𝑠𝑠(𝑑)|𝑑𝐵 = 𝑃𝐿0 + 10𝛼 log (
𝑑

𝑑0
) + 𝒳𝜎(𝑑) 

= 𝑃𝐿0 + 10(𝜇𝛼 + 𝑘1𝜎𝛼) log (
𝑑

𝑑0
) + 𝑘2𝜎 

          = 𝑃𝐿0 + 10(𝜇𝛼 + 𝑘1𝜎𝛼) log (
𝑑

𝑑0
) + 𝑘2(𝜇𝑠 + 𝑘3𝜎𝑠) 

                      =[𝑃𝐿0 + 10𝜇𝛼 log (
𝑑

𝑑0
)] + {10𝑘1𝜎𝛼 log (

𝑑

𝑑0
) + 𝑘2𝜇𝑠 + 𝑘2𝑘3𝜎𝑠}            (4.20) 

 

 

The 1st and 2nd term of (20) represents the median path loss and random variation. The 2nd term is 

not exactly Gaussian as (𝑘2 × 𝑘3) shows non-Gaussian nature. However, this product is 

negligibly small in comparison to other two Gaussian terms. Thus the 2nd term can be estimated 

to zero mean random variate. Standard deviation of the 2nd term is derived as follows.  

𝜎𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 = √100𝜎𝛼2(log (
𝑑

𝑑0
))
2

+ 𝜇𝑠2 + 𝜎𝑠2 

Thus, using this proposed statistical model as derived in (4.20) the received signal can be 

simulated using the statistical variations of different large-scale parameters listed in Table 4.4.   

 

 

4.5 Frequency Domain Channel Model 

 

      In the previous section large scale fading is characterized by frequency and distance 

dependent statistical models. In this section the small-scale variations of the CTFs are 

investigated using frequency domain Autoregressive (AR) process to model the small scale 

indoor fading channel. In general, the time domain AR process is applied for spectral estimation 

[38]. Similar approach is invoked in frequency domain to model the measured complex 

frequency responses in an indoor propagation channel [7, 10, 14]. Complex CTFs can be 

represented by 𝑟𝑡ℎ order AR process as illustrated in (4.21) [16]. 

 

𝐻(𝑓𝑛, 𝑡; 𝑑) = ∑ 𝐴𝑖𝐻(𝑓𝑛−𝑟 , 𝑡; 𝑑)
𝑟
𝑖=0 + 𝑁(𝑓𝑛)                                              (4.21) 

 

1st 
2nd 
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where, 𝑛: 1,2,3,…𝑁;  𝑁 is the total frequency samples of the VNA (1601samples),  𝐻(𝑓𝑛, 𝑡; 𝑑) is 

the complex CTF of 𝑛𝑡ℎ sample at distance d and 𝐴𝑖  is the complex model coefficient. 𝑁(𝑓𝑛) is 

the 𝑛𝑡ℎ  sample of the independent and identically distributed (𝑖. 𝑖. 𝑑) complex white noise 

process with zero-mean and 𝜎𝑁
2 variance. Consequently, 𝐻(𝑓𝑛, 𝑡; 𝑑) is represented by an all-pole 

linear Infinite Impulse Response filter (IIR) in (4.22), where the input of the filter is the white 

Gaussian process [19].  The transfer function of the AR process is derived in (4.23).  

 

𝐻(𝑧) = ∑ 𝐻(𝑓𝑛)𝑛 𝑍−𝑛                                                                  (4.22) 

 

 

𝐺(𝑧) =
𝐻(𝑧)

𝑁(𝑍)⁄  

 

𝐺(𝑧) =
1

1−∑ 𝐴𝑖𝑧
−𝑖𝑟

𝑖=0

  = ∏
1

1−𝐴𝑖𝑧
−1

𝑟
𝑖=1                                              (4.23) 

 

The AR coefficients 𝐴𝑖 can be derived using Ordinary Least Square procedure or from 

the solution of method of moment-based Yule-Walker equations. These processes are well 

established and discussed in detail in the open literature [17]. In brief, the solution can be 

obtained by taking the autocorrelation of (4.21) as follows. 

 

                           Thus,  𝑅𝐻𝐻(𝑞) =  ∑ 𝐻(𝑓𝑛)𝐻(𝑓𝑛−𝑞) 
𝑟
𝑖=1  

                                                   =   ∑ 𝐴𝑖𝑅𝐻𝐻(𝑞 − 𝑖)
𝑟
𝑖=1   +  𝜎𝑁

2 𝛿(𝑞)             

                                                                                                { 𝛿(. ) Is the delta function}   

 

   Putting 𝑞 = −𝑞,          𝑅𝐻𝐻(−𝑞) =  ∑ 𝐴𝑖𝑅𝐻𝐻(𝑖 − 𝑞)
𝑟
𝑖=1   +  𝜎𝑁

2  𝛿(−𝑞),        𝑞 > 0 

              = ∑ 𝐴𝑖𝑅𝐻𝐻(𝑖 − 𝑞)
𝑟
𝑖=1                                                                    (4.24) 

 

    Further the variance of the white noise excitation 𝜎𝑁
2 is derived by putting 𝑞 =  0; 

𝑅𝐻𝐻(0) =  ∑𝐴𝑖𝑅𝐻𝐻(𝑖)

𝑟

𝑖=1

  +  𝜎𝑁
2  𝛿(0) 

𝜎𝑁
2 =  𝑅𝐻𝐻(0) − ∑ 𝐴𝑖𝑅𝐻𝐻(𝑞)

𝑟
𝑖=1                                                    (4.25) 

      It is noted that the proposed AR model does not includes any initial condition hence the 

complexities are decreased with respect to the previously proposed AR models [9]. 
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4.5.1 Order selection of the AR model 

        In the literature authors have suggested many methods to find the orders of AR process such 

as SVD (singular value decomposition) [40] and AIC (Akaike’s Information Criterion). The AIC 

method is represented in (4.26) and well discussed in [16]. 

 

                        𝐴𝐼𝐶 = log(𝑙) + 2𝑛/𝑁                                                            (4.26) 

 

where 𝑙 is the loss function, 𝑛 and N are the number of estimated parameters and data 

respectively. In a nutshell, as the model order increases, the AIC value decreases. It is also noted 

that AIC values change insignificantly beyond a certain higher order, and this order number is 

chosen for the optimal model estimation. It is also noticed that as the model's order increases, so 

does its complexity; consequently, a tradeoff between model order estimation and complexity is 

asserted. 

 

 

 

 

It is suggested in the literature [10] that a 2nd order AR process is sufficient to model the 

indoor and underground tunnel environment to characterize an UWB channel. Chandra et al. 

proposed a 5th order AR model [7] within a vehicular environment. Authors in [7] compare the 

𝐻(𝑓𝑛, 𝑡; 𝑑) +

 𝐴1𝐻(𝑓𝑛−1, 𝑡; 𝑑) +

 𝐴𝑎2𝐻(𝑓𝑛−2, 𝑡; 𝑑) +

 𝐴3𝐻(𝑓𝑛−3, 𝑡; 𝑑) +

𝐴𝐻(𝑓𝑛−4, 𝑡; 𝑑) +

𝐴5𝐻(𝑓𝑛−5, 𝑡; 𝑑) = 𝑁(𝑓𝑛)                                                

𝑁(𝑓𝑛)       

𝐴1 

𝐴2 

𝐴5 

𝐻(𝑓𝑛, 𝑡; 𝑑) 

𝑧−1 

𝑧−1 

𝑧−1 

𝐻(𝑓𝑛−2, 𝑡; 𝑑) 

𝐻(𝑓𝑛−5, 𝑡; 𝑑) 

𝐻(𝑓𝑛−1, 𝑡; 𝑑) 

Fig. 4.14(a) Schematic representation of IIR filter model of the 5th order AR process as derived in (4.27) 

(4.27) 
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measured PDP with the computer simulated 2nd and 5th order model data. It shows that 5th order 

model data matches very well with the measured data, specifically the power peaks of the 

received power of the first and subsequent clusters; but slightly delayed in case of 2nd order AR 

model. In our work we abstain from rigorous derivation of partial autocorrelation and subsequent 

AIC to find the order number; rather proceed with 5th order as proposed in most of the previous 

work for indoor channel modeling. The representation of the 5th order model is shown in (4.27). 

 

 

I. Characterization of the model Parameters 

The Poles of the model: Frequency domain AR model can be represented by the poles of its 

transfer function in (4.22). Each pole represents a cluster of reflectors where from the propagated 

signals get reflected. In time domain spectral estimation using AR process, the poles closer to the 

unit circle shows higher power at a specific frequency associated with the argument of the pole; 

thus, the frequency can be derived from the argument or angle of that pole [7, 14] as follows. 

 

𝑓𝑝𝑖 = 
argument(𝑝𝑖)

(2𝜋𝑡𝑠)
⁄                                                        (4.28) 

 

where 𝑝𝑖 is the p-th pole and ts is the sampling period. Subsequently in frequency domain 

approach, the poles closer to the unit circle depict significant power at the delay associated with 

the argument of the pole; thus, the delay associated with a specific pole [7, 14] is derived as 

below. 

 

 𝑑𝑒𝑙𝑎𝑦𝑝𝑖 =
argument(𝑝𝑖)

(2𝜋𝑓𝑠)
⁄                                                   (4.29) 

 

where 𝑓𝑠 represents the sampling frequency. The poles closer to the unit circle have larger impact 

on the cumulative power of the power delay profiles (PDP). The power of the poles reduced 

gradually as shift away from the unit circle. The amplitude and phase of each pole of the 5th 

order AR model is derived from the transfer function of the AR filter and listed in Table V for C, 

X and Ku in LoS and nLoS scenarios at SITE-A. The poles are considered for the Tx-Rx 

separation at 2, 4, 6, 8 and 10 m respectively. It is important to note that poles are distinctly 
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located in five different areas where each area defines the multipath cluster. It's important to note 

that as the number of poles increases, the argument of the poles increases as well, resulting in an 

increase in the required time to reflect from the specific cluster. The poles are also shifted away 

from the unit circle with increasing delay, indicating that the poles have smaller amplitude. Poles 

with longer delays and smaller amplitudes have a minor contribution to the model parameters. 

It's worth noting that when operating frequencies rise, the pole disperses, the amplitude decreases 

hence the poles move away from the unit circle, as seen in Fig. 4.14(b).  
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Fig. 4.14(b) Complex Z–plane scatter plot of 5th order AR model of C, X and Ku band LOS scenarios.   

 

 

It's important to note that the poles in SITE-A are the most dispersed due to the presence 

of numerous scatterers at the Laboratories, whilst the corridors in SITE-B are the least dispersed 

due fewest scatterers. Many of these places may contain a considerable number of clusters, but 
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the transmitted signal is dispersed or reflected (many times) in the path where the overall 

contribution of these MPCs to the cumulative PDP are negligible, therefore ignored. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

It is interesting to observe that the amplitude variation of the poles in each cluster are 

negligible hence the poles amplitudes can be represented simply by taking the average of all the 

poles in any specific cluster. Thus, the averaged poles for 5th order AR process for C, X and Ku 

bands are shown below for LoS scenarios for SITE-A. 

TABLE 4.5: AMPLITUDE AND PHASE OF EACH POLE OF THE 5TH
 ORDER AR MODEL FOR C, X 

AND KU BAND AT LOS SCENARIO 

Freq. and 
Alignment 

Tx-Rx 
Gap 
(m) 

IID Noise variance 

Poles Amplitude Poles Phase 

ǀ𝑝1ǀ ǀ𝑝2ǀ ǀ𝑝3ǀ ǀ𝑝4ǀ ǀ𝑝5ǀ 𝑟𝑎𝑑 𝑝1 𝑟𝑎𝑑 𝑝2 𝑟𝑎𝑑 𝑝3 𝑟𝑎𝑑 𝑝4 𝑟𝑎𝑑 𝑝5 

C Band 
And 
LOS 

scenario 

2 0.031854 0.9917 0.8767 0.8013 0.7102 0.6213 -0.1024 -1.7564  -2.892 2.3563 1.8901 

4 0.048703 0.9867 0.8871 0.7983 0.6951 0.6621 -0.2327 -1.8525 -2.2987 2.5629 1.7536 

6 0.059993 0.9921 0.8624 0.8761 0.6501 0.6011 -0.3478 -1.5567 -2.9043 2.1246 1.6730 

8 0.126358 0.9654 0.8431 0.8103 0.7011 0.5809 -0.1935 -1.6453 -2.8965 2.1035 1.5622 

10 0.111819 0.9756 0.8962 0.7503 0.6601 0.5533 -0.2015 -1.8957 -3.1021 1.9097 2.0014 
 

X Band 
And 
LOS 

scenario 

2 0.031403 0.8823 0.6134 0.5022 0.4897 0.3879 -0.2091 -1.8980 -3.0132 1.9903 1.0912 

4 0.034295 0.8711 0.6632 0.5591 0.4011 0.4022 -0.1930 -2.1093 -2.9981 1.7893 1.2034 

6 0.062599 0.8021 0.7012 0.5602 0.3901 0.4590 -0.1568 -2.6712 -2.8356 2.0178 1.3901 
8 0.074846 0.9045 0.7123 0.4971 0.4427 0.3709 -0.1927 -1.8945 -2.4783 2.1125 1.3452 

10 0.094372 0.8911 0.6539 0.5788 0.4711 0.3786 -1.1023 -1.7623 -3.0013 2.0183 1.5632 
 

Ku Band 
And 
LOS 

scenario 

2 0.056437 0.8051 0.7745 0.4423 0.3345 0.2214 -0.1309 -1.2674 -2.8934 2.9003 1.8963 

4 0.059015 0.7984 0.7046 0.3902 0.4209 0.3592 -0.2893 -1.7923 -1.8934 2.0456 1.5683 

6 0.061952 0.8820 0.6907 0.5390 0.4021 0.3103 -0.3278 -1.9091 2.9901 2.8945 1.9974 

8 0.0984646 0.8233 0.7305 0.5582 0.3734 0.2904 -0.7893 -2.2673 -3.1066 2.2351 2.1061 

10 0.1625745 0.7756 0.6890 0.4284 0.3906 0.3401 -1.0123 -2.0912 2.9879 1.9034 2. 0034 

 

 

TABLE: 4.6 AMPLITUDE AND PHASE OF EACH POLE OF THE 5TH
 ORDER AR MODEL FOR C, X AND 

KU BAND AT NLOS SCENARIO 

Freq. and 

Alignment 

Tx-Rx 

Gap 

(m) 

IID Noise 

variance 

Poles Amplitude Poles Phase 

ǀ𝑝1ǀ ǀ𝑝2ǀ ǀ𝑝3ǀ ǀ𝑝4ǀ ǀ𝑝5ǀ 𝑟𝑎𝑑 𝑝1 𝑟𝑎𝑑 𝑝2 𝑟𝑎𝑑 𝑝3 𝑟𝑎𝑑 𝑝4 𝑟𝑎𝑑 𝑝5 

C Band 

And 

nLOS 

scenario 

2 0.1455036 0.9834 0.8032 0.7745 0.6902 0.5129 -0.1561 -1.8934  -2.6734 2.7845 1.4562 

4 0.1817289 0.9735 0.8523 0.7763 0.8034 0.7021 -0.2561 -1.7845 -2.3471 2.7882 1.6653 

6 0.1493972 0.9839 0.8203 0.8201 0.8890 0.5204 -0.4351 -1.6731 -2.9901 2.4523 1.5671 

8 0.1487003 0.9766 0.8022 0.7590 0.7103 0.5572 -0.5682 -1.7821 -2.6735 2.0034 1.3212 

10 0.2062462 0.9482 0.9012 0.8837 0.7506 0.6688 -0.3671 -1.9967 -3.0451 1.8956 1.8914 

 

X Band 

And 

nLOS 

scenario 

2 0.1033449 0.9023 0.6501 0.6893 0.5094 0.4021 -0.2271 -2.1452 -2.9995 1.9903 0.9912 

4 0.1595339 0.8893 0.7034 0.4803 0.4426 0.6565 -0.2034 -2.3619  .78311 1.7893 1.0034 

6 0.1785711 0.7906 0.7123 0.6245 0.5205 0.6670 -0.2893 -2.8748 -2.4321 2.0178 0.9901 

8 0.1611253 0.9201 0.7967 0.5807 0.4072 0.4108 -0.3903 -2.0983 -2.9197 2.1125 0.9452 

10 0.1680049 0.7934 0.8022 0.5572 0.5901 0.3909 -1.0017 -1.9673  3.0061 2.0183 1.4521 

 

Ku Band 

And 

nLOS 

scenario 

2 0.1201249 0.7834 0.5994 0.3945 0.3084 0.4120 -0.1783 -1.3782 -2.7634 2.7659 1.7851 

4 0.1547589 0.9031 0.8126 0.6023 0.3399 0.2790 -0.3482 -1.8970 -1.9839 1.9878 1.4072 

6 0.1561856 0.8934 0.7309 0.4892 0.4098 0.4044 -0.6581 -1.7869 2.5672 2.5673 1.8760 

8 0.1455036 0.8367 0.7745 0.5901 0.4691 0.3788 -0.9981 -2.1183 2.9988 2.0121 1.0045 

10 0.1817289 0.7936 0.6923 0.4439 0.2901 0.3167 -1.1097 -2.3289 -2.7896 2.0099 1.9932 
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Poles for nLoS scenarios are also derived in similar way. Also, the pole arguments are related 

with the corresponding delay of the clusters using (4.30). It is noted that the phase of the poles at 

each cluster is gradually increasing in nature; hence the phases are presented using linear 

regression line based on Tx and Rx separation. The lines for C, X and Ku bands at three different  

sites for LoS scenario are shown below. The lines for nLoS condition are also derived in similar 

way. 

 

𝑆𝐼𝑇𝐸 − 𝐴    |𝑃𝑛
𝐶 𝐵𝑎𝑛𝑑| =  

(

 
 

0.9823
0.8731
0.7027
0.6833
0.6037)

 
 

,   |𝑃𝑛
𝑋 𝐵𝑎𝑛𝑑| =  

(

 
 

0.8702
0.6688
0.5394
0.4389
0.3997)

 
 

,  |𝑃𝑛
𝐾𝑢 𝐵𝑎𝑛𝑑|  =  

(

 
 

0.8168
0.7178
0.4716
0.3843
0.3042)

 
 

 

𝑆𝐼𝑇𝐸 − 𝐵  𝐴|𝑃𝑛
𝐶 𝐵𝑎𝑛𝑑|  =  

(

 
 

0.9352
0.8450
0.8934
0.8390
0.8211)

 
 

,   |𝑃𝑛
𝑋 𝐵𝑎𝑛𝑑|  =  

(

 
 

0.8392
0.7192
0.6932
0.6502
0.6262)

 
 

,   |𝑃𝑛
𝐾𝑢 𝐵𝑎𝑛𝑑| =  

(

 
 

0.8277
0.7234
0.7630
0.6972
0.5941)

 
 

 

𝑆𝐼𝑇𝐸 − 𝐶  |𝑃𝑛
𝐶 𝐵𝑎𝑛𝑑|  =  

(

 
 

0.9569
0.7781
0.5781
0.5170
0.5041)

 
 

,   |𝑃𝑛
𝑋 𝐵𝑎𝑛𝑑|  =  

(

 
 

0.8657
0.6790
0.4998
0.4892
0.3767)

 
 

,   |𝑃𝑛
𝐾𝑢 𝐵𝑎𝑛𝑑|  =  

(

 
 

0.8345
0.6091
0.4672
0.4011
0.3245)

 
 
                                                                                                                                                                                              

            𝑓𝑜𝑟  𝑛 = 1, 2, 3, 4, 5                                                         (4.30) 

 

Pd
C =     − 0.0676×d+ 2.617 

𝑃𝑑
𝑋  =  −0.0738 × 𝑑 +  1.432 

𝑃𝑑
𝐾𝑢  =  −0.0915 × 𝑑 +  1.309 

 

𝑃𝑑
𝐶  =  −0.0284 × 𝑑 − 2.331 

𝑃𝑃𝑑
𝑋 = −0.0341 × 𝑑 +  0.092 

𝑃𝑑
𝐾𝑢  =  −0.0501 × 𝑑 +  2.114 

 

𝑃𝑑
𝐶  =  −0.0391 × 𝑑 +  1.997 

𝑃𝑑
𝑋  =  −0.0489 × 𝑑 +  0.552 

    𝑃𝑑
𝐾𝑢  =  −0.0699 × 𝑑 +  0.0054 

(4.31) 

 

II. Input Noise of the Model 

The AR process is initiated by the zero mean complex Gaussian noise as shown in (4.27) 

and the corresponding variances are listed in Table 4.4. It can be assessed from the table that the 

variance is slightly increased with the TX-Rx separation and independent of frequency variation. 

SITE-A 

SITE-B                      

SITE-C 
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It is well established that Tx-Rx separation and LOS/nLoS scenarios affect the large-scale fading 

parameters instead of small-scale parameters; hence observed minimal variation of the variance. 

Thus, the variance for three different bands and LoS/nLoS scenarios is represented using a single 

distance dependent regression line. Basically, insignificant variation of the variance in multiple 

operating bands and Tx-Rx separation is noted; hence the average of the exponent and 

interception values is taken to represent the single regression line as below.  

 

(𝜎𝑛
2)𝐶  =  0.0083 × 𝑑 +  0.0096                                           (4.32) 

 

This approach also reduces the numbers of the input parameters hence significantly reduces the 

complexities of the model.  

 

4.6 Computer Simulation and Model Validation 

 

4.6.1 Distance dependent Large Scale Pathloss Model estimation 

based on frequency domain measurement.  
 
I. Estimation of 𝑃𝐿0, 𝛼, and 𝒳𝜎: From the scattering plot of the distance dependent empirical 

path loss data and subsequent least square linear fit line the statistical values of 𝑃𝐿0, 𝛼, and 

𝒳𝜎 are derived and listed in Table 4.4.  

II. Formulation statistical model: From the above estimation 𝛼 and 𝒳𝜎 are found to be normally 

distributed in different locations.  Also, the standard deviation of 𝒳𝜎 is normally distributed; 

hence a distance dependent statistical pathloss model is devised based on above analysis and 

shown in (4.20). 

III. Generating Model Data: The statistical values mentioned in table 4.4 and the extracted data 

from the plots (Fig. 4.8 and Fig. 4.9) are used in the proposed large-scale model (4.20) to 

generate synthetic model pathloss data based on the type of the site, operation frequency, and 

alignment (LoS/ nLoS). 
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4.6.2 Estimation of complex CTF or 𝑯(𝒇) using proposed frequency 

domain channel model 

In this proposed model the complex CTFs are presented as 𝐻(𝑓) =  𝐻(𝑓)̅̅ ̅̅ ̅̅ ̅. |𝐻(𝑓)|; hence 

we separately derive the mean |𝐻(𝑓)| and small scale CTF variation  𝐻(𝑓)̅̅ ̅̅ ̅̅ ̅. In the final step the 

derived values are cascaded to find the complete model that can be used to simulate CTFs. 

Below steps are taken to achieve the same. 

I. |𝐻(𝑓)| Estimation: From the CTF plot of different frequency bands and alignment scenarios 

(LOS/nLOS) the values for A and 𝛾 are derived and listed in Table 4.4. Subsequently these 

values are put in (4.11) to estimate the simulated |𝐻(𝑓)|. 

II. 𝐻(𝑓)̅̅ ̅̅ ̅̅ ̅ Estimation: The small-scale variation or 𝐻(𝑓)̅̅ ̅̅ ̅̅ ̅ of the complex CTFs are derived using 

the proposed 5th order AR model. The steps to derive the 𝐻(𝑓)̅̅ ̅̅ ̅̅ ̅  are mentioned below. 

a) In the 1st step, The CTFs are represented by a 5th order AR process (4.22-4.23). 

Subsequently the transfer function of the AR process is presented where the input is IID 

Gaussian noise variance (4.25) of 1601 samples (VNA sample length). These transfer 

functions are represented by all pole linear IIR filter. 

b) The complex Poles of the transfer function of the IIR filter of the AR model are derived 

and the amplitude and phase of the poles are mentioned in (4.30) and (4.31) respectively 

for different operating bands and LoS/nLoS scenarios.  

c) Subsequently, the transfer function 𝐻(𝑧) is formed using the derived poles. By taking the 

inverse Z-transform, 𝐻(𝑓)̅̅ ̅̅ ̅̅ ̅ is obtained for a single frequency sample. Taking the 

summation for N (1601) samples 𝐻(𝑓)̅̅ ̅̅ ̅̅ ̅ is derived. 

 

III. Finally, we estimate the complete CTF or 𝐻(𝑓) by cascading the derived values as 

mentioned 

𝐻(𝑓) =  𝐻(𝑓)̅̅ ̅̅ ̅̅ ̅. |𝐻(𝑓)| 

 

4.7 Model Validation in Frequency and Time Domain 

 
In this step, we simply evaluate the goodness of fit of the synthetic model data with the 

empirical data to validate the proposed models in both frequency and time domain respectively. 
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4.7.1 Model validation in Frequency domain 

C band CTF for LOS scenario at SITE-A is simulated using the above model and 

compare to empirical data as shown in Fig. 4.15(a). We have noticed close similarities between 

the responses. As shown in the picture, the least square linear fit lines between measured and 

simulated CTFs have a close intersection point and exponent value. The frequency domain 

channel model is also validated by comparing the simulated and measured coherence bandwidth 

(Bc), which is the range of frequency responses over which the CTFs' Auto-Correlation Function 

(ACF) [18] peak is 3dB lower, as shown in Fig. 4.15. (b). 

 𝑅(𝛥𝑓) =  ∫ 𝐻(𝑓)𝐻∗(𝑓 + 𝛥𝑓)

∝

−∝

𝛿𝑓 

 

4.7.2 Model validation in Time domain 

Time domain channel response is established by comparing the simulated and measured 

PDPs. In Fig. 4.16(a) the simulated and measured PDPs for LoS and NLoS scenarios in C band 

at SITE-A is illustrated. It is interesting to observe that the time of arrival of the MPCs from 

different clusters is largely similar though there is slight deviation in the amplitudes. 

 

 
(a)                                                                         (b) 

Fig. 4.15 Comparison of Model and empirical data of (a) CTF and, (b) Coherence bandwidth at SITE-A in LoS and 

nLoS scenarios in C band operation  

 

Many tradeoffs are made while determining the model parameters, which resulted in a 

minor disparity in the responses. We have validated the model further for root mean square delay 

spread (𝜏𝑟𝑚𝑠), which is the measure of the second central moment of the delay profile. The CDF 

plot of 𝜏𝑟𝑚𝑠 depicts very close similarity as illustrated in Fig. 4.16(b). 

Measured Bc 

Derived 
from Model 

Bc 
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(a) 

 

   
 

(b) 

Fig. 4.16 Measured and simulated C band LOS Channel Transfer Function (CTF) 

The simulated frequency domain channel characteristics such as coherence Bandwidth or 

correlation functions or CTF appear to be closer to the measured values than the time domain 

(such as delay spread or CIR) channel parameters since all of the measurements are done in the 

frequency domain. Due to the presence of a direct path, the excess delays in LOS scenarios are 

impacted much more than in nLOS situations. 

 

4.8 Conclusion 

 
In present communication scenarios it’s crucial to characterize and analyze the indoor 

propagation channel to get accurate Channel State Information (CSI) before designing effective 

communication systems. On the other way, UWB communication is becoming attractive due to 

large bandwidth, resilience to deep fading, and low power consumption. It is also implemented 

for high-speed, short-range communication in future UDN contexts. Thus, characterization and 

modeling of these UWB channels are essential. A comprehensive propagation measurement 
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campaign is conducted in a university indoor static environment in C, X and Ku band using 

terminal independent frequency domain approach. Distance and frequency dependent statistical 

investigations are made for important parameter extraction from the measured terminal 

independent complex CTFs. The large-scale distance dependent pathloss fading model for 

coverage prediction and frequency domain AR model for BER and SINR prediction are 

proposed subsequently. The existence of poles in the transfer function of the AR process depicts 

the presence of clusters in the propagation path. Also, the position of the poles in the unit circle 

defines the amplitude, phase and delays of the MPCs reflected from the cluster of reflectors.  

Further the models are validated in frequency and time domain. For frequency domain 

validation, empirical PDPs and coherence bandwidth are compared with synthetic model data 

and found to be quite similar. Similar results are observed when CIRs and RMS delay spreads 

are evaluated for time domain validation of the designed models. The proposed model is simple 

to implement as it performs well enough with lesser parameters. The model is also 

computationally easier than available models to simulate intricate frequency responses in an 

indoor environment in recent and future heterogeneous network domain. 

The investigations on wireless channel characterization and modeling provide significant 

insights regarding the channel behavior in present network architecture and environments. This 

would provide important observations to develop advanced antennas for upcoming 5G 

ecosystem. The essence of reconfigurable antennas can also be assessed from the observations 

discussed in this chapter. Few important aspects are pointed below. 

1. Channel behavior alters with operating frequency band and bandwidth. 

2. Wideband signals are immune to fading comparative to narrowband signals. 

3. In higher frequencies the channel behavior changes remarkably. The signal 

attenuation, loss, fluctuation, and distortion increase due to increase in number of 

scatterers. 

4. With increased scatterers and reflectors at higher frequencies the possibilities of 

signal distortion increase due to interference. 

The importance of designing high gain reconfigurable antennas in coming time can 

clearly be assessed from the above discussions. Author has made an approach to overcome the 

mentioned wireless channel adversities in coming 5G cellular domain from an antenna 
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perspective. Thus, in the subsequent chapters author predominantly focused on the investigations 

of high gain compact reconfigurable antennas to significantly alleviate those issues.  
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Chapter 5 

Dual Band Penta-Polarized Reconfigurable 

Planar Antenna 

 

5.1 Introduction 

Wireless channel behavior in different environmental scenarios is studied in the previous 

chapter. Time and frequency domain channel matrices such as RMS delay spread, doppler 

spread, doppler spectrum and coherence bandwidth that would provide significant channel state 

information are carefully observed. Large and small-scale fading models proposed in the last 

chapter can be employed in specific environment under consideration to derive important 

channel matrices and subsequently the ultimate channel nature. Signal degradation in an ultra-

dense environment in the upcoming generation is inevitable due to interference [1-2]. The 

models would predict severe signal distortion, low SINR and extremely high BER due to the 

coexistence of large number of wireless nodes operating in constrained spectrum.  

Multifunctional antennas have largely been studied to integrate multiple services and 

have rarely considered for interference mitigation applications [3]. Furthermore, reconfigurable 

antennas those which are investigated in recent literature show alarming concerns for practical 

realization (discussed in chapter 2B section:2.2.6).  In this chapter an antenna perspective 

approach is investigated to counter co-channel interference by incorporating simple agile 

antennas in trans-receiver system. 

 A compact low profile (≤ 0.01𝜆0, 𝜆0 is operating wavelength) single-layered dual-band 

agile microstrip antenna is studied. Both reconfigurable bands can further be reconfigured with 

five switchable polarization states. The structural simplicity, compactness, and ease of 

fabrication make the antenna suitable for a wide range of applications. Key advantages and 

novelty of the proposed design are outlined as below. 

1) As per the authors’ knowledge, there is very little literature available for penta-

polarization antennas operating in two distinct bands. Most of the works reported so far have 

dealt with triple/quad polarization antennas. We address this very issue and present a 
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reconfigurable penta-polarization dual band antenna. The proposed antenna has ten 

reconfigurable states that would provide a higher degree of freedom to the antenna designer with 

ample design/reconfigurable choices. 

2) Most of the reconfigurable antennas in the available literature are designed with complex 

feed networks, multiple SMA feeds, bulky multi-layered structures, and complex asymmetric 

antenna assemblies. In comparison, our proposed antenna is significantly compact 

(0.5λ0×0.5λ0×0.01λ0), coplanar, single-layered, and excited using a single SMA feed. It has the 

advantage of being simple and miniaturized. Consequently, it can be easily interfaced with other 

transceiver systems.   

3) The Antenna design procedure outlined in the current work is simple and based on 

physical equivalent circuit-based workflow. This makes the design workflow easily scalable to 

any other frequency yielding quick design cycles for any application in the 5G ecosystem.  

4) Proposed antenna system is principally aimed at mitigating the problem of co-channel 

and intersystem interference in present 5G heterogeneous and ultra-dense wireless architecture. 

Degrees of freedom in the present design can be employed toward a smart system with outage 

minimization and link throughput stabilization in future communication systems. 

 

5.2 Theory 

5.2.1 Frequency Reconfigurability 

       A fundamental mode square ring with inner and outer edge length of 𝑎 and 𝑏 is designed to 

operate at lower frequency band f1 as shown in Fig. 5.1(a). Subsequently, the ring encloses a 

square patch and is coupled using PIN diodes to form a complete square patch that operates at 

higher band f2 as shown in Fig. 5.1(b). The resonant frequencies are derived from well-

established expressions as illustrated in (5.1) and (5.2) respectively [4]. Four PIN diodes are 

placed between the inner square patch and the outer ring as presented in Fig. 5.1. The diodes 

(D1, D2, D3 and D4) are turned ON and OFF respectively to realize dual band operation of the 

antenna. 

 

𝑓1 =  
𝑐

2(𝑎+𝑏+2×𝑔)√𝜀𝑒𝑓𝑓
                                                                   (5.1) 

   𝑓2 =  
𝑐

2𝑎√𝜀𝑒𝑓𝑓
                                                                         (5.2) 
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where 𝜀𝑒𝑓𝑓 is the effective dielectric constant of the substrate and g is the inner gap between the 

two patches as depicted in Fig. 5.1(c). 

 

 

 

               

 

 

 

 

 

 

 

Fig. 5.1 Prototype antenna structures for dual frequency operation. The Orange color sections of the antennas 

portrays the excited sections of the antenna (a) Outer ring for Lower Frequency band f1, (b) Complete Square patch 

for higher frequency band f2 and (c) corner truncation and corresponding areas 

 

 

5.2.2 Penta Polarization Agility at dual frequencies 

      The diagonal corners of a square patch are truncated to excite fundamental orthogonal modes 

(TM01 and TM10) to generate circular polarization. The area of the truncated corner is to satisfy 

(5.3) to realize the orthogonal modes [4].  

 

2∆𝐴

𝐴
=  

1

2𝑄0
                                                                         (5.3) 

 

where 𝑄0 is the unloaded quality factor of the orthogonal modes, ∆𝐴 is the total area of truncated 

corners and A is the patch area. Dimensions of the truncated corner are derived from the stated 

equation. Orthogonal microstrip feed lines as illustrated in Fig. 5.2 are designed to excite the 

antenna using a single SMA feed connected at the termination of the feed line. The position of 

the feed with respect to the surface current perturbation plays an important role in determining 

the sense of rotation of current on the patch surface. For instance, if the truncated corners are 

positioned at +45° and +225° with reference to the vertical feed; the antenna radiates Left-

Handed CP wave. Similarly Right-handed CP signals are radiated for horizontal feed excitation 
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where the truncated corners are positioned at -45° and -225° with reference to the feed. 

Basically, corner truncation and subsequent perturbation caused the fundamental mode to split 

into two orthogonal modes (TM10 and TM01) with slightly different frequencies [4] as mentioned 

in (5.4) to (5.7) for f1 and f2 band respectively.  

 

𝑓𝑥 =  𝑓1(1 −
2∆𝐴

𝐴
)                                                                  (5.4) 

𝑓𝑦 =  𝑓1                                                                                  (5.5) 

 

where, ∆A= ∆A1+ ∆A2 is the total area of the truncated portion and A= a2 –(b+2×g)2 is the total 

area of the outer ring as illustrated in Fig. 5.1(a).  Similarly, the orthogonal frequencies for 

complete square patch are derived as below. 

 

                                                        𝑓𝑥
1 =  𝑓2 (1 −

2∆𝐴

𝐴1
) > 𝑓𝑥                                                      (5.6) 

𝑓𝑦
1 = 𝑓2 > 𝑓𝑦                                                                        (5.7) 

 

where A1 = a2, area of the total square patch as shown in Fig. 5.1(b).  The etched corners are 

connected with the truncated patches using PIN diodes to generate dual LP. The adjacent edge 

feeds are activated successively to realize horizontal (HP) and vertical polarization (VP) 

respectively as depicted in Fig. 5.2(a) and 5.2(b) at f1 band. In conjunction, simultaneous 

activation of both the feed with equal magnitude and phase realizes 135˚ slant LP states at the 

same band as illustrated in Fig. 5.2(c). Penta polarization reconfigurability at f2 band is also 

attained by similar feed configuration as shown in Fig. 5.2(f) to 5.2(j). 
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Fig. 5.2 Realization of five reconfigurable polarization states at lower band f1 (a) Vertical Polarization (VP), (b) 

Horizontal Polarization (HP), (c) 45º slant Polarization, (d) Left Hand CP (LHCP) and (e) Right hand CP (RHCP), 

also five polarization states at f2 band (f) Vertical Polarization (VP), (g) Horizontal Polarization (HP), (h) 45º slant 

Polarization, (i) Left Hand CP (LHCP) and (j) Right hand CP (RHCP). 

 

        A prototype antenna is designed to reconfigure at 5.2GHz and 5.8GHz respectively. 

Furthermore, the antenna is designed to operate at five distinct polarization states (dual CP, VP, 

HP and 135˚ slant) based on the theory discussed so far and portrayed in Fig. 5.3(a). The 

equivalent circuit models of the PIN diode for forward and reverse bias conditions are presented 

in Fig. 5.3(b). The corresponding dimension of the designed antenna is shown in Table 5.1. 

 

                         

 

Table 5.1: DIMENSIONS OF PROTOTYPE ANTENNA (ALL IN mm) 

Parameters a b x t Ln1 Ln2 Gx Ln9 

Dimensions 12 6.7 5.1 0.2 8.2 13.06 35 0.707 

Parameters m n p q g r wf80 wf126 

Dimensions 2.1 0.374 0.1 0.1 0.141 0.5 0.9 0.32 
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(a)                                                                            (b) 

 

Fig. 5.3 (a) Complete designed prototype antenna and (b) Forward and reverse biased diode equivalent circuit 

model. 

 

 

5.2.3 Penta Polarization agility at lower band f1 (5.2GHz) 

Diodes D1 to D4 are turned OFF to excite the patch at lower band f1 as depicted in Fig. 

5.1(c). Subsequently D5 and D6 are turned ON to radiate linear polarized wave. Vertical edge of 

the reconfigurable orthogonal feed lines is activated by forward biasing D7 and D9 respectively 

to generate VP wave while D8 and D10 are kept in reverse bias condition. Subsequently the 

biasing conditions are just reversed to realize the HP state. Contrarily, D7 to D10 are kept ON 

exciting the orthogonal edges simultaneously for 135˚ slant LP generation.  Furthermore, D5 and 

D6 are turned OFF to realize CP states. In the similar way, vertical and horizontal feeds are 

activated sequentially to radiate LHCP and RHCP wave respectively. The surface current 

distributions on the patch surface for dual CP states for T/4 successive time period are illustrated 

in Fig. 5.4(a) and 5.4(b) respectively. Also, the diode states for five distinct polarization 

reconfigurability at two different reconfigurable frequencies are illustrated in Table 5.2. 

 

 

 

 
90 
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Fig. 5.4 Surface current distribution on the patch antenna at lower f1 band (a) LHCP and (b) RHCP 

 

5.2.4 Penta Polarization agility at higher band f2 (5.8GHz) 

D1 to D4 are turned ON to excite the patch at higher band f2. Subsequently D5 and D6 

are turned ON to operate at LP states. Vertical edge feed of the orthogonal feed lines is activated 

Table 5.2: DIODE STATES FOR DUAL BAND AND PENTA POLARIZATION MODES 

Freq. Pol. States D1, D2, D3, D4 D5 & D6 D7&D9 D8&D10 

f1 

Lower 

Band 

5.2GHz 

VP Off On On Off 

HP Off On Off On 

45 Off On On On 

RHCP Off Off Off On 

LHCP Off Off On Off 

f2 

Higher 

Band 

5.8GHz 

VP On On On Off 

HP On On Off On 

45 On On On On 

RHCP On Off Off On 

LHCP On Off On Off 

 

                
 

                            t=0                                   t=T/4                                   t=T/2                                 t=3T/4 

(a) RHCP 

 

                
 

t=0                              t=T/4                            t=T/2                                 t=3T/4 

(b) LHCP 
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by forward biasing D7 and D9 respectively to generate vertically polarized wave while D8 and 

D10 are kept in reverse bias condition. Contrarily, D7 to D10 are kept ON exciting the 

orthogonal edges simultaneously for 45˚ slant LP generation.  Furthermore, D5 and D6 are kept 

OFF to realize CP states. In the similar way, vertical and horizontal feeds are activated 

sequentially to radiate LHCP and RHCP wave respectively. The surface current distributions on 

the patch surface for dual CP states for T/4 successive time periods are illustrated in Fig. 5.5(a) 

and 5.5(b) respectively. Surface current distributions for 45º slant polarization states at both the 

bands are depicted in Fig. 5.5(c). Current traverses a comparatively longer path at outer ring 

hence resonates at lower operating band f1, subsequently the complete square patch excites at 

higher fundamental resonance (f2) due to comparatively shorter current path as illustrated in Fig. 

5.4 and Fig. 5.5 respectively.  
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Fig. 5.5 Surface current distribution on the patch antenna at f2 higher band (a) LHCP, (b) RHCP and (c) 45º slant 

polarization state at f2 and f1 bands respectively. 

 

5.3 Analysis and observations on CP and 45̊ Slant polarization  

The relative amplitude and phase of the far-field orthogonal electric components, i.e., 𝐸𝜃 

& 𝐸𝜑 in the broadside beam (θ= φ=0̊) at both the principal (φ=0̊ & 90̊) planes are investigated. 

From the prototype design, |𝐸𝜃/𝐸𝜑| at the broadside far field for dual CP states are shown in Fig. 

5.6(a) for θ variation at φ=0̊ & 90̊ planes at f2 band. It is noticed that the ratio remains within 

±1dB along the Half Power Beamwidth (HPBW ±50̊). Fig. 5.6(b) represents the phase difference 

i.e.,     ∠ (𝐸𝜃 −𝐸𝜑) is nearly ±90̊ for LHCP and RHCP respectively. The broadside axial ratios for 

CP states for dual sense of rotation at f2 band for θ variation at both the principal planes are 

found to be within 3dB for the HPBW as depicted in Fig. 5.7. For brevity, the plots only for 

RHCP states are shown in the below figures as for both the circular polarization states the 

mentioned plots are similar in nature. 

 

           

(a)                                                                                     (b) 

Fig. 5.6 Far-field Eθ and Eφ component at broadside direction at φ=0̊ & 90 ̊plane for RHCP state (a) Eθ and Eφ 

component ratio at φ=0̊ & 90̊ plane, and (b) Phase angle of Eθ and Eφ components at both principal planes. 

                        
 

(c) 45˚ slant LP 
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Fig. 5.7 Far-field 3dB axial ratio at broadside direction at φ=0̊ & 90 ̊plane for RHCP polarization. 

      

  Similarly, |𝐸𝜃/𝐸𝜑| and ∠ (𝐸𝜃 − 𝐸𝜑) at broadside far-field for 135̊ polarization for θ variation at 

φ=0̊ & 90̊ planes are shown in Fig. 5.8(a) and (b) respectively. It is observed that |𝐸𝜃/𝐸𝜑| is laid 

within ±1dB in both the planes for the HPBW (±55̊) shows nearly equal amplitude. Also, the 

phase difference ∠ (𝐸𝜃 − 𝐸𝜑) of the components for both the planes are remain within 0̊-10̊ or π 

(equal but oppositely directed phase) as shown in Fig. 5.8(a). Similar results are observed for f1 

band also, hence not shown for brevity. 

 

              
(a)                                                                                      (b) 

 

Fig. 5.8 Far-field Eθ and Eφ component at broadside direction at φ=0 ̊& 90̊ plane for 45 ̊slant polarization states (a) 

Phase angle Eθ and Eφ at both planes, and (b) Eθ and Eφ component ratio at φ=0̊ & 90̊ plane 

 

5.4 Design of the feed network 

Orthogonal edge impedances of the patch for all five polarization states are derived from 

the simulation as shown in Fig. 5.9 for f1 (5.2GHz) and f2 (5.8GHz) band respectively. The 

Impedance behavior is found to be identical for dual LP or dual CP states at specific band due to 

antenna symmetry hence only HP and RHCP states are shown in figure for brevity. The 

resonances for slant polarization are shifted slightly in the lower frequency due to minor 
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increment in current path along the diagonal of the patch. The real part of the input impedances 

(Zreal) of the CP and LP states are varied from 300Ω to 200Ω and 250Ω to 400Ω respectively in 

both the bands as shown in Fig. 5.9(a) and 5.9(b) respectively. Microstrip feed lines connected 

with the orthogonal edges of the patch are terminated with 50Ω coax SMA using quarter wave 

matching sections. The difference in length between the microstrip feed lines connected with the 

adjacent patch edges are chosen either to be equal or difference by multiple of wavelength to 

provide equal phase. The wavelength for designing the quarter wave sections of both the 

frequency band is taken at 5.5GHz. From the observations on the impedance behavior of 

different states, 300Ω edge impedance is considered for all the states to design the feed network. 

Subsequently, 155Ω quarter wave impedance transformer sections are used to transform the 

orthogonal edge impedance nearly to 80Ω and finally terminated at 50Ω SMA coax feed. 

Furthermore, the adjacent feed lines are excited simultaneously (for 135º slant LP) and a parallel 

connection of 80Ω at the coax feed end provides 40Ω load. It is observed from simulation that 

Zreal of all the reconfigurable states are varied within the range of (50-100) Ω with negligible 

imaginary input impedances (𝑍img) and exhibits enough -10dB matching for all the states.  

 

 

 

 

 

 

 
 

 

 

 

 

 

Higher order modes in the proximity of the fundamental mode are also resonated at the 

CP states due to the intermodal power coupling as depicted in the impedance plots. Though the 

modal significance of those unintended modes is negligible; hence do not have significant effect 

on antenna performances except increasing the impedance bandwidth. Furthermore, switching 

diodes and lumped elements are connected with the antenna to achieve reconfigurability. Hence 

the impedances are slightly altered, and further tuning of the length and width of the different 

       
(a)                                                                       (b) 

 
Fig. 5.9 Complex input impedances at the orthogonal edges of the prototype patch at 5.2GHz and 

5.8GHz band for (a) Horizontal Polarization and (b) RHCP state 
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feed sections are performed to get optimized -10dB matching along with other antenna 

parameters.  

Fabricated prototype antenna is shown in Fig. 5.10. Switching PIN diodes and biasing 

capacitors or inductors are shown along with bias lines and pads. 

 

 

 

 

 

 

Fig. 11: Fabricated protype antenna with (a) top and (b) back side the antenna 

 

 

 

 

 

 

 

 

5.5 Design of the bias network 

      PIN diodes from Avago Technologies (Model No. HPND-4005 SMD 01005) [5] are used for 

switching mechanism. The switches have got very low capacitances (C = 0.017 pF) and 

resistances (R = 4.7 Ω) in the OFF and ON states. The equivalent diode models for forward and 

reverse bias states are mentioned in Fig. 5.3(b). It also exhibits low package parasitic which 

would have minimum adverse effects on the isolation. It also shows very less insertion loss (0.4 

dB). Very thin DC bias lines (0.1mm) are placed on the design to connect the DC sources with 

different antenna sections for proper biasing and terminated at 0.3mm×0.3mm bias pads for 

better coupling management. The complete design and fabricated prototype are shown in Fig. 5.3 

and 5.10 respectively. A 0.9V DC supply between the anode and the cathode using two distinct 

DC sources will turn the diode ON with a bias current of ⁓ 20 mA. A voltage of 0V is sufficient 

to turn the diode OFF, but -8V DC is applied to firmly reverse bias the diode with a higher 

                   
 

(a)                                                                             (b) 

 

Fig. 5.10 Fabricated prototype antenna (a) Top view and (b) Bottom view 
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reverse voltage in order to increase the isolation in the OFF state by reducing the diode internal 

capacitance. A 47nH inductor is used as RF choke to block RF component to the DC source 

while 33pF series capacitance is used for RF continuity as marked in the antenna layout in Fig. 

5.3 and shown in the fabricated antenna. Diode biasing states are mentioned in Table 5.3 for all 

ten reconfigurable states.  

 

 

 

 

 

 

 

 

 

5.6 Parametric Study 

5.6.1 Variation of lengths of the truncated corner 

         The length of the truncated corners is varied to attain optimum 3dB axial ratio as shown in 

Fig. 5.11. for both the frequency bands. The area of the opposite truncated portions of the patch 

are varied along the variation of the corner length to satisfy (5.5) to excite TM01 and TM10 

orthogonal modes. Though no significant variation in AR is noted for the variation of the gap 

(between truncated corner and the patch) width and the corresponding plot is not shown for 

brevity. 

 

Fig. 5.11 Variation of 3dB axial ratio for the variation of truncated corner length 

 

TABLE 5.3: DIODE BIASING STATES FOR DIFFERENT 

RECONFIGURABLESTATES 

Freq. 
Polarization 

States 
V1& V2 V3& V4 V5, V6& V7 V8 V9 V10 D1 to D4 D5 & D6 D7 & D9 D8 & D10 

f1 

VP 0 +3 0 +3 -10 -10 OFF ON ON OFF 

HP 0 +3 0 -10 +3 -10 OFF ON OFF ON 
45֯ 0 +3 0 +3 +3 -10 OFF ON ON ON 

RHCP 0 -10 0 +3 -10 -10 OFF OFF ON OFF 

LHCP 0 -10 0 -10 +3 -10 OFF OFF OFF ON 

f2 

VP 0 +3 0 +3 -10 +3 ON ON ON OFF 
HP 0 +3 0 -10 +3 +3 ON ON OFF ON 

45֯ 0 +3 0 +3 +3 +3 ON ON ON ON 

RHCP 0 -10 0 +3 -10 +3 ON OFF ON OFF 
LHCP 0 -10 0 -10 +3 +3 ON OFF OFF ON 
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5.6.2 Inter patch gap ‘g’ variations 

The current traversing path along the length of the patch for the lower frequency band is 

varied due to the variation of gap width between the inner patch and outer ring. As the dimension 

of the outer side of the outer patch remains fixed hence no significant variation of the higher 

resonance is observed. The lower resonance at 5.2GHz is varied largely along the variation of the 

inner side of outer patch and illustrated in Fig. 5.12(a). Hence tuning of this gap is required to 

align the lower band at desired frequency. Contrarily, the tuning of the higher band is controlled 

by the length of the outer patch according to (5.1), as discussed in section 5.2.2. 

 

                    

(a)                                                                                     (b) 

Fig. 5.12 (a) Variation of reflection coefficient S11 for RHCP state at both frequency band for the variation of the 

width of the gap ‘g’ between inner square patch and the outer square ring and (b) Variation of reflection coefficient 

S11 for LHCP state at both the frequency band for the variation of width of 80Ω transmission line in the feed 

network. 

 

 

5.6.3 Impedance Matching by feed length and width variation 

 

The impedances of each microstrip lines in the feed network are varied by tuning the 

width and length of each section to tune the impedance matching. For example, the width of 80Ω 

impedance line is varied and the corresponding matching is depicted as shown in Fig. 5.12(b). 

Hence all the sections in the feed network are varied in length and width to achieve optimum -

10dB impedance matching. 
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5.7 Measurement and Discussion 

    Measurements of the fabricated antenna are performed in an anechoic chamber using 

Agilent E5071B-VNA. 3D computational technique (FDTD) based commercial electromagnetic 

structure simulator; CST of version v.19 [6] is used for the complete simulation of the antenna. 

Two stable DC voltage sources are used to bias the PIN diodes. A standard ridged TEM Horn 

antenna (0.3-18GHz) is used to measure the far-field radiation characteristic for LP states. CP 

antennas of known specifications are used to measure radiation characteristics of CP states of the 

prototype antenna. The SMA feed is covered with RF absorbers to ensure least coupling of 

external spurious radiation which could cause ripples in the measured pattern. RF choke is used 

in DC bias lines and aluminum foil is used to cover the external bias lines along with the DC 

supply to prevent external RF noise. Though few discrepancies in the measured S11, realized gain 

and pattern are observed. These deviations can be attributed to many factors such as improper 

soldering and non-identical lumped elements which misaligned the symmetric nature of the 

structure. Parasitic effects of the diodes and incorporating simple circuit model in the simulation 

environment also offsets the results. 

 

5.7.1 Reflection Coefficient (S11) 

       Simulated and measured S11 plots are shown in Fig. 5.13. 10dB reflection and % of 

fractional bandwidth for all states are presented in Table 5.4. Dual CP or dual LP states at any 

specific frequency band are observed to be similar due to antenna symmetry. Higher order modes 

in the vicinity of fundamental mode are also resonated due to inter modal power coupling hence 

increasing the impedance bandwidth at those states as shown in the Fig. 5.13(a), (b), (d), and (e) 

respectively. The reasons for slight discrepancies in the results have already been discussed. 

 

   
 

(a)                      (b)                                                 (c) 
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(d)                                                                             (e) 

 

Fig. 5.13: Reflection coefficient (S11) for all five polarization states at 5.2GHz and 5.8GHz band (a) 5.2GHz LP 

states, (b) 5.2GHz CP states, (c) 5.8GHz CP states, (d) 5.8GHz LP states and (e) 5.2GHz and 5.8GHz band 45º LP 

states. 

 

5.7.2 3dB Axial Ratio bandwidth 

       3dB axial ratio bandwidth for LHCP and RHCP states at both the operating bands are shown 

in Fig. 5.14(a) and 5.14(b) respectively. The plots depict good agreement between simulated and 

measured results. The corresponding simulated and measured 3dB bandwidths are shown in 

Table 5.4. It is also noted that AR bandwidths also covers the WLAN operating bandwidth of 

each band. Slight offset in the measured results is due to various factors that has already been 

discussed in previous sections. 

         

(a) (b) 

 

Fig. 5.14 Simulated and measured 3dB Axial Ratio for CP states at both the frequency bands (a) 5.8GHz (f2) and (b) 

5.2GHz (f1) band. 

 

 

 

5.7.3 Realized Gain (dBi) and total antenna efficiency (%η) 

      The simulated and measured realized gain for different polarization states at 5.8GHz and 

5.2GHz bands are observed to vary between the range of 6 to 7.5 dBi and 5 to 7 dBi respectively 

135º LP  
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as shown in Fig. 5.15(a) and presented in Table 5.4. The measured realized gain for all the states 

is found to be stable within 2dBi in both the bands. Forward biased diodes draw larger current 

hence incur larger ohmic losses which further combines with the dielectric and conduction losses 

and reduce the overall realized gains and antenna efficiencies at different states. Thus, 

comparatively lesser gains are observed for the states with larger number of diodes at ON mode. 

As ON state diodes provide larger losses hence CP states are having larger efficiencies with 

respect to LP states, whereas 45̊ slant polarization exhibits least efficiency due to maximum ON 

state diodes as shown in Fig. 5.15(c). The simulated efficiencies are shown in Table 5.4 and 

found to vary between 80 to 90 % & 70 to 80% respectively for 5.2GHz and 5.8GHz bands 

respectively. D1 to D4 diodes are kept ON realizing 5.8GHz band as shown in Fig. 5.1(a) thus it 

shows even further decrease in efficiency.  

 

              

(a)                                                                   (b) 

 

(c) 

 

Fig. 5.15 (a) Simulated and measured Realized Gain (dBi) at 5.8GHz, (b) Simulated and measured Realized Gain 

(dBi) at 5.2GHz and (c) Total Antenna efficiency for different polarization state at both the frequency bands 

      

 

5.7.4 Far-field radiation characteristics 

      Simulated and measured normalized far-field radiation patterns (RP) for all the polarization 

states at both the frequency bands are shown in Fig. 5.16 at φ = 0̊ & 90̊ planes. RP for all states is 
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observed to radiate at broadside direction without any sidelobes and least front to back ratios. 

Below -18dB and -15dB cross-pol levels are noted for LP and CP states respectively at both the 

bands principal planes. For 135̊ slant LP the cross-pol is measured below -15dB as shown in 

figure for 5.8GHz and 5.2GHz band respectively. Minor shift in the measured results can be 

explained due to fabrication tolerance, coupling of external noise in bias lines/wires and 

measurement difficulties as multiple wires were attached to the antenna for biasing. 
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Fig. 5.16 Simulated and Measured far field normalized radiation pattern at Φ=0˚ and Φ=90˚ plane for all 

ten reconfigurable states. Co-pol and X-pol for LP states, RHCP and LHCP for CP states and 45 º/135 º 

angle plots for slant LP states are shown. 

 

 

 

 

 

 

 

 

 

5.2GHz 

LHCP 

5.2GHz 

RHCP 

5.8GHz 

45˚ LP 

5.2GHz 

45˚ LP 

Φ=0° Φ=0° Φ=90° Φ=90° 

Φ=90° Φ=90° Φ=0° Φ=0° 

TABLE 5.4: SIMULATED AND MEASURED ANTENNA PARAMETERS 

Polarization 

State 

-10dB Impedance BW 

(MHz/%) 

 

3dB Axial Ratio 

BW (MHz) 

Realized Gain at  

φ = 0̊, θ= 0 ̊(dBi) 

Antenna 

Efficiency 

(%) 

     

For 5.2GHz Band (f1) 

 S M S M S M S 

HP 315/1.5 321/3   5.64 5.04 84 

VP 269/2.3 290/1.7   6.82 6.67 84 

45 78/1.5 70/1.4   6.52 5.63 82 

RHCP 322/3.2 256/5 122 103 7.04 5.8 86 

LHCP 316/3.1 222/4.3 76 80 6.5 5.94 87 

For 5.8GHz Band (f2) 

HP 428/2.6 441/3.6   7.1 6.9 74 

VP 380/2.7 410/4   7.1 6.7 73 

45 168/3 231/4   7.2 6.5 56 

RHCP 448/6.7 438/7.6 163 149 7.14 6.3 68 

LHCP 417/6.7 445/7.6 131 107 7 6.3 73 

S: Simulation M: Measured 
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5.8 Comparison and Discussion  

     A comparative study of the performances between the proposed antenna with the recently 

published works is illustrated in this section. The values of different antenna parameters are 

organized in Table 5.5. It is observed in the literature that mostly a combination of maximum 

quad polarization reconfigurability operating up-to three frequency bands is reported as shown in 

the table. Few studies have demonstrated polarization agility for a single band continuous tuning 

range [8, 12, 17]. Koul et al., proposed an antenna with multiple frequency bands operating in 

different polarization states [9]. To achieve triple/quad polarization states operating in multiple 

frequency bands, authors incorporate complex multilayer structures and feeding arrangements 

[11, 15] incompatible with practical and industrial applications. Antennas with large footprint 

area and profile are also proposed for achieving frequency and polarization agility [7,8, 11, 14]. 

Ge et al., uses large number of switching diodes (48 nos.) to generate quad polarization 

reconfigurability in three different bands [15]. So far only a single article in literature has 

discussed about penta-polarization reconfigurability and that too at single frequency band [16]. 

The proposed design is a multilayered meta-surface inspired bulky antenna with 15 diodes that 

makes the prototype difficult to fabricate for practical implementation.  

 

 

 

 

 

 

 

 

 

 

 

Most of the recently proposed designs are having noticeable concerns such as complex feed 

network, multiple SMA feed, multilayer bulky structures, complex and asymmetric design which 

pose significant difficulties in practical and industrial implementations. In comparison, the 

proposed antenna is a single layer, single feed, planar, compact structure with exceedingly low 

TABLE 5.5: PERFORMANCE COMPARISON WITH RECENTLY REPORTED FREQUENCY AND 

POLARIZATION AGILE ANTENNAS 

Ref. f0(GHz) 
Pol. 

Agility 

Freq. 

Agility 

Sub. 

Layers 

Diodes 

Used 
% Imp. BW 

Footprint 
Area 

(λ0
2) 

Antenna 

Height(λ0) 

Peak 

Gain 

[14] 5.7 4 1 3 4 SDPT 23/27(LP & CP) 2.64×2.83 0.062 9.9-10.3 

[15] 
2.25-
2.45 

4 3 1 48 PIN 33.9 0.86 × 0.78 0.01 4.7 

[12] 2.4-3.6 3 1 1 12 VARACTORS 
40 Tuning (CP and 

LP) 
1.2 × 1.1 0.04 2.6-7.3 

[13] 2.2-3 2 4 3 
32 PIN, 

24Varactor 
NA 2×0.67 0.18 -1 to 9 

[16] 5.2 5 1 2 15 PIN 28 1.21×1.21 0.06 8.2 
[10] 5.2/5.8 4 2 1 6 PIN 3.5/3.6 1×1.1 0.08 3 

[11] 8-11.2 3 1 2 NA 33 tuning 2.5×2.5 0.725 16.5 

[7] 3.5/5.2 2 2 2 4 PIN 21.7/25 1.4×1.4 0.1 6.86/8.14 
[8] 3.6-4 4 1 1 2 VARACTORS 10 tuning 1.4×1.4 0.01 5-10 

[9] 5.2/5.7 3 2 1 7 PIN 4-8 1.1×1 0.04 5.81 

This 

Work 
5.8/5.2 5 2 1 10 PIN 7-31(LP, CP) 0.5×0.5 <0.01 5-7.5 
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profile (>0.01𝜆), reconfigurable at dual frequency bands and each band can be further operated 

in five distinct polarization states. 

 

5.9 Conclusion 

RF front in present communication era is playing a pivotal role to uphold the most 

advanced and latest technology-based applications. The gradual deployment of innumerous RF 

nodes in existing and upcoming 5G ecosystem catalyzed ISI and co-channel interference issues. 

Selecting a suitable operating state from ten distinct available states (based on predefined SINR 

and Received Signal Strength threshold of the communication link) can significantly reduce ISI, 

co-channel interference, and channel multipath issues in recent 5G ecosystem or in any existing 

ultra-dense RF environments. Hence an antenna perspective approach would provide additional 

degree of freedom to the system designer along with signal processing and communication front 

to mitigate these issues. In this chapter a compact simple dual-band penta-polarization agile 

single layer and single feed MSA is proposed for the first time in the literature to mitigate those 

issues from an antenna perspective approach. Subsequently a prototype Penta-polarized MSA 

operates at 5.2GHz, and 5.8GHz bands are fabricated and measured with satisfactory results. 

Few discrepancies are noted and can be attributed to the fabrication tolerance, non-symmetric 

soldering, and non-exact circuit model of the PIN diodes.  Though low loss, higher accuracy RF 

or MEMS switch can be used to enhance the antenna performance. This design methodology 

also provides insight into the behavior of the equivalent circuit model in terms of resonance 

frequency which would be useful to translate the structure at other frequency bands for diverse 

applications. The proposed antenna can be further modified and improved to incorporate more 

numbers of reconfigurable states using compact, single layered and single SMA feed. In the next 

chapter, further investigation in this direction is continued.  
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Chapter 6 

Tri-band Penta-Polarization Reconfigurable 

Planar Antenna 

6.1 Introduction 

A dual band Penta-polarization reconfigurable antenna is discussed in the previous 

chapter in the context of interference mitigation in UDN environment in 5G scenario. The 

proposed prototype antenna operates in ten distinct reconfigurable states. In this chapter an 

extension of the previous work is presented. The antenna is modified to operate in three different 

frequency bands and each band can further be reconfigured to operate in five polarization states. 

Thus, the antenna, operating in fifteen different states would provide the system designers ample 

choice of reconfigurability to counter signal distortions due to interference. The protype design 

depicts the following advantages. 

 

1. The proposed planar antenna is compact and low profile (0.9λ0×0.9λ0×0.01λ0) with fifteen 

different reconfigurable states. It is sensible to point out that such agile antennas are rarely 

investigated in the open literature so far.  

 

2. This design can be scaled to different frequencies in 5G bands; hence scalability makes the 

proposed design appropriate for a very large variety of applications in upcoming 

heterogeneous network. 

 

3. The antenna provides great flexibilities to the system designers with fifteen distinct 

reconfigurable states to attain optimum signal quality in electromagnetically dense 

environments by increasing the possibilities to nullify co-channel signal interference. In 

upcoming telecom-regime, the proposed antenna is suitable for diverse applications due to 

its simple design, ease of fabrication, compactness, and scalability. 
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6.2 Antenna Design Concept 

6.2.1 Concept behind Frequency Agility 

 

The simple design is shown in Fig. 6.1 where a square patch is enclosed by an outer 

square ring. The inner patch as depicted by highlighted section in Fig. 6.1(a) is designed to 

operate at higher frequency band i.e., 5.8GHz (f1). Subsequently, the outer ring is interfaced with 

the inner patch using switching diodes and forms a larger complete patch operates at a lower 

frequency band i.e., 2.45GHz (f2) as illustrated by the highlighted sections in Fig. 6.1(b). The 

lowest operating band f3 (1.8GHz) is generated by exciting the outer square ring separately as 

highlighted in Fig. 6.1(c). Two rectangular slots are cut in the adjacent edges of the outer ring to 

allow feed lines to connect with the inner patch as shown in Fig. 6.1. Orthogonal microstrip feed 

lines are connected with the adjacent patch edges to excite different antenna sections using 

switching diodes and bias network to initiate multiple reconfigurable states as per requirement. 

As shown in Fig. 6.2(f), f1 and f2 are obtained from the edge lengths of the inner and outer 

square patches as depicted by (6.1) & (6.2) respectively. The lowest frequency band f3, due to 

larger current path on the outer ring patch surface is derived by (6.3). These expressions are very 

well established in the literature [1]. 

 

  𝑓1 =  
𝑐

2𝑏√𝜀𝑒𝑓𝑓
           (6.1)                    𝑓2 =  

𝑐

2𝑎√𝜀𝑒𝑓𝑓
         (6.2)            𝑓3 =  

𝑐

2(𝑎+𝑏)√𝜀𝑒𝑓𝑓
      (6.3)      

                                                           

where a and b are the edge lengths of inner and outer patch and  𝜀𝑒𝑓𝑓 represents the effective 

dielectric constant of the substrate.  
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(a)                                                    (b)                                                  (c) 

 

Fig. 6.1 Prototype antenna structures for three reconfigurable bands with suitable diode biasing conditions, (a) f1, 

(b) f2, and (c) f3 
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Switching diodes are used to excite the vertical and horizontal feed line as shown in Fig. 6.2. 

Vertical line is excited to realize VP and LHCP states while horizontal feed is activated to 

generate HP and RHCP states. Subsequently, the feed lines are excited together to generate a 45° 

linear polarization state as pictured in Fig. 6.2. 

 

6.2.2 Polarization Reconfigurability 

The diagonal corners of a square MSA are truncated to generate the orthogonal modes, 

i.e., TM10 and TM01 respectively to initiate circular polarization. This is a well devised technique 

and thoroughly detailed in the literature [16]. The area of the truncated corners is related with the 

quality factor of the antenna using (6.4) to initiate the CP states [2].  

 

           
𝑇𝑜𝑡𝑎𝑙 𝐴𝑟𝑒𝑎 𝑜𝑓 𝑡ℎ𝑒 𝑇𝑟𝑢𝑛𝑐𝑎𝑡𝑒𝑑 𝑐𝑜𝑟𝑛𝑒𝑟 (2∗𝛥𝐴)

𝑇𝑜𝑡𝑎𝑙 𝐴𝑟𝑒𝑎 𝑜𝑓 𝑡ℎ𝑒 𝑠𝑞𝑢𝑎𝑟𝑒 𝑝𝑎𝑡𝑐ℎ (𝐴)
=  

1

2∗𝑄𝑢𝑎𝑙𝑖𝑡𝑦 𝐹𝑎𝑐𝑡𝑜𝑟(𝑄0) 
                                  (6.4)      

 

In the proposed design, corners of the inner and outer patches are cut as pictured in Fig. 6.1 & 

6.2 to get CP states in all operating bands. The frequencies of the orthogonal modes of the near 

square patch antenna for f1 band are given in (6.5) & (6.6) respectively.  

 

𝑓𝑥 =  𝑓1(1 −
2∆𝐵

𝐵
)                                                          (6.5)    

 

  𝑓𝑦 =  𝑓1                                                                  (6.6)   

 

   𝑄0 = 𝑓0/∆𝑓                                                             (6.7) 

 

where, ∆𝐵(= ∆𝐵1+∆𝐵2) is the overall area of both the diagonal corners as shown in Fig. 6.2(f.)  

Also, B = b2 is the total area as shown in Fig. 6.2(f). Subsequently, the orthogonal frequencies 

for combined square patch (for f2 band) and the outer ring (f3 band) as highlighted in Fig. 6.2 are 

devised below. 

 

𝑓𝑥
2 =  𝑓3 (1 −

2∆𝐴

𝐴1
)<𝑓𝑥

1 =  𝑓2 (1 −
2∆𝐴

𝐴
)<𝑓𝑥,    𝑓𝑦

2 = 𝑓3<𝑓𝑦
1 = 𝑓2<𝑓𝑦               (6.8) 

 

where, ∆𝐴 =  ∆𝐴1 +  ∆𝐴2 , area of the total truncated sections of the outer ring and 𝐴 =  𝑎2 

(total area of the combined patch) while considering combined inner-outer patch for f2 operation 
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as illustrated in Fig. 6.2(f). Subsequently, 𝐴1 =  𝑏2 − 𝑤2 where w is the inner edge length of the 

outer ring patch for f3 band operation. The truncated corners of the outer square ring patch are 

shared by f2 and f3 operating bands. The values of Q0 for five distinct polarization states at each 

band are derived from the simulated 𝑍𝑟𝑒𝑎𝑙 using (6.7).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

These derived Q0 values are used to find the length of the truncated corner (𝛥𝐴) of the outer ring 

for band 2 and band 3 using (6.4) and found to be 6.63mm and 7.12mm respectively. The lengths 

of the truncated corners are slightly different as the bands are slightly different (f2=2.45GHz and 

f3=1.8GHz). If we design the antenna with outer ring patch corner length 6.63mm, which is 

derived for f2 band then a proper 3dB AR value is observed for LHCP or RHCP states at f2 

band, but AR deteriorates in case of f3 band as depicted in Fig. 6.3(a). Similarly, considering a 

corner length of 7.12mm (which is derived for f3 band), the design exhibits proper 3dB AR of 

both the CP states at f3 frequency band while the AR at f2 band for both the CP states 

deteriorates as depicted in the Fig. 6.3(b). As both the polarization states depict similar results, 

only the LHCP state is shown in the plots for necessary illustration. It is observed that AR for 
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Fig. 6.2 Illustration of the orientation of surface currents on the prototype antenna at f1 band for Penta polarization 

states, (a) HP, (b) VP, (c) 45̊ slant (d) LHCP, (e) RHCP and (f) prototype antenna structure using suitable biasing 

network 
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both CP states in f2 and f3 band is primarily dependent on the lengths of the inner (w) and outer 

(a) sides of the outer ring patch along with corner length (y) and corner slot width (x). Detail 

marking on antenna sections are clearly shown in Fig. 6.7(a). 

 

    

 

      

 

 

(a) 

 

 

 

 

 

 

 

(b) 

(b) 

 

Fig. 6.3 LHCP Axial Ratios based on corner lengths which are derived from the Q0 values of the f2 and f3 bands (a) 

AR at f2 band corresponding to 6.63mm and 7.12mm corner lengths and, (b) AR at f3 band corresponding to 

6.63mm and 7.12mm corner lengths. 

 

Complete parametric optimization of the above parameters is performed to achieve 

optimum 3dB AR in all CP states in both the frequency bands. It is noted that at the truncated 

length of 6.8mm along with the other optimized parameters, the AR for all CP states at both 

bands depict suitable results which are illustrated in section 6.4. Fig. 6.3 illustrates the generation 

of five distinct polarization states at f1 band by selectively choosing the vertical and horizontal 

feed lines using proper switching diodes and biasing network. Subsequently, 45̊ linear 

polarization is attained by exciting both the feed lines together with equal phase and amplitude as 

shown in Fig. 6.3(c).  

 

Diode biasing states for penta polarization reconfigurability at three different bands are 

listed in Table 6.1. 

AR based on corner length 

which is derived for f3 band 

from corresponding Q0 value 

(7.12mm). It shows least AR 

value  

 

Axial ratio 

corresponding to 

corner length 

which is derived 

for f2 band 

(6.63mm) is used 

in design and 

shows proper AR 

value  

 

Axial ratio 

corresponding to 

corner length 

which is derived 

for f2 band 

(6.63mm) is used 

in design and 

shows least AR 

value 

 

AR based on corner length 

which is derived for f3 

band from corresponding 

Q0 value (7.12mm). It 
shows best AR value. 

 

 

f2 band 

 

f3 band 
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TABLE 6.1: DIODE BIASING FOR TRI-BAND PENTA POLARIZATION STATES 

 

Freq. Pol. States D1 & D2 D3& D4 D5 D6 D7& D8 D9 &D15 D10 & D11 D12 & D13 D14 

f1 

VP Off Off On Off Off Off Off Off On 

HP Off Off Off On Off On Off Off Off 

45 ̊ Off Off On On Off On Off Off On 

RHCP Off Off Off On Off On Off Off On 

LHCP Off Off On Off Off Off Off Off On 

f2 

VP On On On Off On Off On On On 

HP On On Off On On On On On Off 

45 ̊ On On On On On On On On On 

RHCP Off Off Off On On On On Off On 

LHCP Off On On Off On Off On Off On 

f3 

VP On Off Off Off On Off On On On 

HP On Off Off Off On On On On Off 

45 ̊ On Off Off Off On On On On On 

RHCP On Off Off Off On On On Off Off 

LHCP On Off Off Off On Off On Off On 

 

6.2.3 Polarization Agility at f1 band 

Polarization agility at f1 band is achieved using specific diode biasing conditions 

illustrated in Table 6.1. Surface currents of the inner patch for RHCP and LHCP states are shown 

in Fig. 6.4 for T/4 successive time periods. This portrays the shortest 𝜆/2 current path 

subsequently represents upper frequency band (f1=5.8GHz). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6.4 Current distribution on the MSA surface for successive T/4 time at f1 band for (a) RHCP and (b) LHCP 

                         
 

     t =0                               t=T/4                                           t=T/2                                t=3T/4      

(a)LHCP                     
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6.2.4 Polarization Agility at f2 band 

Five reconfigurable polarization states at f2 band are achieved using the diode biasing conditions 

as illustrated in Table 6.1. Surface current of the combine patch for RHCP and LHCP states are 

shown in Fig. 6.5 for successive T/4 time periods at f2 band (2.45GHz).  

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 
Fig. 6.5 Current distribution on the MSA surface for successive T/4 time at f2 band for (a) LHCP and (b) RHCP 

 

 

6.2.5 f3 band polarization Agility 

Penta-polarization agility at f3 band is attained by introducing the diode biasing states as 

presented in Table 6.1. Surface current of the complete patch (patch contains inner square and 

outer ring antennas using diode) for RHCP and LHCP states are shown in Fig. 6.6 for successive 

T/4 time periods at f3 band (1.8GHz). 
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Fig. 6.6 Current distribution on the MSA surface for successive T/4 time at f3 band for (a) RHCP and (b) LHCP  

 

The designed and fabricated prototype antenna is shown below in Fig. 6.7. 
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6.2.6 Analysis on the generation of CP and 45̊ linear polarization 

                              
 
                         t=0                               t=T/4                                    t=T/2                                t=3T/4      

(a)LHCP                     

 
 

   
 

 
(a) 

 

                           
(c)                                                                              (d) 

 

Fig. 6.7 (a) Antenna diagram with complete feed network, switching diodes and bias network, fabricated prototype 

antenna (b) Equivalent diode model, (c) Top view and (d) Bottom view. Gx=Gy=50, a=12.5, b=27.2, L1=10.55, 

L2=15.73, L3=16.17, L4=8.2, L5=6.8, L6=1.3, W1=1, W2=0.32, W3=5.8, r=3, and wf160= 0.2 (in mm) 
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The phase and magnitudes of the radiated electric components are analyzed in the 

broadside direction for the clarity of understanding of different polarization states. Fig. 6.8(a) 

illustrates the ratios of the |𝐸𝜃/𝐸𝜑| in dB in both the principal planes φ=0̊ & 90̊ respectively at 

RHCP and LHCP states at f2 frequency band. The plot depicts that the ratios lie within ±1.5dB 

exhibiting nearly equal magnitude along the Half Power Beamwidth (HPBW ±53°) of the 

pattern. In conjunction, the relative phase differences between the orthogonal components i.e., 

∠(𝐸𝜃 − 𝐸𝜑) in the principal planes are nearly ±90° throughout Half Power Broadside beam as 

shown in Fig. 6.8(b). Hence, the phase and magnitude of 𝐸𝜃 𝑎𝑛𝑑 𝐸𝜑 is found appropriate for 

both LHCP and RHCP generation. The axial ratio along the broadside direction within HPBW is 

found within 3dB value in both the principal planes as illustrated in Fig. 6.9(a). 

 

 

 

 

 

 

 

 

 

 

 

 

 

The relative phase and ratio of the orthogonal components 𝐸𝜃 𝑎𝑛𝑑 𝐸𝜑are also observed 

for 45° slat polarization state. The |𝐸𝜃/𝐸𝜑| in dB is found to remain within ±1dB while the phase 

difference ∠(𝐸𝜃 − 𝐸𝜑) at φ=0̊ & 90̊ planes is nearly zero (∠𝐸𝜃 = ∠𝐸𝜑) along the HPBW at 

boresight direction as illustrated in Fig. 6.9(b). Similar observations are noted for f1 and f3 bands 

also, hence not shown for brevity. 

 

 

       
 

(a)                                                                           (b) 

 

Fig. 6.8 (a) Simulated amplitude ratios of |𝐸𝜃/𝐸𝜑|component, (b) simulated Phase of ∠ (𝐸𝜃 − 𝐸𝜑) for dual CPs 

at φ=0̊ & 90 ̊plane at f2 operating band 
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6.3 Prototype Antenna Design 

To validate the proposed theory, a MSA operates at 1.8GHz (f3), 2.4GHz (f2) and 

5.8GHz (f1) bands is designed and fabricated. These bands can further be reconfigured to 

generate penta-polarization states using proper biasing networks presented in the subsequent 

sections. Roger AD430 substrate with dielectric constant 𝜀𝑟=4.3, loss tangent tan 𝛿=0.002 and 

height h=30mil is used to fabricate the antenna. The complete layout with marking and 

dimension of the simulated antenna is shown in Fig. 6.7. The fabricated antenna is also presented 

in the figure. Finite Difference Time Domain (FDTD) based commercial 3D electromagnetic 

structure simulator; CST of version v.19 [3] is used for the complete simulation of the antenna. 

 

6.3.1 Antenna feed network design and optimization 

The impedance of the horizontal and vertical edges for fifteen distinct reconfigurable 

states are deduced from simulation results. Fig. 6.10(a-c) illustrates the real and imaginary 

impedances of all fifteen states. It is interesting to observe that for any frequency band the 

impedance behavior of CP or LP states are similar to great extent due to antenna symmetry. The 

real part of the impedances is noticed to vary between the range of 100-250Ω as depicted in the 

Fig. 6.10. Correspondingly, the imaginary parts are noticed to remain nearly zero (~0j). A 

judicious approach is made by considering the average edge impedance around 160Ω for all 

operating modes. Quarter wave matching sections are used to transform the impedance to 80Ω at 

the coax end as illustrated in Fig. 6.7(a). The input impedance at the junction of the two feed 

             
 

(a)                                                                                            (b) 

Fig. 6.9 (a) Simulated Axial Ratios of the components at the farfield at φ=0̊ & 90 ̊plane at f2 operating band and 

(b) Simulated amplitude of Eθ and Eφ component ratios and Phase of Eθ and Eφ components for 45̊  slant 

polarization at φ=0 ̊& 90 ̊plane 
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lines is observed to vary within the range 50-100Ω which would mismatch slightly with the 50Ω 

coax feed but delivers enough matching to provide -10dB reflection bandwidth for all the states. 

A slight offset in the impedances is noted after including the bias network in the design. 

Additional optimization of the feed network is done to achieve optimum impedance matching.  

a.  

        
 

 

 

 
 

 

 

Fig. 6.10 Real and Imaginary part of the edge impedances of the prototype antenna for multiple 

polarization states at, (a) f1 (b) f2 and (c) f3 band. 

 

 

6.3.2 Biasing Network 

 Switching PIN diodes (model HPND-4005, Avago Technology) [4] are incorporated in 

the design for the switching mechanism. In forward and reverse bias conditions the diode 

equivalent circuit with the corresponding values of the series and parallel resistor R, inductor L 

and capacitor C are shown in Fig. 6.7(b). These switches exhibit low package parasitic along 

with improved isolation and insertion loss (0.4dB). For proper diode biasing and coupling 

management, DC bias lines of width 0.2mm and 0.3×0.3mm2 bias pads are designed with proper 

layout on the antenna as shown in Fig. 6.7(a).  47nH series inductors are placed on the bias line 

(a) (b) 

(c) 
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to block RF component to the sources. Subsequently, series capacitances (33pF) are incorporated 

in the bias network for RF signal continuity. The bias network and subsequent components are 

shown in the antenna diagram and also in the fabricated antenna in Fig.  6.7.  

 

 

6.4 Measurement and Discussion 

The radiation and impedance characteristics of the fabricated antenna are measured using 

VNA Agilent E5071B. Few precautionary measures are taken while conducting the measurement 

in an anechoic chamber. Spurious radiations from the open feed are prevented by covering with 

absorbers whereas the external DC wires are wrapped with aluminum foil to avoid further 

radiations which may couple with the antenna radiation and cause pattern distortion. Despite of 

the precautions, minute inconsistencies between the measured and simulated results are 

observed. These discrepancies are attributed to improper soldering while fabricating the antenna 

and integrating crude circuit model of the diodes in the simulation environment.  

 

6.4.1 Reflection co-efficient (S11) 

The 10dB Impedance bandwidth for all fifteen operating modes is detailed in Table 6.2. 

Due to antenna symmetry, the input impedances (𝑍𝑖𝑛) and reflection coefficients for both the CP 

(RHCP & LHCP) and LP (VP & HP) states are observed to be comparable at any specific 

frequency band as illustrated in Fig. 6.12. In general, a single fundamental resonance for LP and 

dual orthogonal resonances for CP states are observed when the antenna is excited using 

individual orthogonal SMA feeds as depicted in Fig. 6.11(a). Similar trend is observed in all 

polarization states at three frequency bands while exciting the antenna using single SMA 

attached at the end of the coplanar edge feed microstrip lines. However, two additional higher 

harmonics in proximity of the fundamental mode in HP and RHCP states at f1 band are observed 

as depicted in Fig. 6.11(a-b).  

This exception is observed in the real impedance plot at HP and RHCP states in f1 band 

as illustrated in Fig. 6.11(b). Interestingly these higher order modes are not present when the 

antenna is excited by individual orthogonal feeds as shown in Fig. 6.11(a). Surface wave 

excitation and coupling from the orthogonal microstrip feed lines excites these unintended higher 

order modes. Since the modal significance of the fundamental mode is found to be dominant, its 
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characteristic is prominent over the band.  As a result, the antenna performance remains 

unaltered except the increment of impedance bandwidth of those specific states.   

 

 

 

                                         

 

 

 

 

 

 

 

  

 

 

 

                                      
 

 
Fig. 6.11 (b) Antenna with orthogonal microstrip line feed with corresponding resonances at f1 band 

Single resonant mode is 

present in HP state in case of 

individual SMA feed at f1 

 

Dual orthogonal modes for 

RHCP state is observed in case 

of individual SMA feed at f1 

Fig. 6.11 (a) Designed Antenna with individual orthogonal SMA feed and corresponding resonances at f1 

(5.8GHz band) 

 

 
 
 
 
 

Due to the presence of orthogonal 

feed lines, other orthogonal mode 

along with TM11 mode is excited in 

HP state 

 

Surface wave and radiation 

energy coupling excites the 

additional TM11 mode along 

with the orthogonal fundamental 

modes as shown in the figure. 

 

Excitation using Coplanar Orthogonal Feed Lines with single SMA 

at the terminal point 

Excitation using individual SMA at each orthogonal edge 

lines point 
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(a)                                                                (b) 

 

    
 

(c)                                                   (d) 

         

     
 

 (e)                                                       (f) 

 

      
 

    (g)                                                         (h) 

 
 

 
Fig. 6.12 Simulated and measured reflection coefficients S11 for all polarization states (a) LP at f1, (b) CP at f1, (c) 

LP at f2, (d) 45 ̊slant S11 and realized gain at f1, (e) CP at f2, (f) 45̊ slant S11 and realized gain at f2, (g) LP and 

LHCP sates at f3 and, (h) RHCP and 45̊ slant states 
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6.4.2. Radiation Pattern  

Fig. 6.13 illustrates the antenna radiation pattern for fifteen reconfigurable conditions at φ 

= 0̊ and φ=90̊ planes. The measurement technique of the CP and 135º slant polarization states are 

briefly discussed in the previous chapter. Due to antenna symmetry, the pattern for LP or CP 

states operating in any given band is identical. Thus HP, LHCP with 45̊ slant polarization states 

for each band are shown for brevity. Co and X-pol for 45̊ slant is measured at φ = 45̊ and φ=135 ̊

planes respectively.  

Cross polarization levels are measured below -15dB for all modes in φ = 0̊ and φ=90̊ 

planes. HPBWs are measured to be nearly ±50̊ with slight variation for all the states in both the 

planes as depicted in the figures. Pattern invariance with negligible side lobe and X-pol level is 

also noted in few states for comparatively wide impedance bandwidth which is already 

illustrated in Fig. 6.12. Minute offsets in the measured patterns can be attributed to a variety of 

factors that have already been discussed in previous section. The radiation patterns at three 

operating bands are presented below.  

 

 

At 2.45GHz band 
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    Φ=0̊                            Φ=45 ̊                             Φ=90̊ 

         
At 1.8GHz Band                                

               Φ=0̊                            HP                              Φ=90 ̊

          
 

   Φ=0̊                            LHCP                              Φ=90̊ 

         
 

                 Φ=0̊                            Φ=45 ̊                             Φ=90 ̊

          

 
 

Fig. 6.13 Simulated and measured Co and x-pol pattern for (HP), (LHCP), and 45̊ slant φ=0̊ and φ=90̊ at 2.45GHz, 

5.8GHz and 1.8GHz band 
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6.4.3. Realized Gain 

Realized gains for all the reconfigurable states are depicted in Fig. 6.14, Fig. 6.12(d) & 

6.12(f) respectively. The corresponding values are tabulated in Table 6.2. It is observed that 

broadside gains for all states are varied in the range of 5-7.2dBi in both the principal planes.  

Simulated realized gains for both dual LPs and dual CPs for a specific band are largely similar 

due to antenna symmetry. The measured gains are slightly reduced primarily due to dielectric, 

conduction, diode and lumped element losses. 

 

      

(a)                                                                       (b) 

 

     

(c)                                                                   (d) 

 

          

        (e)                                                                   (f) 

 

Fig. 6.14 Realized gain for all reconfigurable states, (a) LP states at 5.8GHz, (b) CP states at 5.8GHz, (c) VP and 

LHCP states for 2.45GHz, (d) HP and RHCP states for 2.45GHZ, (e) Dual CP and 45̊ slant for 1.8GHz and (f) LP 

for 1.8GHz band; Meas: Measured, Sim: Simulated 
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6.4.4 Axial Ratio  

Fig. 6.15 illustrates the simulated and measured AR bandwidth for the dual CP states at 

three frequency bands. Subsequently the values are tabulated in Table 6.2 and show good 

agreement. Small discrepancies in the simulated and measured AR bandwidth are attributed to 

many influences as mentioned earlier. 

 

            
 

(a)                                                    (b) 

 

 
 

(c) 

 

 

Fig. 6.15 Simulated and measured 3dB AR bandwidths of dual CP states at, (a) 2.45GHz, (b) 1.8GHz, 

and (c) 5.8GHz 

 

 

 

 

6.4.5 Antenna Efficiencies:  

Antenna efficiency reduces with the internal resistance of the switching devices. The PIN 

switches used in the design show large package parasitic capacitance and insertion loss. Diodes 

are biased to attain five different polarizations stated at three reconfigurable frequency bands as 

shown in Table 6.1. Due to the presence of these lossy diodes at different biasing conditions the 

efficiency of the antenna varies from 57% to 83% as shown in Fig. 6.16(a). Also, the usage of 

(c) 
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lossy substrate introduces conduction and dielectric loss that further reduces the overall antenna 

efficiency. Forward biased diode draws larger forward current, hence increases the diode ohmic 

loss and thus reduces the efficiency further. Two, four and six diodes are turned ON 

subsequently to realize CP, LP, and 45̊ slant polarization states at f1 band as presented in Table 

6.1. Thus, CP and 45º slant state shows highest and lowest efficiencies in the plot. Antenna 

efficiencies can be improved significantly by using low loss switches. Fabricating the antennas 

using low tan 𝛿 (loss tangent) substrate also increases the total efficiency. Fig. 6.16(b) depicts 

the total antenna efficiencies for five different polarization states at f1 band using low loss 

switches and substrates. It shows clearly that η (%) has improved remarkably which varies from 

88 to 97% for different polarization states at f1 band. In other frequency bands (f2 and f3) similar 

improvement with slight variations in total efficiencies are observed but not shown for brevity. 

 

 

                 

 

 

                                                                 

 

 

                                            (a) 

              

                                                             (b) 

 

Fig. 6.16 Total Antenna efficiencies (η%) in f1 band operation using (a) lossy PIN Diodes and (b) Loss less PIN 

diodes in the antenna design 

 

 

 

Antenna efficiencies (η) are seen to vary 

between 57-83% for lossy PIN switches 

used in the design and fabrication. Also, 

it decreases along with the increase of 

diode ON states to attain a specific 

polarization. 

 

 

Antenna efficiencies (η) are increased 

significantly and seen to vary between 

88-97% by incorporating low loss 

MEMS switches and substrate with low 

loss tangent or conduction loss. 
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6.5 Comparison and Discussion 
 

In this section, the authors compare the proposed antenna with recently published works 

in the literature and subsequently discuss the advantages and novelty based on antenna 

flexibility, compactness, and overall performances. Researchers in the open literature suggested 

maximum up-to quad polarization states in three distinct frequency bands. It's worth noting that 

most authors in the open literature [7, 15-32] use multi-feed, multi-layered, and bulky structures, 

as well as complicated designs. To achieve frequency and pattern reconfigurability, authors in 

literature use a relatively broad footprint area in few cases [13, 14]. Also, a numbers of research 

articles published recently [6, 12] have shown continuous frequency tuning with multi 

polarization reconfigurability. A dual polarized microstrip aperture array operates at three 

distinct frequency bands are illustrated in [8]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In [9] authors employ an exceedingly large numbers of PIN switches (48) to attain four 

reconfigurable polarization states in three different operating bands. In [5] authors demonstrate 

various reconfigurable polarization states over a broad frequency range. Penta polarization 

reconfigurability utilizing a metasurface inspired MSA slot antenna has only been proposed in 

TABLE 6.2: SIMULATED AND MEASURED ANTENNA PARAMETER VALUE 

Pol. State Impedance BW(-10dB) Axial Ratio BW (3dB) Realized Gain (dB) 

For 2.4 GHz Band (f2) 

 S(MHz/%) M(MHz/%) S(MHz) M(MHz) S M 

HP 195/8 250/10   5.95 5.9 

VP 190/8 350/14.3   5.75 5.65 

45̊ Slant 233/9.5 200/8.2   7.15 6.93 

RHCP 542/22 758/31 110 150 5.73 5.49 

LHCP 609/25 571/23.3 120 90 5.7 5.8  
For 5.8 GHz Band (f1) 

S(MHz/%) M(MHz/%) S(MHz) M(MHz) S M 

HP 306/5.3 415/7.2   6.71 6.43 

VP 433/7.5 630/11   7 6.89 

45̊ Slant 674/11.8 390/6.8   6.8 6.64 

RHCP 683/12 645/11 170 130 6.75 6.51 

LHCP 750/13 765/13.3 90 110 6.81 6.73  
For 1.8 GHz Band (f3) 

 S(MHz/%) M(MHz/%) S(MHz) M(MHz) S M 

HP 210/11.7 190/10.6   6.1 5.2 

VP 170/9.4 210/11.7   6.05 5.8 

45̊ Slant 400/22 380/21   5.75 5.3 

RHCP 420/23 430/24 90 120 5.96 5.44 

LHCP 170/9.4 190/10.6 170 130 5.87 5.12 

S: Simulated M: Measured 
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one study so far [11]. Recent proposals in the literature have visible flaws, such as complicated 

feed networks, multilayer assembly, and multiple SMA feeds, which would make real-world 

implementation difficult. The proposed antenna, on the other hand, has a number of distinct 

advantages, including a substantially smaller structure. From an RF aspect, the proposed design 

can be implemented into the transceiver system to alleviate SINR, BER, or fluctuating RSS 

concerns. As a result, the antenna is well suited for sophisticated multifunctional applications as 

well as preventing interference and multipath difficulties in electromagnetically dense situations. 
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6.6 Conclusion  

Wireless front is gradually getting denser due to the deployment of many nodes in close 

proximity to enhance data and network coverage to cater to a wide range of advanced and real-

time applications. Due to the constraint in the available wireless spectrum, there is significant 

overlapping of operating frequency bands which causes co-channel and Inter-system interference 

resulting in low SINR and high BER. Signal multipath in the wireless channel on the other hand 

creates random fluctuation in the RSS.  In this article authors put forward a method to mitigate 

these issues from the RF viewpoint. Also, the approach would certainly provide greater 

flexibilities to the system designers with fifteen available reconfigurable states to counter these 

concerns. A compact, simple reconfigurable MSA with five polarization states at each of three 

reconfigurable frequency bands is designed with a single layer and feed. For the validation of the 

proposed theory a prototype MSA operates at 1.8GHz, 2.4GHz, and 5.8GHz is designed and 

fabricated. The simulated antenna is measured for fifteen reconfigurable states and acceptable 

results are observed. The design can also be scaled to other operating bands, hence applicable for 

wide range of applications. The antenna can readily be combined with conventional transceiver 

systems due to its single feed and compact structure. Therefore, design simplicity, compactness, 

fabrication ease and optimum performance makes the proposed design very suitable in the ultra-

dense environment in 5G ecosystem.  
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Chapter 7 
Higher Order Mode Planar 2D Array for 
High Gain Applications in 5G Ecosystem 

 

7.1 Introduction 

A high gain antenna can provide a proficient way to alleviate the multi-path fading and 

low SINR issues by aligning the high-power beam towards the direction of the intended receiver; 

hence shunting out the interference and noise sources which results in increased SINR, larger 

diversity gain and improved data throughput in the RF link [1, 2].  With the advancement of 5G, 

mmWave and terahertz (THz) antenna systems are being investigated extensively for ultra-high 

data rate communication [3]. Fabrication accuracy is reaching down to micron level for these 

high-frequency bands which demand high accuracy and precision. Low Temperature Co-fired 

Ceramic (LTCC) or other high-precision techniques can be employed to design high-frequency 

antennas with significantly small components [4, 5]. However, these techniques incur additional 

complexities because of fabrication misalignment and dense packaging of very small 

components. In conjunction, the overall manufacturing costs are increased by an appreciable 

amount. Hence, electrically large RF devices with simple fabrication and low sensitivity to 

fabrication tolerance operating at mmWave frequencies without any compromise in performance 

have become important in these scenarios [6].  

Furthermore, the realization of highly directional beams with wide bandwidth from low 

profile planar radiators has always been one of the most challenging issues faced by the antenna 

community. Different gain enhancement methods have been traditionally employed to enhance 

the radiation performance. Patch antennas are usually printed on substrate materials that 

normally have low permittivity, which limits the feasibility of gain enhancement methods by 

varying substrate parameters. Another efficient technique is to excite Microstrip antennas to 

operate in Higher-Order broadside Modes (HOMs) [7]. This approach can efficiently mitigate 

both fabrication tolerance and low gain issues. Due to enlarged spacing between the two 

radiating slots the overall footprint area of these HOM antennas is increased. Side Lobe Levels 
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of these antennas are also increased. The SLL can be reduced by decreasing the overall size of 

the patch at resonance by increasing the permittivity of substrate [8]. However, this technique 

suffers from increased Q factor (Quality Factor) which reduces impedance bandwidth. Another 

technique is to incorporate slots on the HOM patches to perturb the out of phase currents or 

reshaping the patches to operate in their fundamental mode to minimize SLL.  

Array configuration is another efficient way to increase antenna gain [9]. The realized 

gain of an antenna can further be increased by designing an array using array elements operating 

at higher order modes. This technique has rarely been discussed in the open literature.  In this 

chapter a 2D patch array operates at TM03 broadside radiated mode is investigated. 

 

 

7.2 TMmn Mode Analysis 

The radiated far-fields of patch antenna are calculated from the magnetic currents ( sM ) 

on patch periphery over an infinite ground plane. Fig. 7.1 shows for TM11, TM21 and TM30 

modes in a rectangular patch where the black and red arrows represent current directions along 

±x and ±y axis respectively. These Higher Order Modes (HOM) have different amplitudes and 

out-of-phase currents around patch periphery, as shown in Fig. 7.1(a), 7.1(b) and 7.1(c). Relative 

amplitudes of the magnetic currents at the patch edges determine the far-field radiation pattern. 

Four apertures on the periphery of the rectangular patch are shown in the fig. 7.1(d). The interior 

electric field in the lossy cavity is given by the following well established equation [10]. 

                                                  ( ),Z mn mn

m n

E A x y=                                                                                     (7.1) 

Here mnA  and mn  are the modal amplitude and the Eigen function of the (m,n)th mode. The 

corresponding magnetic current is given by the following equation as defined in (7.2). 

 

𝑀𝑠̂ =  −𝑛̂  ×  𝐸𝑧̂                                                                   (7.2) 

 

Electric vector ( F̂ ) potential for the patch aperture is derived using (7.1-7.4) by applying the free 

space Green's function. These expressions are very well established in the literature. 
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And, 

0 sin sin nQ k k  =   

0 sin cos mP k k  =   

 

The total relative vector potential in x and y directions are derived from the equation 7.1- 7.4 

simply by taking the vector addition as follows. 

(7.3) 

(7.4) 



                                                                                                Chapter 7: Higher Order Mode Planar Array  

169 

 

ˆ ˆ
x x x LF F F += +                                                                    (7.5) 

ˆ ˆ
y y y WF F F += +                                                                       (7.6) 

 

k0 is the wavenumber in the free space and ε0 is the dielectric constant. Hence the far-field 

radiation pattern for rectangular patch is derived using (7.7 & 7.8) respectively [10-13]. 

 

( )0 sin cosx yE j F F  − =                                                                       (7.7) 

( )0 cos cos cos sinx yE j F F     = +                                                           (7.8) 

 

Antenna directivity is derived from the following relation. 
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                                                    (7.9) 

Patch antennas designed with a specific aspect ratio (length to width) can support both 

fundamental and higher order modes. Judicious feeding is required to excite a specific mode to 

couple maximum input power to the concerned mode only. Input excitation is likely to get 

coupled with other modes which might be excited partially due to improper feeding and may 

degrade the overall antenna performance. Modal analysis of a rectangular patch shows that few 

specific higher order modes radiate in broadside direction with increased directivity. Fig. 7.2 

depicts 3D radiation pattern of a rectangular patch excited in TM20, TM22, TM30, TM31, and TM32 

modes respectively. It is important to observe that TM30 mode depicts broadside radiation. 

 

7.2.1 Broadside radiating Modes 

The internal electric field distributions up to the fifth harmonic are studied carefully. 

Phase reversal of the electric field along the patch length aligns the magnetic currents in the same 

direction along the parallel apertures as shown in Fig. 7.1(e). This incurs a broadside radiated 

beam in the radiation pattern. On the other hand, the electric field in the parallel path apertures 

along the width aligns in same direction; hence the corresponding magnetic currents are in 

opposite direction cancelling the broadside far-filed radiation. It is observed that with higher 

modes, the pattern also changes in shape with increased number of side lobes of varying 
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amplitude. It has been observed that, for m = 0 or n = 0 and m = n = 1, 3, 5, …, (2n + 1), the 

corresponding TMmn modes radiate in the broadside direction. Other resonant modes radiate in 

non-broadside directions.  
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Fig. 7.1 Equivalent Magnetic current at patch periphery of different higher order modes in rectangular patch (a) 

TM11 (b) TM21 (c) TM30   and (d) radiating and non-radiating apertures of patch and (e) Electric fields in the patch 

cavity and magnetic currents on the patch periphery 
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Fig 7.2 Simulated electric fields on the patch and respective 3D & 2D (in two principal planes) radiation patterns for 

first few higher order resonant modes at 22GHz: (a) TM02, (b) TM11, (c) TM22 , (d) TM03,, (e) TM32 , and (e) TM33 

 

The modal resonant frequencies and input impedance of a patch antenna are represented 

by the following expressions [13]. 

2 2

2
r m n

r

c
F k k

 
= +                                                                   (7.10) 
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0 0
0 2 2

0 0 0

( , )mn
in mn

m n mn

x y
Z j G

k k




 

= =

= −
−

                                           (7.11) 

 

Fig. 7.3 represents all resonant frequencies up to TM33 mode using (7.10-7.11) and arranged in 

Table 7.1. 

 

 
Fig. 7.3 Modal frequencies up to TM33 mode for TM01 f0= 7.3GHz 
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HOMs at comparatively higher frequencies are closer to each other as shown in Fig. 7.3. 

This imposes an additional challenge to excite an intended HOM as the probability of excitation 

of unintended modes also increases. Input power couples with nearby modes which degrades the 

antenna efficiency considerably. For example, TM03 is required to be excited at 22 GHz. From 

the modal frequency plot (Fig. 7.3), it is found the fundamental resonant frequency (TM01) 

should be at 7.33 GHz to excite TM03 mode at 22GHz (Table 7.1). The distribution of modal 

resonant frequencies shows that TM13, TM22, and TM03 modes reside in close proximity as 

illustrated in Fig. 7.4. This certainly increases intermodal power coupling which adversely 

affects antenna efficiency and far-field pattern.  

 

 

(a)                                    (b)                                  (c) 

 

Fig. 7.4 Electric field distribution within the cavity for (a) TM13, (b) TM22, and (c) TM03 modes 

TABLE 7.1 

RESONANT MODES AND CORRESPONDING MODAL FREQUENCIES OF RECTANGULAR PATCH 
Resonant Modes Higher Order Modes resonant frequencies (GHz) 

TM01 3.140138 4.710207 6.280276 7.333399 

TM02 6.280276 9.420413 12.56055 14.6668 

TM03 9.420413 14.13062 18.84083 22.0002 

TM10 3.880077 5.755225 7.601157 8.826119 

TM11 4.991539 7.43698 9.859992 11.47515 

TM12 7.382198 11.03933 14.68145 17.11769 

TM13 10.18819 15.25769 20.31636 23.70462 

TM20 7.760153 11.51045 15.20231 17.65224 

TM21 8.371406 12.4369 16.44847 19.11492 

TM22 9.983078 14.87396 19.71998 22.95031 

TM23 12.20509 18.22539 24.20924 28.20656 

TM30 11.64023 17.26568 22.80347 26.47836 

TM31 12.05634 17.89664 23.65249 27.47512 

TM32 13.22637 26.03393 30.2691 30.2691 

TM33 14.97462 29.57998 34.42546 34.42546 
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The feed excitation is given at the voltage maxima of TM03 mode by observing the 

electric filed plots of overlapping fields (TM13, TM22, and TM33). It is well known that modal 

significance provides the exact figure of power coupling in different modes than the graphical 

electric field plots. The feed location has been optimized to attain maximum modal amplitude at 

TM03 mode. The modal coupling coefficients for TM03 mode excitation has been given in Table 

7.1. It is noted that the TM03 modal amplitude is very high with respect to the other modes for the 

chosen feed location. Although in practical scenarios when probe feed is connected at the 

specific patch location, it would certainly couple some power to the nearby overlapping modes 

causing minute deviations of the simulated key parameters. 

 

7.2.2 Non-Broadside radiating Modes 

TMmn modes for m=0 or n=0 and m=n=1,3, 5, …..(2n+1) radiate in the broadside direction, 

whereas the rest are non-broadside radiating modes. Broadside radiating modes have in-phase 

magnetic current and odd multiples of λ/2 separation between the radiating edges (λ is the 

operating wavelength). Oppositely directed magnetic currents in the non-radiating edges cancel 

out the radiation in broadside direction. This is shown in Fig. 7.1(c) for TM03 mode. For 

fundamental mode (TM01) excitation, the in-phase magnetic currents in the parallel apertures 

along  L/2 are observed whereas out of phase currents are aligned along  W/2 as depicted in 

Fig. 7.1(e). This eventually leads to broadside radiation. However, the sM  for non-broadside 

patch radiators, the out of phase sM  do not cancel out completely.  Concurrently, radiating slots 

of the patch antenna behave as array elements and can be considered as two element array 

configurations for further analysis. 

Phase difference between two uniformly excited non-directional radiators is

cosd   = + . The phasor sum of the fields at far filed is ( )0 1 iE E ke= +  and the magnitude of 

the total field is given by ( )0 1 iE E ke= + . Thus, the total electric field magnitude is given by  

0

cos
2 cos

2
T

d
E E

  



 
= + 

 
                                                         (7.12) 

For the out of phase currents  = , and from the above equation, it is evident that the total field 

in the broadside direction (𝜃 = 𝜑 = 0°) is zero since the Array Factor (AF) puts a null in the 
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broadside direction. Fig. 7.1(a) & 7.1(b) illustrate sM  for TM13 and TM22 non-broadside modes. 

As the mode number increases the number of side lobes increase in different θ and φ directions 

with varying amplitudes. 

 

7.3 Design of Patch antennas at 22 GHz 

 

7.3.1 Why 22GHz  

Significant research has been done by competent authorities [14] and a compact 

documentation regarding atmospheric losses of electromagnetic radiation has been prescribed for 

very wide range of frequencies including UV, visible, infrared, terahertz, and mmWave regions. 

Results shows that the mmWaves can penetrate the opaque atmosphere (haze, fog, clouds, dust, 

smoke, and light rain) where electro-optical and infrared systems normally fail. For most 

applications, the operation of ground-based systems is limited to seven RF spectrum windows. 

These RF windows (W1 to W7) are defined in the proposed report in [14]. The report illustrates 

that the Oxygen molecules in the atmosphere have a permanent magnetic moment which absorb 

power during interaction with the incident electromagnetic field. The interaction produces a 

family of rotation and absorption lines in the vicinity of 60 GHz and at 119 GHz [14]. Similarly, 

the water vapor molecules have an electric dipole which interacts with the incident radiation to 

produce rotational absorption at 22.2 GHz, 183.3 GHz, and 324 GHz frequencies. Thus, 

variation of power loss occurs while propagating through open atmosphere as shown in Fig 7.5. 

A high atmospheric loss window at 22 GHz is present which is avoided for long-distance 

wireless communications. For the short-range non-Line of Sight (nLoS) or LoS Point to Point / 

Multipoint (P2PM) communication this unused frequency band can be suitably employed. In 

recent 5G cellular domain many advanced services such as Internet of Things (IoT), Vehicle to 

Vehicle (V2V) communication or Vehicle to Everything (V2X) communication can be deployed 

in the K band. This band can also cater high speed and reliable data transfer due to the 

availability of sufficient spectrum bandwidth. The most advantageous part is that the network 

coverage will be completely localized in 22GHz. This would in turn reduces the co-channel 

interference with neighboring cells by naturally restricting its coverage. An automatic gain 
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control mechanism can be incorporated in the antenna system to overcome further degradation of 

the propagated signal strength due to rain and dew or in case of other atmospheric adversities. 

 

 

Fig. 7.5 Atmospheric losses of electromagnetic wave at different frequencies due to Oxygen and water 

molecules in the atmosphere  

 

7.3.2 Design and Fabrication of Antennas 

The design, simulation and fabrication of the K band prototype planar antenna and arrays 

operating at fundamental and higher order broadside mode are investigated in this section. For a 

comparative study and observation antennas and arrays operating at 22GHz in TM03 mode are 

studied. TM03 mode is chosen as this is the very next broadside radiating mode to TM10 

(fundamental mode). Other higher order broadside modes (TM50, TM05, and TM70 and so on) can 

also be utilized for further gain enhancement with proper feeding. Though these antennas exhibit 

very large footprint area and hence avoided in most applications. A Finite Difference Time 

Domain based (FDTD) 3D commercial electromagnetic simulator, Computer Simulation 

Technologies (CST) microwave suite [15] is used for the simulation. Arlon AD430 substrate 

with material properties; permittivity (εr) 4.3, loss tangent (tanδ) 0.002 and substrate thickness 

(h) 30 mils (0.762 mm) is for antenna fabrication. In HOMs, the effective substrate height is 

increased; hence the substrate with lowest thickness is chosen for the design. We have used very 

low profile (≥ 0.1λ) and low loss Arlon AD430 substrate (according to market and laboratory 

availability). The substrate height (0.762 mm) is very low with respect to λ (approximately λ/12 

at f = 22 GHz). This in-turn reduced the cross polarization, as the antennas generate higher cross 

polarization in HOMs.  
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I. Fundamental mode single antenna  
 

A TM01 mode patch antenna as shown in Fig. 7.6(a) is designed (4.1884 × 2.77 mm2) with 

comparable size to the commonly available SMA connector (1.3 mm center conductor diameter). 

This introduces adverse effects on the overall antenna radiation and impedance performance. 

Microstrip corporate feed is used because the patch edge has high impedance that eventually 

mitigates the radiation from the feed in mmWave frequencies. A quarter-wave impedance 

matching section is used to match the antenna. Antenna edge impedance is calculated to be 238.5 

Ω. Hence the characteristic impedance of the quarter-wave matching section turns out to be 

109.2 Ω. The length of the quarter-wave section 7/4 mm. Simulated and measured S11 and 

radiation pattern (at Ф = 0, Ф = 90 planes) plots are shown in Fig. 7.6(b) and Fig. 7.7 

respectively. The cross-polarization level at both E/H plane is less than 30dB. Simulated peak 

S11 at resonance and % of fractional bandwidth is observed at −52 dB and 8.6% (from 21.224 

GHz to 23.112 GHz) respectively. Corresponding measured values are −46 dB (at 21.8 GHz) and 

11.2% (from 20.8 GHz to 23.27 GHz) respectively. The simulated real and imaginary parts of 

the input impedance at resonance are noted at 50.23 Ω and −j0.5 Ω, while in measurement it is 

observed to be 50.7 Ω and j0.19 Ω respectively. The slight discrepancy is primarily due to the 

feeding probe and metal soldering. The broadside simulated and measured realized gains are 

7.47 and 6.45dBi, respectively, with 90% simulated antenna efficiency as depicted in Fig. 7.10. 

 

                                               

 

(a)      (b)                                                     (b)  

 

Fig. 7.6 (a) Geometry of single element, (b) fabricated Antenna (c) simulated & measured S11 in TM01 mode 
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Fig 7.7 Single element TM01 mode Radiation pattern in Ф=00, Ф=900 plane 

 

 

 

II. TM03 mode single element antenna 

The resonant frequency for TM03 mode antenna is given in (6.5) where the wavenumbers 

km and km are given by 𝑘𝑚 =  𝑚𝜋
𝐿⁄ =  3𝜋

𝐿⁄ (𝑚 = 3) and by 𝑘𝑛 =  𝑛𝜋
𝑊⁄ =  0 𝑎𝑠 (𝑛 = 0)  

where L and W is the length and width of the path antenna element. Hence resonance frequency 

is given in (7.13) 

𝐹𝑟 =  
𝑐

2𝜋√𝜀𝑟
√(3𝜋

𝐿⁄ )2                                                               (7.13) 

The length L of the TM03 mode patch element can be calculated directly from the above 

equation for any specific operating frequency. The width of the patch needs to access from 

fundamental mode equations [16, 17] and optimized further for optimum antenna performances. 

A single patch antenna operating at 7.3 GHz at fundamental mode (TM01) excites the TM03 mode 

at 22 GHz which is already elaborated in the previous sections. The center conductor of the SMA 

probe is placed at maxima of the electric field at patch surface of TM03 where the other nearby 

modes TM32, TM13, and TM22 are having nulls. This process of choosing proper feeding location 

eventually reduces the coupling of input power to other modes. The geometry and corresponding 

dimension are shown Fig. 7.8(a) and Table 7.2. The simulated S11 and fractional bandwidth is 

noted at −57.3 dBm (at 22 GHz) and 2.3% (from 21.7 GHz to 22.2 GHZ), respectively. 

Corresponding measured parameters are observed at −39 dBm (at 22.1 GHz) and 3.0% (from 

21.75GHz to 22.4 GHz) respectively. The simulated and measured S11 and radiation pattern at 

broadside direction in both the principal planes (Ф = 0°and Ф = 90°) plots are shown in Fig. 
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7.8(b) and 7.9 respectively. The cross polarization is shown to be less than 25 dBm in both E/H 

plane. The measured and simulated realized gains in the broadside direction of the patch are 8.73 

and 8.91 dBi respectively as demonstrated in Fig. 7.10. The simulated real and imaginary parts 

of the input impedance of the antenna are obtained as 49 Ω and j0.1 Ω, respectively. In 

measurement, these values are observed around 47.6 Ω and −j1.29 Ω which showed a very close 

impedance matching at 22 GHz. A slight mismatch occurs due to the probe soldering that alters 

the overall patch input impedance. 

 

                                                   

(a)                                      (b)                                                       (c) 

Fig. 7.8 TM03 mode (a) Geometry of single element, (b) fabricated antenna, and  (c) simulated & 

measured S11  

 

 

 

Fig. 7.9 Single element TM03 mode patch simulated & measured radiation patterns in broadside direction 

in Ф=00, Ф=900 planes 
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Fig. 7.10 Gain Vs Frequency plot of Single element Fundamental and higher order modes (TM03) 

 

TABLE 7.2 

DIMENSIONS OF TM01 & TM03 SINGLE ELEMENT PATCH 
 

 

 

 

 

 

 

 

 

7.3.3 Design of fundamental mode array 

I. Design of feed network 

TM01 patch elements are symmetrically positioned in X and Y directions. Microstrip line 

feed is used to feed the array elements. T-junction power dividers are used to excite the elements 

by equal signal amplitude and phase. Patch edge impedance is found to be 238.5 Ω. Impedance 

matching has been achieved using intermediate quarter wave impedance transformer sections. A 

140 Ω quarter-wave matching section is connected with the edge of the patch elements to convert 

the impedance to 100 Ω and, the impedance at the center of the microstrip line of two oppositely 

connected 100 Ω (parallel connected impedance) microstrip lines being 50 Ω. Due to area 

constraint, the feed probe is not connected to this 50 Ω section; instead, it is extended to the edge 

of the substrate using 100 and 71 Ω quarter-wave matching sections and finally connected to the 

source probe as shown in Fig. 7.11(a). 

 

 

Modes 
Ground Length 

Gx 

Ground Width 

Gy 

Substrate 

Length Sx 

Substrate 

Width Sy 

λ/4 length 

(e)109.2Ω 

TM01 13 13 13 13 1.75 

TM03 10 10 10 10  

 
Substrate 

Height (h) 

Patch 

Thickness(t) 

Patch 
Length (L) 

Patch 
Width(W) 

λ/4 width (a) 
109.2Ω 

TM01 0.762 0.004 2.77 4.1884 0.2 

TM03 0.762 0.004 7.4982 9.118  
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II. Parametric optimization of feed network 

CST [15] integrated optimization techniques such as Particle Swarm Optimization (PSO) 

and Genetic Algorithm (GA) are used for array feed network optimization. Lengths and 

corresponding widths of different feed sections are optimized to get desired 50Ω impedance 

matching (Fig. 7.11). Inter-elemental spacing of the array elements are optimized for maximum 

broadside radiation and low SLL. E-plane SLL value is optimized to −13.4 dB (Fig. 7.14) for m 

= 0.625 and n = 0.75 (inter-element spacing in X and Y directions respectively in terms of λ). 

The simulated array operates from 21.142 GHz to 23.916 GHz with 2.774 GHz (12.6%) 

impedance bandwidth. The measured S11 and % of fractional bandwidth are noted to be −35 dBm 

(at 21.22 GHz) and 18.72% (20.34 GHz - 24.46 GHz) respectively as shown in Fig. 7.13(a). 

Such wide bandwidth attributes to the slight overlapping of the nearby mode. The simulated and 

measured realized gain values are 9.613 and 9.32 dBi respectively as shown in Fig. 7.16(a) with 

92% simulated total antenna efficiency is noted. The Half Power Beam Width (HPBW) is noted 

to be 40° and 60° respectively in Ф0 and Ф90 planes (Fig. 7.15) with less than 27 dB cross 

polarization level. Simulated and measured real and imaginary parts of the input impedance are 

(51.9 Ω, j2.2 Ω) and (40 Ω, j4 Ω) respectively. The dimension of different array sections is listed 

in Table 7.3. 

 

 

 

Fig. 7.11 TM01 2×2 array S11 variations with feed sections width variations 
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(a) 

 

                        

 

(b) 

Fig. 7.12 Geometry design with fabricated prototype of the antenna (a) Fundamental mode 2×2 array and 

(b)TM03 mode 2×2 array 

 
 

 

 
 

 
 

 

 
 

 

 

 

 

 

TABLE 7.3 

DIMENSION OF TM01 & TM03 2×2 ARRAY 
Parameters Gx Gy Sx Sy W L q 

TM01 2×2 array 25 25 25 25 3.7 2.83  

TM03 2×2 array 30 30 30 30 7.6 9.2  

Parameters a b c d e g o 

TM01 2×2 array 0.34 0.4 0.6 0.6 1 1.75 4.725 

TM03 2×2 array 0.38 0.4 0.8 2 3   

Parameters i j k l m n r 

TM01 2×2 array 0.45 0.2 1.75 2.587 3.45 0.45 1.44 
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(a)                                                                          (b) 

Fig. 7.13 Simulated and measured S11 (a) TM01 and, (b)TM03 mode 2×2 array  

 

 
 

 

 
 

 

 

 

 

 

 

 

 

Fig. 7.14: TM01 mode 2×2 array E-plane side lobe variation 

 

 

7.3.4 Simulation and fabrication of TM03 mode 2 × 2 array 

Feed design for TM03 mode array followed the same approach as described for the 

fundamental array in previous section. Array elements are designed at fundamental (TM01) 7.33 

GHz and excited at TM03 mode using edge feed microstrip lines such that other nearby modes 

are largely suppressed so that the power coupling with nearby modes is minimized. Optimization 

techniques inbuilt in the CST simulation software have been used to find the optimum inter 

elemental separation for maximum broadside radiation, low SLL, and high gain. For m = 0.625 λ 

and n = 0.51 λ, the SLL in E and H-plane are noted at below13.2 dB and −14.6 dB respectively 

as illustrated in Fig. 7.15 and 7.17.  

The simulated and measured S11 is observed at −47.65 dB at 21.93 GHz and −20.25 dB at 

21.89 GHz respectively as shown in Fig. 7.14(b). The measured and simulated % of fractional 

bandwidth is noted around 3% (21.653GHz -22.31 GHz) and 5.14% (21.36 GHz-22.49 GHz) 

respectively.  
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The total simulated antenna efficiency is marked at 86% for TM03 mode antenna. The 

simulated and measured realized gains are found to be 16.2 dBi and 15.5 dBi respectively at 22 

GHz as plotted in Fig. 7.16(b).  

The Simulated and measured values of real and imaginary input impedance are observed 

at (37.9 Ω, −j1.7 Ω) and (31.45 Ω, −j4.23 Ω) respectively. All simulated and measured antenna 

parameters for single and 2 × 2 array operate at TM01 and TM03 modes are tabularized in Table 

7.4. 

 The comparison shows an 82% increment of measured realized gain in contrast with the 

fundamental array. Impedance b/w of HOM array is more than 1 GHz (5.14%) which is well 

suited for UDN and IoT applications in 5G. Also, the side lobes appeared at HOM array has been 

reduced significantly in E/H plane (13.2 dB and 14.6 dB in each plane) as depicted in Fig. 7.17. 

 

 
 

Fig. 7.15 TM01 mode 2×2 array simulated and measured E/H plane pattern 

 

 

 
 

(a) 
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(b) 

Fig. 7.16. Simulated and measured (a) realized gain vs frequency plot of single element fundamental and TM03 

mode patch antenna array (b) E-plane side lobe variation with inter elemental space variations and total simulated 

antenna efficiencies. 

 

 

Fig. 7.17 TM03 mode 2×2 array simulated and measured E and H plane radiation pattern 

 

 

TABLE 7.4 

TM01 AND TM03 ANTENNA AND ARRAY SIMULATED AND MEASURED RESULTS 

COMPARISON 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Patch geometry Real-estate 

Sq-mm 

 

Impedance 

BW (%) 

Realized Gain HPBW 

Degree 

 

μeff 

(%) 

S M S M S 

E/H-plane 

M 

E/H-plane 

TM01 single patch 2.77× 

4.1884 

8.6 11.2 7.47 

 

6.5 66/83 59/77 90 

TM01 2×2 array 14.4× 

12.66 

12.6 18.72 9.61 9.32 40/60 38.6/57 92 

TM03 

Single 

patch 

7.4982× 

9.118 

 

2.3 3 8.91 8.73 67/84 65/81 90.07 

 

TM03 2×2 array 

17.0964× 

23.836 

2 5.14 16.2 15.5 20/36 18.2/31 86 

μeff total antenna efficiency, HPBW half power beamwidth, S, M simulated and measured values 
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7.4 Discussion 

Table 7.5 shows the performance of the proposed antenna in comparison with several 

recently reported higher-order single element and array antennas. In [18, 19, 20], author has 

proposed higher-order annular ring, stacked ring, and slotted circular patch antennas with a 

reasonable gain and other parameters. Though the measured % of fractional impedance 

bandwidth is very low (2%). Also, the antennas have very low aperture efficiency. In [21], 

microstrip square patch antenna having extremely low impedance BW (0.3%) has been 

proposed. A single element single layered patch operated at TM50 mode has been investigated in 

[22] that showed 3% impedance bandwidth using dual SMA feed.  Author has proposed large 

ground slots for single element antenna with comparatively low SLL value (12.8dB /7 dB in E 

and H planes) in [23, 24]. In [25- 27], authors have proposed rectangular patch higher-order 

array with larger interelement spacing (1.47λ0). In [25], an antenna operating at higher order 

mode is studied. The antenna showed large ground size (48 λ0) with complex GCPW-SICL 

feeding arrangement. Reference [26] proposed a multilayer Partially Reflected Surface inspired 

antenna for SLL reduction. Though the antenna showed high antenna profile and complex CPW-

SIW feeding arrangement. In [27], a new strategy for mitigating high SLL is proposed with nine 

individual SMA coax connector to feed nine individual array elements. The structure introduced 

additional complexities in system integration. A 2 × 2 fundamental mode antenna arrays with a 

gain of 7.3 dBi and impedance bandwidth of only 2.3% is presented in [28] despite of its small 

inter-element spacing (0.8 λ0). In this chapter, a TM03 mode 2D (2 × 2) array is presented. The 

proposed array shows sufficiently high measured realized gain, i.e., 15.5 dBi. The -10dB 

impedance bandwidth is also measured around 2GHz. Suitable E/H plane side lobes are 

measured (13.2/14.6 dB below). The HPBW of the broadside beam is measured around 18.2° 

and 31° in E/H planes. The measured aperture efficiency (58.34%) is noted to be significantly 

good. Thus, in contrast with the others work, the designed TM03 mode 2D array depicts more 

suitable gain-BW product, HPBW, aperture efficiency, and broadside pattern at 22 GHz 

frequency. Hence, the antenna can suitably be incorporated in different 5G applications, 

specifically for IoT (required high gain and low BW) in an Ultra-Dense Network environment 

(low co-channel interference required that is supported by inherent property of 22 GHz channel). 
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7.5 Conclusions 

In this chapter, a TM03 mode high gain antenna array operating at 22 GHz is proposed. 

This band is quite suitable for UDN/IoT applications because of its high atmospheric loss 

window [14] which would naturally mitigate co-channel interference. Designing of a planar 

array using antenna elements excited in higher order modes is studied in comparison with 

recently published works. It has been observed that the proposed single layered, single feed 

compact antenna array is convenient for IoT and UDN applications in 5G domain with 

significantly high gain and reduced SLL. The proposed antennas and arrays have been fabricated 

and measured for radiation and impedance characteristics. The parameters are found to be 

satisfactory with enhanced realized gain. In comparison with other published works our proposed 

antenna array showed marked improvement in gain with fewer antenna elements (2 × 2), reduced 

footprint area and structural simplicity. Therefore, the proposed array antenna could be a good 

candidate for future 5G applications in UDN and IoT scenarios. 

 

TABLE 7.5 

A COMPARATIVE STUDY ON RECENT WORKS OF HIGHER  

ORDER MODES ANTENNA AND ARRAY 
Ref Resonant 

modes/ 

Frequency 

Realized 

Gain 

Ground 

Size 

Relativ

e BW 

Element 

Spacing 

Feeding 

Techniques 

SLL Aperture 

Efficiency 

(18) Single element and 

layer 

TM12/9.96 10.9 3.14λ2 >1.5 NA SMA  17.5 31.4 

(19) Single element and 

layer 

TM13/9.96 9.9 3.08λ2 1.2 NA SMA  17 25.2 

(20) Single element and 

layer 

TM12/9.94 13.06 5.52λ2 1.56 NA SMA  20 29.13 

(21) Single element and 

layer 

TM30/4.2 12.7 2.37λ2 0.3 NA SMA  18.6 62.48 

(22) Single element and 

layer 

TM50/5.96 11.5 2.37λ2 3 NA Dual SMA 17 47.47 

(23) Single element and 

layer 

TM70/7.3 16 4.84λ2 3.8 NA SMA coax 12.8 65.25 

(24) Single element and 

layer 

TM30/2.6 14.6 5.3 λ2 15.2 NA Single SMA  7 43.04 

(25) 1×8 array Single 

layer 

TM50/22.3 19 48 λ2 7.8 1.4 λ GCPW-SICL 22 12.75 

(26) 2×2 array3 layer TM30/21 16.3 24 λ2 3.4 1.47 λ CPW-SIW 15.5 13.86 

(27) 3×3 array Single 

layer 

TM50/6 14.8 NM 6.67 NM Nine (9) SMA  27 NM 

(28) 2×2 array3 layer TM01/24 7.4 3.2λ2 2.3 0.8 λ Edge feed SMA NM 13.67 

This work2×2 array1 

layer 

TM03/22 15.5 6.6 λ2 5.14 1.1 λ Single SMA 14.6 58.34 
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Chapter 8 
Penta-Polarization Agile Higher Order 
Planar Antenna 

 

8.1 Introduction 

              Signal to interference and Noise ratio (SINR) of a RF link can be improved by 

increasing the gain of the terminal antennas [1]. The transmit power of an antenna can also be 

efficiently used by higher antenna gain [2]. It has also been noted that with increased gain the 

beamwidth of the antenna is reduced; hence can be precisely aligned to the intended user without 

interfering surrounding signals. Thus, signal interference can also be reduced to some extent [3].  

The reconfigurable antennas proposed so far have shown low realized gain that varied in the 

range of 5-8dBi. Thus, gain enhancement in reconfigurable antennas make the system way more 

suitable in recent scenarios in terms of power efficiency and reduced signal degradation [4]. 

               In this chapter an effective approach to enhance the gain of the penta-polarization 

reconfigurable antenna is investigated. So for the proposed antennas are designed to operate in 

fundamental modes. The design of antennas is further improved and excites to operate in higher 

order broadside mode without tempering the simplicity of the structure.  

              In this chapter, a compact, high gain, single-layered penta-polarization reconfigurable 

MSA operating at TM03 mode is investigated possibly for the first time in the literature. A 

prototype antenna is analyzed, fabricated, and measured to validate the proposed theory.  

 

8.2 Theory 

8.2.1 Higher Order Mode MSA 

             The radiating edges of patch antennas operating in TM0n or TMn0 modes (n is the modal 

index) are n×𝜆/2 apart along the patch length and radiates similar to n×𝜆/2 mode dipole (𝜆 is the 

wavelength of TM0n mode) [5, 6].  Side-lobe Levels (SLL) present in the radiation pattern vary 

in numbers and amplitude depending upon the modal index of the radiating mode [7]. Large 

magnitude of the SLL can be attributed to the existence of 𝜆/2 out of phase current sections 
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between in-phase 𝜆/2 current strips on the patch surface as illustrated in Fig.8.1 (a-b). The 

equivalent magnetic current (𝑀⃗⃗ ) at the radiating edges are equal and out of phase for even modal 

index (n) and hence cancel out the far-field radiation placing null in the broadside direction. 

Conversely, for odd n, broadside far-field radiation is combined. Hence TM0n modes with odd n 

radiate in the broadside direction providing significantly higher gain at the expanse of higher 

SLL and larger aperture area. 

 

                     

 

                                                                                               (c) 

Fig. 8.1 Surface current on the patch antenna with red and blue lines indicate 𝜆/2 opposite directed current strips and 

E filed on the non-radiating edge of the patch in (a) TM05, (b) TM03 mode operation, and (c) TM03 mode equivalent 

magnetic currents (𝑀⃗⃗ ) at patch edges with red and black arrows indicate opposite directed currents. 

 

For an example, equivalent magnetic currents, 𝑀⃗⃗  in the radiating and non-radiating edges 

of TM03 and TM05 are aligned in-phase and out of phase respectively as shown in Fig. 8.1(c) 

which results in addition of far filed radiation in the broadside direction as depicted in 
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 Fig. 8.2(a). The presence of multiple 𝜆/2 sections along the patch length resembles the 

analogy of an array of multiple (obtained from the modal index) dipole radiators separated by 

𝜆/2. The number of side lobes in the E-plane is primarily due to the array factor formed by the 

hypothetical dipole radiators separated by 𝜆/2 [7]. Few techniques such as shorting vias or slots 

can be incorporated to perturb the surface current distribution on the patch and realign the 

current as broadside radiating modes so that these modes also radiate in the broadside direction 

[8, 9]. 

 

8.2.2 Reduction in SLL of Higher Order MSA 

 

              Consecutive 𝜆/2 sections on the patch surface are having oppositely directed current 

generating the side lobes at TM0n modes. These 𝜆/2 sections are removed to make the current 

distribution unidirectional, similar to that of the fundamental mode, hence reducing the SLL with 

the expense of slightly reduced gain due to reduced aperture area. Out of phase 𝜆/2 section (at 

the center on the patch) in TM03 mode and alternate 𝜆/2 sections in case of TM05 mode are 

removed partially to reduce the SLL significantly as shown in Fig. 8.2. 

 

 

               

 

(a)                                                                                         (b) 

Fig. 8.2 Surface current and 3D radiation pattern for TM03 and TM05 mode patch (a) without 𝜆/2 slot etched, (b) with 

𝜆/2 slot etched. 
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8.3 Analysis on TM03 mode square MSA 

                  A square patch antenna operating at TM03 mode is synthesized using the design 

procedure discussed in previous chapter (Chapter 7, Section: 7.3.1). Orthogonal modes (TM03 

and TM30) are excited along the length and width of the patch to generate CP states; hence a 

square slot is cut at the center of the patch to minimize the side lobes in dual CP states (RHCP 

and LHCP). The slot length is tuned further for optimum radiation performance at the designed 

frequency.      

 

8.3.1 Effect of slot on input impedance  

                   As the slot area increases, the current paths on the patch surface become longer, 

shifting the input impedances at the orthogonal edges at low resonances. However, the 

impedance values have remained nearly unchanged as shown in Fig. 8.3(a). The etched slot on 

the patch results in an inductive loading in the edge impedances; therefore, the imaginary part 

moves from capacitive to inductive region and improves impedance matching, as shown in Fig. 

8.3(b). It is also observed in Fig. 8.3 that the TM22 mode resides adjacent to TM03 mode and 

varies in frequency with the changing slot area and increases the impedance bandwidth. The far-

field pattern and overall antenna efficiency of the intended mode might be compromised due to 

inter-modal power coupling. Though TM22 mode has negligible modal significance and hence it 

has least adverse effect on the performances of the intended mode (TM03). 

 

             

 

(a)                                                   (b) 

 

Fig. 8.3 TM03 mode input impedance for different slot length (a) Real, and (b) Imaginary part 
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8.3.2 Effect of slot on Antenna gain 

                         As a result of varying the slot area, the resonance frequencies are shifted, 

reducing gain both at the designed frequency (5.8GHz) and at the shifted resonances. Fig. 8.4 

shows the realized gain at 5.8GHz which reduces gradually for varying slot lengths across the 

patch width in TM03 and TM05 modes. The reduction of the gain at those shifted resonances is 

attributed to the reduced aperture due to increasing slot area. 

 

.  

Fig.8.4 Realized Gain of TM03 and TM05 mode antennas for varying slot width. 

 

There is an apparent phase difference between upper and lower 𝜆/2 sections of the patch 

when the slot length is substantial (nearly equal to the patch width) causing marginal beam tilt in 

the φ=90̊ plane. The dimensions of the slot must therefore be optimized to balance acceptable 

SLL, gain, and beam tilt. This can be achieved by adjusting the patch and slot dimensions 

simultaneously. 

 

8.3.3 Effect of slot on Side-lobe 

An optimal antenna performance can be achieved using 𝜆/2×𝜆/2 slot area with minimum 

SLL at φ=0̊ & 90̊ planes. Increasing the slot area reduces dielectric and conduction losses, 

resulting in an improvement in radiation and total efficiency. The SLL plots for a specific 

frequency for TM03 & TM05 modes at the φ=0̊ & 90̊ plane is shown in Fig. 8.5. It is observed that 

SLL in both the planes are lower at TM03 than TM05 mode. This can be attributed to the presence 

of a smaller number of out of phase 𝜆/2 current strips compared TM05 mode. SLL at TM03 and 

TM05 modes for 0.5𝜆 slot length is less than -13dB and -20dB respectively in both the principal 

planes as shown in plots. 
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(a)                                                                                            (b) 

Fig. 8.5 Side lobe levels (SLL) at φ=0̊ & 90 ̊planes for varying slot lengths for (a) TM03 and (b) TM05 mode 

 

 

8.4 Design of TM03 mode polarization agile MSA 

                    Corner truncation and subsequent perturbation of patch surface current caused each 

higher order mode to split into two orthogonal (TM0n & TMn0) modes with slightly different 

frequencies as defined in (8.1 & 8.2) respectively [7] to realize CP states. 

 

𝑓𝑥 =  𝑓(1 −
2∆𝐴

𝐴
)                                                    (8.1) 

𝑓𝑦 =  𝑓                                                                    (8.2) 

 

      

 

 

 

 

 

 

 

 

 

 

 

Fig. 8.6 (a) Simple antenna structure for polarization diversity, and (b) Diode equivalent model for forward and 

reverse bias condition. 
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∆𝐴 (∆𝐴1 + ∆𝐴2) is the total area of the truncated portion and 𝐴 = (𝑎2 − 𝑏2) is the total area of 

the square patch subtracting the central cut area as shown in Fig. 8.6(a). The area of the truncated 

corners is derived from (8.3) to achieve orthogonal modes to generate CP [7]. The length of the 

corners can be derived from the mentioned equation. 

2∆𝐴

𝐴
=

1

2𝑄0
                                                                  (8.3) 

Reconfigurable orthogonal feed lines connected to the patch edges as illustrated in Fig. 6a 

are excited individually to attain RHCP and LHCP respectively. PIN diodes are connected at the 

truncated corners to retain the original patch structure as shown in the figure. Feeds are excited 

individually in this configuration to realize vertical and horizontal polarization states (VP & HP) 

respectively. Simultaneous excitation of both feeds with equal phase and amplitude generates 45̊ 

slant linear polarization state. 

Table 8.1 present the DC bias conditions for six PIN diodes for five distinct achievable 

polarization states at TM03 mode operation. 

 

 

 

 

 

 

 

 

The sense of rotation of the patch surface current clearly depicts the generation of RHCP 

and LHCP waves for specific switching conditions mentioned in Table 8.1. |𝐸𝜃/𝐸𝜑| at φ=0̊ & 90 ̊

planes are laid within ±1.5dB and ∠ (𝐸𝜑~𝐸𝜃) = 90° is observed for circular polarization as 

shown in Fig. 8.7(a). It depicts equal amplitude components with 90̊ phase difference. ∠𝐸𝜑 leads 

in one case where LHCP wave is radiated and simultaneously the leading of ∠𝐸𝜃  initiates 

RHCP. Axial Ratio (AR) at broadside far field in both the principal planes is less than 3dB 

through the Half Power Beam-width (HPBW±30̊) as represented in Fig. 8.7(b). |𝐸𝜃/𝐸𝜑| at φ=0 ̊

& 90̊ plane is laid within ±2 dB and ∠(𝐸𝜑~𝐸𝜃) = 0° represents far field electric components 

with equal amplitude and phase generating 45̊ slant polarized wave as shown in Fig. 8.7(c).  

TABLE 8.1. DIODE BIAS CONDITION FOR PENTA-POLARIZATION STATES 

Polarization D1& D2 D3& D4 D5& D6 

VP ON ON OFF 

HP ON OFF ON 

45̊֯̊̊ Slant ON ON ON 

LHCP OFF ON OFF 

RHCP OFF OFF ON 

D: PIN Diodes 
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(a)                                                                                     (b) 

 

 

(c) 

 

Fig. 8.7 (a) |𝐸𝜃/𝐸𝜑|at φ=0̊ & 90̊ plane and ∠ (𝐸𝜑~𝐸𝜃)for LHCP, (b) AR in the HPBWat φ=0̊ & 90̊ plane for LHCP, 

and (c) |𝐸𝜃/𝐸𝜑|at φ=0̊ & 90 ̊plane and ∠ (𝐸𝜑~𝐸𝜃)for 45 ̊slant polarization 

 

Current distribution on the patch surface for different polarization states are shown in Fig. 

8. At T/4 time intervals the surface current distribution for RHCP and LHCP state is shown in 

Fig. 8.8 (a-b) whereas, 45̊ slant polarization at t=0 & T/2 time period is depicted in Fig. 8.8(c). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

      
t=0                                      t = T/4 

 

     
                     t = T/2                                t = 3T/4               

 

(b) RHCP 
 

       
t=0                                      t = T/4 

 

     
               t = T/2                                t = 3T/4               

 

(a) LHCP 
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t = 0                           t = T/2 

(c) 45̊ Slant 

 

Fig. 8.8 Generation of five different polarization states using corner truncation and feeding techniques and 

corresponding current direction, (a) Horizontal feed with corner truncation for LHCP, (b) vertical feed with corner 

truncation for RHCP and (c) 45 ̊slant polarization with dual feed. 

 

 

8.5 Design of the Feed Network 

               Input impedance of the orthogonal edges for distinct polarization states are found to be 

complex as the MSA is made square for CP generation at higher order mode as shown in Fig. 

8.9(a-b). It is noted that the impedance behavior is greatly similar either for CP or LP states due 

to antenna symmetry. It is also observed that the real and imaginary parts of the impedances are 

varied within the range (55-80) Ω and (60-100) jΩ respectively. An average of the input 

impedances is taken while designing the feed lines as the impedances are not varied 

significantly. A series stub of specific width and length is connected with one of the MSA edges 

to transform the complex impedance to real impedance. Subsequently quarter wave sections are 

attached to transform the impedance to 70Ω and terminated at 50Ω coax feed. Despite slight 

impedance mismatch, it provides enough -10dB matching. Similar approach is opted for the feed 

line originating from the adjacent edge and transforms the MSA edge impedance to 70Ω. The 

parallel combination of these lines appears to be 35Ω at the time of simultaneous activation for 

45̊ slant polarization. It is observed that though 35Ω+j0 terminal impedance is slightly 

mismatched with 50Ω SMA feed, it provides significantly good matching as well and shown in 

in S11 plots in Fig. 8.12. The adjacent feed lines are chosen either to be equal or different in 

length by multiple of 𝜆 to provide equal phase and amplitude to both the edges to attain 45̊ slant 

polarization state. The above approach is found suitable to attain -10dB impedance matching for 

all desired polarization states in a single layer single feed structure.  
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                    ( 

(a)                                                                                        (b) 

Fig. 8.9 Input impedances (Zreal and Zimg) at the orthogonal edges of the TM03 mode MSA for different polarization 

states (a) CP (LHCP & RHCP), and (b) LP (VP & HP). 

 

Layout of the prototype antenna along with the fabricated sample is shown in Fig. 8.10(a-

b). All designed dimensions are mentioned in Table 8.2.  

    

(a)                                                                                     (b) 

Fig. 8.10 (a) Layout of the designed prototype TM03 mode reconfigurable penta-polarized patch antenna, and (d) 

fabricated prototype antenna 

 

TABLE 8.2:  DIMENSIONS OF DESIGNED ANTENNA (ALL ARE IN MM) 

Parameters H T Gx Gy L W X Y 

Values 1.6 0.004 60 60 39.5 39.7 8 13 

Parameters L2 L3 L4 L5 L6 L7 L9 L10 

Values 18.99 1.05 1.05 1.92 3.52 2.4 3.52 4.52 

Parameters L11 Wf71 Wf43 Wf97 Wf68 W1 r L1 

Values 1.8 2 4.5 1 4.7 1 2.7 23.45 
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8.6 DC Biasing Network 

               PIN diodes from Avago Technologies (HPND-4005-beam-lead SMD 01005 package) 

[9] are used for the switching mechanism. The switches have got very low capacitances (C = 

0.017 pF) in the OFF state and low resistances (R = 4.7 Ω) in the ON state. It also has low values 

of package parasitic with limited adverse effects on the isolation and insertion loss. Fig. 8(b) 

depicts the equivalent circuit of the diode in forward and reverse bias states. D1 and D2 are used 

to switch the truncated corners of the patch as shown in Fig. 8.10(a). DC voltage sources, V1 and 

V4 are connected to the opposite truncated corners while one of the opposite non-truncated 

corners of the patch is terminated at V2 to control the switching of D1 and D2 simultaneously. 

D3 and D4 are used in the vertical feed line and the switching is controlled by V5, V6 and V7 

DC sources respectively. Whereas D5 and D6 are connected in the horizontal feed line and 

controlled by V8, V9 and V3 respectively. The corresponding DC values are tabulated in Table 

III. The sources V2, V6 and V9 are DC grounded and hence not tabulated. 

Circular slots are cut at the adjacent edges around the orthogonal feeds; subsequently 

33pF series capacitance (Murata Manufacturing) is used for DC block and RF continuity. 

Whereas 47nH inductor (Skyworks Inc.) is used as RF choke to block the RF to the DC source as 

shown in Fig. 8.10. DC bias lines of 0.15mm width are drawn to connect different antenna 

sections with DC sources for proper biasing. These lines are made very thin in comparison with 

the wavelength to attain high impedance and terminated at 3×3mm2 bias pads for better coupling 

management.  

 

TABLE  8.3:  DC  BIASING  CONDITIONS  FOR  DIFFERENT  POLARIZATION 

Polarization V1 V3 V4 V5 V7 V8 D1 

D2 

D3 

D4 

D5 

D6 

VP +3    -10    +3 +3 +3 -10 ON ON OFF 

HP +3 +3 +3 -10 -     10 +3 ON OFF ON 

45̊֯ +3 +3 +3 +3 +3 +3 ON ON ON 

RHCP   -10    +3   -10  -10  -10     +3 OFF ON OFF 

LHCP -10    -10   -10 +3 +3   -10 OFF OFF ON 

 

A DC voltage drop of +0.9 V between the anode and the cathode will turn the diode ON 

with a bias current of ~ 20 mA. The insertion loss of the diode is around 0.4dB. A voltage of 0V 
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is sufficient to turn the diode OFF, but it is preferable to firmly reverse bias the diode with a 

higher reverse voltage (e.g., -10V) in order to increase the isolation in the OFF state by reducing 

the diode inner capacitance. 

 

 

8.7 Measurement Results and Discussion 

                A prototype antenna operating at TM03 mode is fabricated at 5.8GHz band to validate 

the proposed theory and design methodology. FDTD based microwave simulator CST V.19 is 

used to simulate the antenna. Arlon AD430 substrate with 𝜀𝑟 4.3, tan 𝛿  0.002 and height 30 mil 

is used for the design. Two stable DC voltage sources are used to bias the switches in accordance 

with different bias conditions as shown in Tables 8.3. The SMA feed is covered with RF 

absorbers to ensure least coupling of external spurious radiation which can cause ripples in the 

measured pattern. Aluminum foil is used to cover the external bias lines along with the DC 

supply to prevent external RF noise. 

  

8.7.1 Reflection Co-efficient (S11) 

                   Simulated and measured reflection coefficient S11 (dB) of all polarization states are 

plotted in Fig. 8.11(a-b) and 8.12(b). Impedance bandwidth for VP and HP modes are observed 

to vary between 14-17%. For 45̊ slant polarization state these results are found to be 24% and 

16% respectively. Similarly, for RHCP and LHCP states, the simulated and measured S11 is 

found to vary between 12-12.5 % as depicted in the Fig. 8.11(b). The results are tabularized in 

Table 8.4. TM03 and TM13 are observed to couple around 5.8GHz band (TM03 at 5.85 and TM13 at 

5.45GHz) increases the bandwidth in LP states. The modal significance of the TM03 mode is 

found to be dominant hence its characteristic is prominent over the band. Merging of three 

coexisting modes at 5.4GHz, 5.8GHz and 6.2GHz increases the impedance bandwidth of 45̊ slant 

polarization. A minor frequency offset is observed in the measured S11. These discrepancies can 

be explained due to fabrication tolerance, considering approximate boundary condition 

(Artificial Boundary Condition) in the computational domain, simple circuit model of the diodes 

and parasitic effects of the packaged diodes along with manufacturer and soldering tolerance. 
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(a)                                                                                (b) 

Fig. 8.11 Simulated and Measured S11 for different polarization states. (a) LP & VP, and (b) LHCP, RHCP 

polarization states 

 

8.7.2 dB Axial Ratio Bandwidth 

                3dB AR bandwidth is observed for both the CP modes in the broadside direction. 

Measured and simulated bandwidth for RHCP is 4.4% and 4% respectively, while it is 3.93% 

and 3.98% respectively for LHCP mode as illustrated in Fig. 8.12 (a). It is also observed that the 

entire AR bandwidth is lying within the impedance bandwidth presented in Table IV. 

          

(a)                                                                          (b) 

Fig. 8.12 Simulated and measured 3 dB AR bandwidth for reconfigurable dual CP (LHCP and RHCP) states and (b) 

45̊ slant polarization sates along with S11 

 

 

8.7.3 Realized Gain (dBi) 

                       Simulated and measured realized gains for all the polarization states are depicted 

in Fig. 8.13 (a-b) and Fig. 8.12(c) respectively. The measured realized gains are observed to vary 

between 11.32-9.9dBi at 5.8GHz in the broadside direction and remain approximately constant 

throughout the impedance bandwidth (within 1.4dBi variation) as shown in the figures. A slight 
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reduction in measured gain is attributed to the insertion loss of PIN diodes, losses in lumped 

elements and also dielectric and conduction losses of the substrate. 

 

                  

 

(a)                                                                                    (b) 

 

 

(c) 

 

Fig.8.13 Simulated and Measured Realized Gain of (a) LP states, (b) Dual CP states, and (c) simulated antenna 

efficiency of different polarization states 

              

 

8.7.4 Total Antenna Efficiency (%η) 

                    Total simulated efficiency for LPs is varying between 80-85%, while it is nearly 

75% in case of 45̊ slant polarization between 5.4-6.2GHz. Conversely the efficiencies lay 

between 85-90% for both CP states. Fig. 8.13(c) shows the efficiencies for different polarization 

states. Substrate loss along with impedance mismatch predominantly contributes for the 

reduction in antenna efficiency. Forward biased diode draws larger forward current, hence 

increases the diode ohmic loss and thus reduces the efficiency further. Two, four and six 

numbers of diode are turned ON subsequently to realize CP, LP and 45̊ slant polarization states 
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as presented in Table 8.2. Thus, CP and 45 slant state shows highest and lowest efficiencies in 

the plot. Low loss RF MEMS switches can be incorporated to increase the total efficiency 

further. 

 

8.7.5 Radiation Pattern 

                   Co and cross pole patterns for φ=0̊ and φ=90̊ planes are measured for multiple 

frequencies for comparatively wide impedance bandwidth to observe pattern invariance 

throughout the band. For LP states, the patterns are measured at 5.5GHz/5.8GHz and 

5.6GHz/5.8GHz in φ=0̊ and φ=90̊ planes respectively, but only 5.8GHz patterns are shown in 

Fig. 8.14 for brevity. The measured and simulated cross-polarization (X-pol) and front to back 

ratio (FBR) is observed to be below -20dB and -15dB respectively. 

 

                   As the impedance bandwidth for 45̊ slant polarization is about 16%, the pattern is 

measured for three different frequencies such as 5.6GHz, 5.8GHz and 6GHz respectively at 45̊ 

(co-pol) and 135̊ (X-pol) measured at both principal planes. X-pols are observed to be below -

20dB. Due to the symmetry of the structure the simulated and measured RHCP and LHCP found 

great similarity in both the planes.  Also, the X-pol and FBR are found to be less than -18dB. 

Slight discrepancies in the measured results are predominantly due to fabrication tolerance, noise 

susceptibility of DC cable from external sources, soldering of diodes and lumped elements which 

are not identical resulting throughout the fabricated antenna and creates asymmetries in the 

structure that affects the radiation patterns. The patterns for five distinct polarization states are 

plotted in the subsequent figure at 5.8GHz. 

 

         

              

Φ=0 ̊ Φ=90 ̊HP 
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VP Φ=0 ̊ Φ=90 ̊

LHCP 

RHCP 

Φ=0 ̊ Φ=90 ̊
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Fig. 8.14 Simulated and Measured Co-pol and cross-pol radiation pattern for all polarization states at φ=0̊ and φ=90 ̊

plane at 5.8GHz. 

 

 

 

 

 

 

 

8.8 Equivalent Circuit Model 

                   Equivalent circuit models for RHCP, HP and 45̊ slant polarization stats are shown in 

Fig. 8.15(a-c). Models depict the coexistence of multiple higher order resonances along with 

TM03. The frequency behavior of MSA can be modeled by parallel resonant circuit [7]. Its 

fundamental electrical parameters i.e., resistance, inductance and capacitance values for multiple 

modes can be computed from the knowledge of corresponding resonant frequencies (f0) and 

quality factors (Q). In this study, the resistance at resonances is extracted from the full wave 

simulation while the inductance (LMSA) and capacitance (CMSA) of the antenna are calculated as 

below. 

TABLE 8.4: SIMULATED AND MEASURED RESULTS OF DIFFERENT ANTENNA PARAMETERS AT 

PENTA-POLARIZATION STATES 

Polarization 

States 

Impedance BW (-10dB) 

(GHz) f1-f2/% 

Axial Ratio BW (3dB) 

( GHz) f1-f2/% 

Realized Gain at 
5.8GHz at  

φ = 0,̊  θ= 0 ̊

Antenna 

Efficiency 

 Sim Meas Sim Meas Sim Meas Sim 

HP 5.26-6.15/15.34 5.2-6.05/14.65 Na Na 11.32 10.02 85 

VP 5.3-6.2/15.5 5.22-5.92/12 Na Na 11.02 10 82 

45 5.16-6.52/23.4 5.45-6.45/17.2 Na Na 10.8 10.3 78 

RHCP 5.46-6.18/12.4 5.45-6/9/4 5.62-5.925/4 5.66-5.918/4.4 10.87 10.11 89 

LHCP 5.32-6.13/14 5.3-6.07/13.3 5.69-5.921/3.98 5.602-5.83/3.93 10.1 9.9 91 

Sim: Simulation, Meas: Measurement Result 

 
 
 

45̊ slant 

Φ=0 ̊ Φ=90 ̊
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𝜔0
2𝐿𝑀𝑆𝐴

 

 

           

                                                                                                                                                  (d) 

Fig. 8.15 Equivalent Circuit Model for (a) RHCP, (b) HP, (c) 45̊ Slant states, and (d) comparison between Full-wave 

and circuit simulation for RHCP 

 

 

Fig. 8.15(a) shows RHCP mode equivalent circuit. It depicts the coexistence of three 

higher order resonances. Modes at higher frequencies are coupled inductively. For LP states the 

resonance modes are inductively and capacitively coupled as shown in Fig. 8.15(b) which 

increases the impedance bandwidth. Four distinct resonance modes are observed at 45̊ slant 

polarization within 5.2 to 6.2GHz band presented in Fig. 8.15(c). Comparison between full wave 

simulation and circuit simulation is shown in Fig. 8.15(d). Due to antenna symmetry other CP 

and LP states depicts similar models hence not shown for brevity. 

 

 

8.9 Comparison and Discussion 

A comparative study of the basic antenna parameters of recently published polarization 

agile antennas in the literature with the proposed work is presented in Table 8.5. In [21], a 2×2 

tri-polarized reconfigurable array with multilayer SIW feed is presented. The design antenna 

array shows significantly large footprint area with three substrate layers. A dual feed multilayer 

high profile low gain tri-polarized antenna is proposed in [22]. In [23] low gain high profile 

multilayer complex structure with 12 diodes is presented for quad-polarization applications. A 
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multilayer high-profile quad-polarized antenna is shown in [26]. A tri-polarized multilayer 

structure with exceedingly large footprint area with 16 diodes is illustrated in [27].  

            Probably a single multilayer meta-surface inspired bulky antenna with 15 diodes for 

penta-polarization application is prescribed for the first time in the literature. It is observed in the 

literature that most of the recently proposed designs are having noticeable concerns such as 

complex feed network, multiple SMA feed, multilayer bulky structures, complex and asymmetric 

design which will find difficulties in practical and industrial implementations. In conjunction, we 

have proposed a high gain (due to higher order mode) single feed, single layer with exceedingly 

low profile (0.01𝜆) planar compact structure with reconfigurable penta-polarization antenna for 

the first time in the literature. 

 

TABLE 8.5: COMPARATIVE STUDY OF RECENTLY PROPOSED ANTENNAS WITH OUR WORK 

Ref. f0(GHz) Pol. states 

(each) 

Substrate 

layers 

No. of 

Diodes 

% Imp. 

BW 

Footprint Area 

(λ0
2) 

Antenna 

Height, λ0 

Peak Gain 

[11] 

2×2array 

3.5 3 3  3 10(LP) 

18(CP) 

1.65×2.05 0.25 14.7(LP) 

14(CP) 

[12] 2.45 3 single 4 33.9 0.79 × 1.05 0.21 8.2 

[13] 3.9 3 single 2 18.4(CP) 

8.7(LP) 

1.6 

Circular patch 

0.08 10.6 

[14] 5.8 3 2  4 7.1 0.56×0.56 0.037 6.63 

[15] 2.2 4 2  12 28 0.3 

Circular patch 

0.1 1.9 

[16] 3.5 4 3  6 53 0.92×0.92 0.1 10.9 

[17] 2.55 3 2  16 1.6 3×3 0.3 9.6 

[18] 2.45 4 2 8 9.5 0.57×0.57 0.06 7.7 

[19] 1 4 2 6 2.5,5.8 0.7×0.4 0.02 7.6 

[10] 5.2 5 2 15 28 1.21×1.21 0.06 8.2 

This Work 5.8 5 single 6 14-23(LP, 

CP) 

1.1×1.1 0.01 10.3 

 

 

8.10 Conclusion 

              Co-channel and ISI issues are the most common adverse effects that degrade the quality 

of received signals and it would be multiplied further in upcoming UDN environment in 5G 

ecosystem. Hence an antenna perspective approach would provide additional degree of freedom 

to the system designer along with signal processing and communication front to mitigate these 
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issues. A compact single layer single feed high gain penta-polarization agile microstrip antenna 

excited at higher order broadside mode to attain higher gain is proposed. Subsequently a 

prototype antenna operates at 5.8GHz WLAN band is fabricated and measured with satisfactory 

results. This design approach also provides insight into the behavior of the circuit in terms of 

resonance frequency which would be useful to translate the structure at other frequency bands for 

diverse applications. With significantly larger gain, the proposed antenna high power 

transmission efficiencies in coming time which is one of the major advantages of 5G 

architecture. 
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Chapter 9 
Frequency and Pattern Reconfigurable 
Planar Antenna 

 

9.1 Introduction 

The trajectory of technological progress in the communication front is advancing at an 

extremely rapid pace, particularly in the wireless domain. It is emerging as one of the possible 

frontends in existing and upcoming 5G ecosystem to cater diverse multi facet advanced 

applications. In such scenarios, compact high gain multifunctional antennas are becoming highly 

desirable, which can dynamically modify antenna parameters such as operating frequency, 

polarization and pattern to achieve functional diversities [1]. Several interesting concepts have 

been proposed so far in the literature for single and multi-functional antennas [2-5]. With 

continuous deployment of innumerable RF nodes in close proximity in the impending 

heterogeneous network, multipath and Signal to Interference and Noise Ratio (SINR) has 

emerged as the most complicated concerns [6]. Alongside, high gain beam steerable antennas 

can provide a proficient way to alleviate the multi-path fading and increase SINR by aligning the 

high-power beam toward the direction of intended receiver; hence shunts out the interference and 

noise sources which results in higher SINR, larger diversity gain and improved data throughput 

in the network [7].  Researchers in the literature have largely focused on designing advanced 

multi-functional antennas specifically for frequency and pattern reconfigurable applications 

using different techniques. Those techniques are discussed in detail in the literature review 

chapter. 

Therefore, in a nutshell most of the previously proposed antennas or antenna arrays 

depict multilayer high-profile structures with significantly large footprint area and low gain. 

Also, the proposed antennas are operated with complex feeding and biasing network. 

In this chapter an approach has been to address those very issues. The chapter deals with 

the investigation of a very low profile TM03 mode 2D planar array with frequency and pattern 

reconfigurable functionalities. 
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The key advantages and novelty of the proposed array are outlined as below. 

1) There is very little literature available for compact single layered single feed high 

gain miniaturized planar array with continuous frequency and 2-D beam scanning capabilities. In 

this chapter a single-layered, single feed, low profile (˂0.01𝜆) miniaturized 2×2 planar MSA 

array operating at TM03 mode is studied to achieve significantly higher gain with continuous 

frequency tuning and beam scanning functionality.  

2) The proposed array is designed using miniaturized patch elements (the resonant 

length of the patch is tactfully reduced by 22%); hence the overall footprint of the array is 

reduced remarkably. Also, the array is excited using a simple and single feeding structure; thus, 

it can be easily interfaced with transceiver systems. 

3) The proposed antenna is scalable hence can be designed in other frequencies for 

different 5G applications. The antenna is principally aimed at mitigating the problem of low 

SINR, co-channel and intersystem interference in present day heterogeneous and ultra-dense 

wireless architecture.  

Thus, the design simplicity, compactness and ease of fabrication along with optimum 

performance make the proposed multifunctional antenna very suitable for upcoming 

heterogeneous network architecture. 

 

9.2 Antenna Design Theory 

9.2.1 Analysis of Higher Order Mode MSA 

The radiating edges of a patch antenna operating in TM0n or TMn0 modes are n×𝜆/2 apart 

along the patch length and radiates like n×𝜆/2 length dipole (𝜆 is the wavelength of TM0n mode).  

Contrarily, Side lobes in the pattern vary in numbers and amplitude depending upon the modal 

indices. Large magnitude of the SLL can be attributed to the existence of 𝜆/2 out of phase current 

between in-phase 𝜆/2 current strips on the patch surface as illustrated in Fig. 9.1 & Fig. 9.2 (cited 

from the previous chapter) for TM03 and TM05 mode respectively. This phenomenon can also be 

analyzed as the array of two radiating apertures n×𝜆/2 apart along the patch length. 

Subsequently, the number of side lobes in the E-plane is primarily due to the array factor formed 

by these hypothetical radiators.  From cavity model analysis it is observed that equivalent 

magnetic current (𝑀⃗⃗ ) at the radiating edges are equal and out of phase for even modal index n 
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and hence they cancel out the far-field radiation placing null in the broadside direction. 

Conversely, for odd n, broadside far-field radiation is combined. Hence TM0n modes with odd n 

radiate in the broadside direction providing significantly higher gain at the expense of higher 

SLL and larger aperture area.  

As an example, TM03 and TM05 modes are analyzed further. It is noted that 𝑀⃗⃗  in the 

radiating and non-radiating edges are aligned in-phase and out of phase respectively as shown in 

Fig. 9.1(c) which results in addition of far filed radiation in the broadside direction with 

significantly large SLL as depicted in Fig. 9.2(a). 

 
Fig. 9.1 Surface current on the patch antenna with red and blue lines indicate 𝜆/2 opposite directed current strips and 

E filed on the non-radiating edge of the patch in (a) TM05, (b) TM03 mode operation, and (c) TM03 mode equivalent 

magnetic currents (𝑀⃗⃗ ) at patch edges with red and black arrows indicate opposite directed currents. 

 

 

9.2.2 SLL reduction of Higher Order MSA 

Consecutive 𝜆/2 sections on the patch surface are having oppositely directed current 

generating the side lobes at TM0n modes. These 𝜆/2 sections are removed to make the current 
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distribution unidirectional, similar to that of the fundamental mode, hence reducing the SLL with 

the expense of slightly reduced gain due to reduced aperture area. Out of phase 𝜆/2 section (at 

the centre on the patch) in TM03 mode and alternate 𝜆/2 sections in case of TM05 mode are 

removed partially to reduce the SLL significantly as shown in Fig. 9.2(b). It is observed that SLL 

in both the planes are reducing gradually with the increase of slot length. SLL for 𝜆/2× (W-2) 

mm2 slot area is observed less than -20dB at φ=0º and φ=90º planes, as shown in Fig. 9.3. 

 

 

 

 

 

 

 

 

 

Fig. 9.2 Surface current distribution and corresponding radiation pattern for TM03 and TM05 mode MSA (a) With 

complete patch and (b) With 𝜆/2 slots at out of phase current strips 

 

 

 

 

 

 

 

 

 

 

 

9.2.3 Effect of slot on input impedance 

 It is established that for fundamental resonance the input impedance decreases as the 

length of the slot increases and vice-versa [8]. Similar trend is also observed for TM0n modes. 

The real part of the input impedances is reduced from 100Ω to 50Ω as the slot length varies from 

𝜆/6 to 1.5𝜆 as shown in Fig. 9.4 and hence improves the impedance matching. It is also 

   
(a) (b) 

Large SLL 

without slot 

No SLL 

with slot 

     
(a)                                                             (b) 

 

Fig. 9.3 SLL at (a) φ=0̊ & (b) 90̊ plane for varying slot lengths for TM03 
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interesting to note that the slot behaves differently to other non-broadside radiating modes. As an 

illustration, TM22 mode resides adjacent to TM03 is impacted inversely. The increasing slot 

length perturbs the current traversing path of TM22 mode largely and shifts the resonance 

towards higher frequencies along with increase in input impedances is observed as shown in the 

Fig. 9.4. Though from cavity model analysis it is noted that TM22 mode has small modal 

significance and hence it has least adverse effect on the intended mode (TM03). 

 

 

Fig. 9.4 Impact of varying slot length on 𝑅𝑒[𝑍𝑖𝑛] for TM03 mode patch 

 

9.2.4 Effect of slot on Antenna gain 
As a result of varying the slot area, the resonance frequencies are shifted slightly, 

reducing gain both at the designed frequency and at the shifted resonances.   Fig. 9.5 shows the 

realized gains at 2.45GHz for varying slot lengths across the patch width in TM03 and TM05 

modes reduce gradually. It is also noted that the gain of those modes (shifted to lower resonance 

frequencies due to increased slot area) are reduced due to the reduced aperture area.  

Antenna efficiency increases at a specific frequency as the length of the slot increases. 

This is attributed due to the decrease in dielectric and conduction losses with increase in slot 

aperture. 
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Fig.  9.5 Realized Gain for varying slot length of TM03 and TM05 mode 

9.2.5 TM03 Mode MSA Miniaturization Mechanism 

As discussed in previous section, the SLL of the TM03 mode is reduced significantly by 

removing the central portion of the patch (λ/2 wide). This essentially prevents the excitation of 

the out of phase current strip at the center of the patch leaving the other unidirectional current 

strips unperturbed. This configuration performs similar to an array of two in-phase current strips 

separated by λ/2, as shown in Fig. 9.6(b). Three thin λ/2 linkages carrying out-of-phase currents 

(with respect to two edge strips) are placed between the two strips to sustain the original current 

distribution on the structure. In the Autor’s other work [9], the linkages are meandered 

maintaining the actual length (λ/2) and symmetricity of the structure, which essentially decrease 

the effective radiating length of the patch by λ/4 as shown in the Fig. 9.6(c), hence reduces the 

overall footprint area by 16%.   The patch is miniaturized further by incorporating parabolic 

shaped λ/2 linkages between the outer λ/2 sections and reduces the non-radiating edge length by 

λ/3; thus miniaturized the footprint by 22% as illustrated in the Fig. 9.6(d).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 9.6 Evolution of the miniaturized MSA element operating in TM03 mode (a) complete Patch, (b) 𝜆/2 center 

etched patch with three straight 𝜆/2 linkages, (c) miniaturized Patch with 𝜆/4 meander linkage and (d) Further 

miniaturization with 𝜆/6 curve linkages 
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Further reduction in area is possible but the overall antenna performance will be compromised 

due to the coupling between closely spaced upper and lower λ/2 current strips. The curved 

linkages reduce the unintended radiation as in the case of meandered linkages the edge radiation 

is high due to sharp bending; hence curve linkages increase the radiation efficiency and 

consequently the realized gain. 

 

9.2.6. Effect of MSA element miniaturization on antenna parameters 

I. Input impedance and resonance 

TM03 mode resonance for the elements with straight [Fig. 9.6(b], curve [Fig. 9.6(d)] 

linkage and complete patch [Fig. 9.6(a)] are observed to be localized around 2.6GHz as depicted 

in the Fig. 9.7. The resonances remain fixed as the resonant lengths are kept same using λ/2 

curve and straight linkages while minimizing the overall physical area. As the width of the slot 

reduces the real part of the input impedance also decreases as observed in the Fig. 9.7.  An 

important observation is that only for meandered linkages [Fig. 9.6(c)] the TM03 mode resonance 

is shifted significantly towards lower frequency value. This is attributed to the coexistence of 

multiple sharp bending in the meander linkages that increases the overall electrical length of the 

patch and subsequently the current path shifts the resonance towards the lower frequency value. 

 
 

Fig. 9.7 Input impedances for different patch elements with straight, meandered and curve λ/2 linkages along with 

non-etched patch. 

 

 

II. Antenna Gain and total antenna Efficiency (η %) 

With the increase of the slot area the conduction and dielectric loss is reduced hence the η 

is increased compared to the patch without slot as shown in the Fig. 9.8. It is also noted that in 
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case of meandered linkage η reduces significantly despite of having wide center slot. This 

reverse phenomenon can be analyzed due to the radiation losses from the multiple sharp bending 

of the meander linkages. Contrarily, the element with curved linkage exhibits largest η due to 

least radiation loss. The directivity of all the elements reduces due to the slot which reduces the 

antenna aperture. Thus, maximum directivity is noted for the complete patch element [Fig. 

9.6(a)], while element with meandered linkage shows minimum directivity as shown in the 

figure. 

 
 

Fig. 9.8 Directivity and efficiency for different patch elements with straight meandered and curve linkages along 

with complete patch. 

 

 

9.3 Array Configuration 

A planar 2×2 array is designed using the miniaturized patch elements with curved 

linkages [Fig. 9.6(d)] operating at TM03 mode as shown in Fig. 9.9(a). Coplanar edge feed 

microstrip lines are used to excite the elements. Impedance of the radiating edges of the array 

elements are derived from the simulation and found to be (58.4+6.3j) Ω. Subsequently, quarter 

wave matching sections and T-junction power dividers are used to design the feed network as 

shown in Fig. 9.9.   Consequently, the length and width of the feed lines are parameterized for 

best possible impedance characteristics. Also, the inter-elemental separation along X and Y axis 

is adjusted and optimized for optimum radiation characteristics. 

 

9.3.1 Frequency Tuning Mechanism of the 2×2 array 

It is well known that the equivalent circuit model of a MSA is a parallel RLC resonator. 

Thus, the resonant frequency of the MSA can be altered by varying L or C by changing antenna 

structure or by incorporating external reactive load to the antenna. Hence varactor diodes are 
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placed at the top radiating edges of the array elements as shown in Fig. 9.9. The capacitance of 

the diodes is varied by proper biasing, hence allowing the antenna to resonate within a specific 

tuning range. A hyper-abrupt Junction tuning varactor (model SMV1231 from Skyworks [10]) 

having low series resistance (2.5Ω) and low phase noise is used in this work. The capacitance 

varies from 0.466 pF to 2.35 pF applying reverse voltage from 15V to 0V. Nearly 11% 

frequency tuning about the center frequency (2.45GHz) is simulated using the full swipe of the 

varactor capacitance as shown in Fig. 9.10(b). It is observed that fundamental mode resonator 

exhibits larger tuning range in comparison with higher order modes (HOM) as these modes 

exhibit larger Q values [11].     
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External DC wire 

(b) 

Fig. 9.9 (a)Top view of the designed 2×2 planar array, (b) Fabricated antenna array with biasing network 

Array Dimensions: Sx=Sy=200, Lp=84, Wp= 66 , L1=89.58 , L2=30.36 , L3= 28.48  ,Wf1=3, Wf2=1.64, 

Wf3=1.94, Wf4=0.72(all in mm). L, R and VAR represent Inductor, Resistor and Varactors respectively. 
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9.3.2 Pattern Reconfigurable Mechanism 

Beam navigation feature is incorporated in the array by integrating relative phase 

difference between the array elements. Phase difference between the elements is obtained by 

suitably detuning the varactor capacitance which essentially modifies the effective electrical 

length by adding reactive load to the individual patch elements. 

A specific resonance (f0) within the tuning range can be attained by properly modifying 

the varactor capacitance C0 in all the four elements which radiates in in-phase at broadside 

direction. By controlling the bias voltage, a slight variation in the capacitance ±𝛿𝐶 between the 

adjacent patches along X or Y coordinates can be achieved thus the elements are slightly detuned 

with respect to relative phase. Thus, the detuned reactive loads (C+ 𝛿𝐶) and (C- 𝛿𝐶) provide 

relative phase difference between the adjacent patches which tilts the main beam towards the 

element with larger reactive values.  

Concurrently, the excitation amplitude remains nearly same. Beam tilt angle is varied 

further by controlling the reverse bias voltage which varies the detuned capacitance. -10dB 

reflection coefficient for an arbitrarily chosen varactor capacitance C0 in all the array elements 

result in a specific resonance at f0 as shown in the middle plot of Fig. 9.10(a). The upper and 

lower plots depict the two extreme cases for detuned varactors C0±δC, so that the S11 at 

resonance f0±δf0 is just below the −10 dB reference level as clearly illustrated in Fig. 9.10. 

Internal filed distributions within the patch elements remain unchanged for C0±δC except 

relative phase of the fields.  

In brief, the beam scanning within the entire frequency sweep can be summarized as 

follows. Firstly, any specific resonant frequency f0 is chosen within the tuning range by suitably 

fixing the capacitance C0 of all the four varactors using specific reverse bias voltage (VR). 

Secondly, the adjacent diodes (as per the requirement of beam tilt at specific φ plane) are 

detuned gradually and the main beam starts tilting. In this process the resonant frequency shifts 

towards upper or lower frequencies depending upon the varactor capacitance values such as 

C0+δC or C0-δC. Thus, δC values are changed gradually while maintaining -10dB (S11) value as 

illustrated in Fig. 9.10(a). The maximum tilt angle is achieved at C0±δCmax. 
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 (b)                                                                                (c) 

 

Fig. 9.10 (a) S11 variations for varactor capacitance C0±δC. The middle graph represents S11 for C0 and the 

upper/lower graphs are due to C0- δC and C0+ δC, S11 tuning range for varactor tuning for (b)Simulated 

and (c) measured S11 
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9.3.3 2D Beam Scanning mechanisms 

As shown in Fig. 9.9, the array elements are arranged along X and Y direction marked as 

A, B, C and D respectively. Beam scanning at φ=0º plane is achieved by suitably detuning the 

varactor capacitance in A/C and B/D element pairs along the X axis. Subsequently, scanning at 

φ=90º plane is realized by detuning in A/B and C/D element pairs along the Y axis. Contrarily, 

the direction of the pattern can be reversed by swapping the detuned varactor values by toggling 

the bias voltage. It is also observed that beam switching at φ= ±45º planes can be attained by 

detuning the diagonal elements of the array such as A/D or B/C element pairs. Subsequently, by 

detuning any two adjacent diodes with suitable reverse bias voltage, the beam can be tilted at ±θ 

directions at any φ plane. As an example, the values of four edge varactors are listed in Table 9.1 

for main beam directions at different φ planes at 2nd quadrant of the 2D array geometry for 

maximum θ tilt. 

 

 

 

 

 

 

 

 

 

 

For complete intuition, a plot of the array with detuned varactors and corresponding 

radiation pattern is illustrated in Fig. 9.11. The figure depicts the beam steerability at φ= ±45º, 

90º, 0º planes. Patterns for other φ variations are not shown for brevity.  

Beam scanning angle can be enhanced by reducing the inter-elemental separation 

between the array elements which subsequently reduce the effective aperture of the array, and 

hence its directivity. Parametric optimization is performed and found λ0/2 spacing yield highest 

directivity with minimum grating lobes. Maximum achievable scan angle is severely influenced 

by coupling of radiated energy thru air or surface wave between the array elements which 

essentially reduces the required phase difference between the array elements. These effects can 

TABLE 9.1: VARACTOR CAPACITANCES (PF) AT FOUR ARRAY ELEMENTS  

FOR DIFFERENT BEAM DIRECTIONS AT 1ST QUADRANT 

C1 C2 C3 C4 Φ plane θ tilt 

      

2.35 2.35 0.5 0.5 90º 24º 

2.35 0.3 0.6 0.5 100º 28º 

2.35 0.4 0.8 0.5 110º 28º 

2.35 0.5 1.1 0.5 120º 26º 

2.35 0.55 1.3 0.5 130º 27º 

2.35 0.5 1.7 0.5 140º 27º 

2.35 0.45 1.9 0.5 150º 25º 

2.35 0.44 2 0.5 160º 25º 

2.35 0.47 2.15 0.5 170º 24º 

2.35 0.5 2.35 0.5 180º 24º 
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be minimized by reducing the Patch width in expense of degraded directivity and impedance 

matching. A trade-off between optimum beam scanning angle and gain is opted while deriving 

the patch width. Alternately, coupling through feed network increases the scanning angle if 

optimized properly since the phase of the associated coupling coefficient can be conveniently 

controlled by varying the feed length which partly compensate the surface wave or air coupling. 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 9.12 provides a complete illustration of selecting specific capacitance values of the 

varactor diodes by applying suitable reverse bias to attain specific beam directions in azimuth 

and elevation plane. Fig. 9.12(a) presents different capacitance values of the varactors of A & C 

and B & D element pairs for ±θ tilts at φ=0º plane. Subsequently, Fig. 9.12(b) & 9.12(c) 

illustrates the different capacitance points of different element pairs as circled in the array 

elements for ±θ tilts at φ=90º & 135º planes. Thus, the elevation of the main beam at any 

azimuth plane is possible by judiciously choosing the varactor capacitances of the array elements 

using suitable biasing. 

 

 

                                                
(a)                                                                                                  (b) 

 
 
 
 

 

Fig. 9.11 (a) Configuration of radiating edge varactor capacitances at four array elements for main 

beam scanning at φ= 0º, 90º, ±45º planes and maximum ±θ tilt, (b) 3D radiation pattern at at φ= 0º, 

90º, ±45º planes in accordance with the variations of the capacitance 

 
 

Beam scanning at complete 360º azimuth plane using specific set of 
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Fig. 9.13 depicts the simulated normalized polar plots of the patterns at of 2.45 GHz for 

different tuning conditions of the varactor diodes. Fig. 9.13(a) shows that at any specific 

resonance within the frequency tuning range the maximum main beam elevation is θmax= ±25º 

while the maximum tilt at elevation plane is θmax= ±40º considering 3dB beamwidth (taking the 

HPBW). Also, a complete 360º beam scanning at azimuth plane is realized as shown in Fig. 

 

                                      
           

                                       
 

                                        
 

Fig. 9.12 Variation of four varactor capacitances at A, B, C and D array elements to realize beam direction at 

different Azimuth and elevation planes. (a) Beam direction at φ=0º and θ variation for capacitance values of the 

radiating edge varactors at A, C and B, D element pair, (b) Beam direction at φ=90º and θ variation for 

capacitance values of the radiating edge varactors at A, B and C, D element pair and (c) Beam direction at 

φ=±45º and θ variation for capacitance values of the radiating edge varactors at AD and BC element pair 
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9.13(b).  The far field radiation is linearly polarized (the LP could be horizontal of vertically 

polarized based on the antenna alignment) with   -25dB X-pol components. 

 

                         
 

(a)                                                                                 (b) 

Fig. 9.13 (a) Maximum Beam direction with and without 3dB beamwidth at elevation plane and (b) 360º scanning 

at azimuth plane for different capacitance values of the varactor diodes 

  

 

9.4 Antenna array fabrication and Measurement 

A prototype antenna array is designed at 2.45GHz band to validate the proposed theory. 

CST V.19, a FDTD based hybrid electromagnetic simulation solver tool is used to simulate the 

design. Roger RO404 substrate having dielectric constant 𝜀𝑟=3.51, loss tangent tan 𝛿=0.017 and 

height h=30mil is used to fabricate the antenna. The complete layout of the simulated antenna 

and the corresponding fabricated antenna is shown in Fig. 9.9. Series combination of 1 MΩ 

resistor and 47 nH inductor is used to bias the varactor diodes. Without disturbing the internal 

fields, a shorting via is placed at the center of each element to provide DC ground along with a 

33-pF capacitor for RF continuity. Multiple 0.2mm DC bias lines are designed and are 

terminated at 0.3×0.3mm2 bias pads for proper biasing and coupling management as shown in 

figures. Measurements are conducted in an anechoic chamber using Agilent E5071B VNA.         

     The SMA feed is covered with RF absorbers to ensure least coupling of external spurious 

radiation which could cause ripples in the measured pattern. RF choke is used in DC bias lines 

while aluminum foil is used to cover the external bias lines along with the DC supply to prevent 

external RF noise. Slight discrepancies in the measured results can be attributed to many factors 

such as improper soldering and non-identical lumped elements which misaligned the symmetric 
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nature of the structure. Parasitic effects of the diodes and incorporating simple circuit model of 

the varactor diode in the simulation environment also offset the measured results.  

 

9.4.1 Reflection co-efficient (S11) 

Simulated and measured frequency tuning for different reverse bias conditions along with 

corresponding varactor capacitances are shown in Fig. 9.10. Approximately 10 % tuning range is 

measured form 2.35GHz to 2.6GHz with slight shift towards higher frequencies. The reasons for 

slight discrepancies in the results are already discussed. As the sensitivity at TM03 mode is quite 

high hence the 10dB frequency tuning range is comparatively less with respect to fundamental 

resonance. 

 

9.4.2 Antenna Efficiencies (η) 

Antenna efficiency reduces with the internal reactance of the tuning devices. Thus, with 

increasing varactor capacitance larger current drifts thru the diodes exhibiting higher loss; hence 

antenna efficiency gradually reduces towards the lower frequency range due to larger varactor 

load. Fig. 9.14 shows that efficiency decreases from 82% to 58% as the varactor capacitance 

increases from 0.466-pF to 2.35-pF with decreasing reverse bias voltage from 15v to 0v.  The 

varactors used in the design are having large package parasitic capacitance and insertion loss. 

Also, lossy substrate (tan 𝛿=0.017) is used to fabricate the design introduces further conduction 

and dielectric loss that reduces the overall antenna efficiency. However, antenna efficiency can 

be improved by incorporating low loss varactors and low loss substrate in the design.  

 

 

 

 

 

 

 

 

 

 
 

Fig. 9.14 Realized Gain and antenna efficiencies at broadside direction 
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9.4.3 Realized Gain 

Fig. 9.14 shows the simulated and measured realized gain in different frequencies at 

broadside direction for varying varactor capacitances. Maximum 17.3dB realized gain is 

measured at 2.5GHz and the value is gradually reduced in the lower frequencies as antenna 

efficiency is also reduced gradually. Gain at three distinct frequency points within the tuning 

range (2.35GHz, 2.45GHz and 2.55GHz) is depicted in Fig. 9.15 for varying beam directions. It 

is discussed that to increase the tilt angle of the main beam the varactor capacitances need to 

detune further; correspondingly the realized gain reduces progressively due to degraded antenna 

efficiencies which is clearly portrayed in Fig. 9.15. It is observed that at higher resonance 

(2.55GHz) the gain is comparatively high due to larger efficiency as shown in Fig. 9.14. In any 

specific frequency within the tuning range, the measured gain is found to vary between 14dBi to 

17.5dBi as the beam scans between θ= ±40º angle (including 3dB HPBW). The measured gains 

are reduced slightly due to dielectric, conduction, diode, and other lumped element losses. 

 

 

 

Fig. 9.15 Realized gain at 2.35GHz, 2.45GHz and 2.55GHz for varying main beam directions. 

 

9.4.4 Radiation Pattern 

The simulated and measured normalized radiation pattern at φ= 0º, 30º, 45º and 90º 

planes are shown in Fig. 9.17 for 2.45GHz and 2.55GHz respectively in both the principal 

planes. Patterns for other φ planes and frequencies are not shown for brevity. SLL and X-pol 

values are below -15dB and -20dB in both principal planes as illustrated in the figure. It is 

observed that SLL and X-pol levels increase slightly with increasing tilt angle and noted below -
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12dB & -18dB in both principal planes which are still below the acceptable level as shown in the 

pattern plots. 

In all φ planes maximum ±25º main beam scan angles (θ tilt) and ±40º beam tilt 

considering 3dB Half Power Beamwidths (HPBW) are measured as shown in Fig. 9.16. 

Direction of maximum radiation along the elevation plane in higher order modes are slightly 

reduced in comparison with fundamental mode due to higher Q value.  

 

 

  

 

 

 

 

                     

 

Fig. 9.16 E plane simulated and measured Co and X-pol Radiation pattern at φ = 90ºat 2.45GHz shown for 

tilt angle for main beam at ±25°and beam considering HPBW ±40°. 

  

 

Pattern invariance with negligible SLL and X-pol level is noted in most of the cases. This 

fact can be attributed to the negligible adverse effects of the other co-existed higher order modes 

(TM22) with TM03 mode hence the pattern purity remains unaltered for entire tuning band. 
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Fig. 9.17 E plane simulated and measured Co and X-pol Radiation pattern at φ = 0º, 90º, 120º, 30º and 135º at 

2.45GHz and 2.55GHz respectively. All plots are shown for maximum ±θ variation. 

 

 

9.5 Comparison and Discussion 

A comparative study of the recently proposed frequency and pattern reconfigurable 

antennas using MSA array and other planar and non-planar techniques in the literature is 

presented on performance and practical realization basis. A 1×2 microstrip monopole array is 

proposed very recently [12] which shows 2-D beam scanning at 0°< Φ < 180°, 0°< θ < 90° 

(including 3dB beamwidth) with 8.2-11.1dBi gain in 5GHz band. Though dual port along with 

additional phase shifters are attached with two array elements to achieve the mentioned results. 

In [13] a 4×4 planar array is proposed at fixed 3.5GHz band that radiates six discrete beams at 

different φ planes. The antenna is fabricated on a large footprint area (7.6λ0×5.1λ0). A 1×2 linear 

compact MSA array is proposed in [14] but limited to ±23º beam tilt only at φ=0º plane with 

10% frequency tuning range and exhibits low gain (5.5-8.7dB) at 2.2GHz band. An 8×8 2D 

planar phased array [15] is designed at 5.2GHz band that scans ±80º (including 3dB beam) only 

at φ = 0º and 90º planes with a varying gain between 15.2-19.1dBi. It includes a very bulky and 

complex phase network for different phase combination with 64 discrete feed ports. Also, the 

antenna is fabricated on a very large footprint area (5.2λ0×5.2λ0) and profile (0.3λ0 or 

10.508mm). In [16], a 1×9 multilayer MSA linear array backed by high impedance surface 

periodic structure exhibits ±60º beam scan at φ=0º plane with large footprint (8.33λ0×1.31λ0) and 

profile (0.19λ0 or 7.9mm). The antenna also exhibits wide gain variation (7dBi) with frequency 

and beam scan angles. A varactor loaded compact MSA is proposed in [17] with frequency tune 

and 360º beam scanning at φ=0º plane with exceedingly low gain around 2-2.51dBi. A low gain 

(5.6dBi) corrugated SIW based LWA operating at fixed 4.5GHz band is shown in [18]. The 

antenna exhibits θ= -41º to 31º beam scanning at E plane using very large number of diodes (40 

Nos.). A 3-layer high profile complex 1×4 MSA array is proposed [19] for 2.15GHz to 2.99GHz 

frequency tuning and ±50º beam coverage in six discrete φ planes uses very large number of 

switching components (24 varactors and 32 PIN). A SIW based 4-port MSA is also proposed to 

[20] operate at 2.4GHz band exhibits 12 discrete beams at different fixed directions. Phase 

difference is applied to the port from external circuitry to achieve max ±30º tilt.  
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                                Abbreviations: BS, beam scanning ability; F, frequency reconfigurable. 
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In comparison, this work presents a compact, single layer, single feed, very low profile 

(˃0.01 λ0), 2×2 planar miniaturized (reduced footprint area by 22%) MSA array operates at 

TM03 mode. The proposed design exhibits significantly large, measured gain of 17.1dBi. A 

complete 360 º beam scanning in azimuth plane and ±40º beam scanning (including HPBW) at 

elevation plane throughout 10% frequency tuning range around 2.45GHz band is realized. 

Contrarily the designed antenna encounters very low (2dBi) gain variation for entire frequency 

sweep and all scan angles. To the best of author’s knowledge frequency and pattern agility in 

a miniaturized higher order (TM03) MSA array is proposed for the first time in the literature. 

Design simplicity, ease of fabrication and optimal performance make the proposed antenna 

suitable for different advanced applications in present wireless domain.  

 

 

 

 

9.6 Conclusion 

RF frontend in the present communication era is playing a pivotal role to uphold the most 

advanced and critical applications based on the latest technologies. The deployment of numerous 

RF nodes catalyzed ISI (Inter System Interference/Inter Symbol Interference) and co-channel 

interference issues; hence multifunctional antennas specifically frequency and pattern 

reconfigurable antennas play an important role to mitigate these concerns. Most of the 

reconfigurable antennas in the open literature exhibit high profile, low gain and larger footprint 

with complex feeding structures. In this work a single layered 2×2 planar antenna array operating 

at TM03 mode is proposed; hence attain exceedingly high realized gain (17.1dBi). Subsequently 

the array elements are miniaturized by 22% which reduces the overall array footprint area. 

Varactor diode is used to attain 11% continuous frequency tuning around 2.45GHz band. 

Furthermore, continuous 360º beam scanning at azimuth plane and ±40º (including 3dB beam 

width) at elevation plane is achieved. The scalability of the proposed antenna can be used to 

design antennas for diverse applications in the impending heterogeneous 5G network. Along 

with the conventional multifunctional application, this study shows an antenna perspective 

approach that would provide an additional degree of freedom to the system designer along with 

signal processing and communication front to mitigate co-channel interference, SINR, and low 

Bit Rate issues by alleviating the severe multipath effects in the Ultra- Dense Network (UDN) 
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environment. Having a simple and single feeding structure the proposed antenna can easily be 

integrated with other trans-receiver systems. The gain can be increased further using larger array 

configuration along with elements operating at TM0n modes such as TM05, TM07 and so on. The 

proposed reconfigurable array is also compared with recently published works in the open 

literature. The design is found to be advantageous in all aspects as depicted in Table 9.2. Hence 

the design simplicity, compactness, ease of fabrication, scalability and optimal performance 

make the proposed antenna very suitable for diversified applications in present wireless 

ecosystem. 
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Chapter 10 
Conclusions and Future Scopes 

 

10.1 Introduction 

 

In this dissertation the challenges in the upcoming Ultra-Dense-Network environment in 

5G scenarios are pointed out. One of them is severe signal interference due to massive 

deployment of wireless nodes in the constrained spectrum. Thus, insufficiency of usable 

spectrum is another crucial issue generating co-channel interference. SINR is reduced due to 

multipath fading in the ever changing static and dynamic environments resulting in low data 

throughput and bandwidth. In ultra-dense environmental scenarios, these effects are even more 

chronic.  Thus, in this dissertation the wireless channel in different environments is studied in 

higher wide band frequencies to characterize the channel behavior. Subsequently channel models 

are proposed based on the measurement data. 

 To be more precise, the author has characterized the wireless channel to know the 

channel State Information prior to design antennas for specific application in 5G ecosystem. In 

the next part of this dissertation the author has emphasized on designing reconfigurable antennas 

that would reduce the signal and channel adversities to cater to high speed and high bandwidth 

signals with least BER in the near future. 

 

10.2 A Qualitative summery of the Achievements 

RF domain in present communication era is playing a pivotal role to uphold the most 

advanced and latest technology-based applications. The gradual deployment of innumerous RF 

nodes in existing and upcoming 5G ecosystem catalyzed ISI and co-channel interference issues. 

This dissertation dealt with the co-channel, inter-system-interferences and spectrum 

insufficiencies from antenna perspective approach which would provide additional degree of 

freedom to the system designer along with signal processing and communication domains to 

mitigate these issues. These challenges in any P2P or P2MP RF link in coming 5G ecosystem 

can be nullified significantly by selecting a suitable operating state from the multiple distinct 
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available reconfigurable states of the antenna system based on predefined SINR and RSS 

threshold. Due to the constraint in the available wireless spectrum, there is significant 

overlapping of operating frequency bands which causes co-channel and Inter-system interference 

resulting in low SINR and high BER. Signal multipath in the wireless channel on the other hand 

creates random fluctuation in the RSS. In this dissertation few novel approaches from RF 

perspectives are analyzed and designed to mitigate the mentioned issues.  

The terminal antennas used in the frequency and time domain channel measurement 

introduce additional time delays and reduce the coherence bandwidth of the channel. Researchers 

in the literature have mostly modeled the radio Channel (propagation channel including terminal 

equipment effect) instead of propagation channel, where the models were terminal dependent 

and valid for specific measurement setup. Subsequently, the frequency and time dispersive 

channel parameters derive from the measured CTFs were found to be erroneous and formulate 

inaccurate channel models.  In few cases authors have calibrated the measurement setup in an 

anechoic chamber to deconvolute the effect of terminal antennas and other active devices. 

A standalone channel response (frequency and time domain) excluding the antenna 

effects has been derived using a two-port network approach. Identical horn antennas operating in 

the C band have been used to measure the channel transfer function and impulse response. A 

comparative investigation of the measured results with and without antenna effects is presented.  

It is observed that indoor propagation scenarios are changing rapidly resulting from the 

coexistence to larger numbers of electronic devices and the inclusion of advanced building 

materials. In static indoor scenarios, the presence of diverse scattering objects significantly 

increases the channel fading due to the vector addition of amplitude and phase varied multipath 

components (MPCs) at the receiving end. Because of the high dynamic range, frequency domain 

techniques based on a Vector Network Analyzer (VNA) efficiently assess an indoor static 

environment. A distance and frequency-dependent indoor wireless channel characterization and 

modeling using the frequency domain approach is presented in this thesis for C, X, and Ku bands 

in both Line of Sight (LOS) and non-Line of Sight (nLOS) scenarios. 

The recently proposed reconfigurable antennas with advanced techniques suffer from 

several unavoidable complications. Firstly, most of the antennas are having multilayer high 

profile bulky structures which impose significant difficulties in antenna fabrication. Secondly, 

most of the antennas are having multiple feed ports which trouble system integration or 
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interfacing the antenna with other devices in the trans-receiver system. Thirdly, the electro-

mechanical mechanism to control the liquid metal in reconfigurable liquid antennas is extremely 

cumbersome. Finally, the asymmetric structure with a complex feed network and large footprint 

area impose difficulties for practical realization. In this dissertation, the author has principally 

focused to address the above-mentioned issues. Compact reconfigurable MSA is introduced in 

the literature for the very first time with five reconfigurable polarizations states at each of three 

reconfigurable frequency bands. Dual CP, dual LP along with 45̊ LP reconfigurability is 

achieved using PIN diodes and a suitable bias network.  

High gain beam steerable antennas can provide a proficient way to alleviate the multi-

path fading and increase SINR by aligning the high-power beam toward the direction of intended 

receiver; hence shunting out the interference and noise sources which results in higher SINR, 

larger diversity gain and improved data throughput in the network.  

Broadside radiating MSA is also studied extensively to design novel reconfigurable 

antennas to achieve larger realized gain. A planar 2D array with antenna elements operating in 

TM03 mode is proposed in K band with 17dBi measured gain. A compact, high gain, single-layer 

single feed penta-polarization reconfigurable MSA operating at higher-order mode is proposed 

possibly for the first time in the literature. A prototype antenna operating at TM03 mode and 

designed at 5.8GHz WLAN band is analyzed, fabricated, and measured to validate the proposed 

theory.  

Frequency tuned pattern reconfigurable antennas reported so far have dealt with 1-D and 

2-D beam scanning in fixed, multi and continuous tunable frequency bands with certain inherent 

flaws such as structural complexities, multilayer high-profile designs along with complex 

feeding and large footprint area. Also, these antennas exhibit severe gain instability in the beam-

scanning and frequency tuning range. The complex multilayered structure and critical biasing 

network placed additional constraints on the practical realization of those proposed antennas. A 

single layered 2×2 planar antenna array is proposed operating at TM03 mode; hence attaining 

exceedingly high realized gain. Subsequently the array elements are miniaturized by 22% which 

reduces the overall array footprint. Varactor diode is used to attain 11% continuous frequency 

tuning around 2.45GHz band. Furthermore, a continuous 360º beam scanning at azimuth plane 

and ±40º (including 3dB beam width) at elevation plane is achieved. The proposed protype 
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antenna can be rescaled to design antennas operating at higher frequencies for diverse 

applications in the impending heterogeneous 5G network. 

 

10.3 Future Scopes 

We have witnessed the advancement of cellular technology from 1G to 4G and are on the 

verge of deploying 5G. These heterogenous architecture is ever expanding with growing 

customer demand and advanced used cases. This desire is the prime driving force behind the 

continuous technical advancement of this domain. Thus, the scope of future work particularly in 

this front is immense. Few specific directions of further research can be taken in continuation of 

this dissertation. 

1. The multiple reconfigurable states of the antennas are altered to make the interfered link 

stable. The proposed tri-band and penta-polarization reconfigurable antenna is designed 

with fifteen reconfigurable states. But the important fact is that to change the state of the 

link a sophisticated feedback mechanism need to be incorporated in the antenna system. 

The feedback mechanism analyzes the link quality based on preconfigured SINR or RSS 

values and takes the decision to change the state. Thus, the feedback mechanism to 

initialize reconfigurability can be studied. 

2. Advanced Artificial Intelligence (AI) and Machine Learning (ML) algorithms can be 

merged with the antenna feedback system to sense the user availability so that the beam 

can be steered accordingly for efficient power usage.  

3. Lossy RF diodes and switches used in the antenna design pose significant adverse impact 

on antenna performances. Advance low loss MEMS based RF switches and varactors can 

be incorporated in the reconfigurable antennas and further research can be opted to 

improve total antenna efficiencies in different reconfigurable states. 

4. With the advancement of technology, the overall footprint of the antennas along with 

other RF sub-systems are being miniaturized. On the other hand we have studied 

antennas operated in higher order broadside modes to attain comparatively larger gain 

compensating for large antenna size. Advanced miniaturization techniques can be opted 

for further research in this direction. 
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5. Terminal independent wireless channel characterization is studied in static environment 

using frequency domain approach. The derived closed form expressions can further be 

investigated in time domain approach and also in dynamic environment. 

6. We have studied UWB channel characterization and modeling in indoor static 

environment. But for practical outdoor applications, dynamic channel properties need to 

be investigated in high frequency regime. Hence this domain needs to investigate further 

in near future. 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 
 

List of Publications 
 

Journal Publications: 

 

[1] J. Pal, K. Patra and B. Gupta, "Antenna-Independent Frequency- and Time-Domain 

Representation of Wireless Channel," in IEEE Antennas and Wireless Propagation Letters, 

vol. 19, no. 8, pp. 1447-1451, Aug. 2020, doi: 10.1109/LAWP.2020.3005419. 

[2] Pal, Joydeep & Patra, Kaushik & Gupta, Bhaskar. (2020). A TM 03 mode reduced side lobe 

high‐gain printed antenna array in K band for UDN and IoT applications in 5G. International 

Journal of RF and Microwave Computer-Aided Engineering. 30. 10.1002/mmce.22414 

[3] Pal, Joydeep & Patra, Kaushik & Gupta, Bhaskar. (2022). A low profile single feed compact 

dual-band penta-polarization agile Microstrip Antenna for interference mitigation in point to 

point link in Ultra-Dense environment. AEU - International Journal of Electronics and 

Communications. 150. 154191. 10.1016/j.aeue.2022.154191.  

[4] Pal, Joydeep & Patra, Kaushik & Gupta, Bhaskar. A compact TM03 mode penta-polarization 

agile MSA for interference mitigation in 5G ultra-dense point to point environment. 

International Journal of RF and Microwave Computer-Aided Engineering. 2020; e23290. 

doi:10.1002/mmce.23290 

[5] Pal, Joydeep & Gupta, Bhaskar. A High Gain Reduced Side-lobe Miniaturized Frequency and 

Pattern Reconfigurable planar array operating in Higher order mode. International Journal of 

RF and Microwave Computer-Aided Engineering. 2022; e23364. doi:10.1002/ mmce.23364. 

[6] Pal, Joydeep & Gupta, Bhaskar. A Compact Tri-Band Penta-Polarization Reconfigurable 

Planar Antenna for Interference Management in 5G Ultra-Dense Network Environment. 

International Journal of RF and Microwave Computer-Aided Engineering. 2023; e23364. 

10.1155/2023/2679182. 

 

List of Papers under review: 

 

[7] Pal J and Gupta B. Frequency domain UWB channel characterization and modeling in indoor 

static environment. International Journal of RF and Microwave Computer-Aided 

Engineering. 2022; 


