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Abstract

Wireless Sensor Networks (WSNs) consist of low cost, tiny sensors (nodes) with limited processing
and communication capabilities. It does not require huge infrastructure and a central supervision
to set up such a network. Therefore, a large number of nodes are often randomly deployed over
the region of interest on an ad-hoc basis to achieve this. For these unique features, WSNs have
now been the best choice for many applications, especially in a remote and hostile area. For
example, a variety of applications such as data gathering, monitoring of the disaster prone areas
(flood, forest fire and volcanic eruption, etc.), wildlife monitoring, industrial control, healthcare,
surveillance and security of military operations, and smart agriculture, etc. are very common.
However, the nodes do not know their locations in the network and act cooperatively with each
other. For the realization of an event occurring, such applications require location data to be
relayed over the network from the source nodes to a sink or base station. The incorporation of a
localization system is often desirable, enabling each node to autonomously determine its precise
location within the network. Most of the state-of-the-art localization systems work with three
main components, such as

• distance/angle estimation based on Received Signal Strength (RSS), Time of Arrival (ToA),
Time Difference of Arrival (TDoA) and Angle of Arrival (AoA),

• position computation based on estimated distance/angle data and known anchor references
(anchors, also called beacons, are a few location aware nodes with GPS receivers), and a

• localization algorithm propagates the information depending on its operating principle (cen-
tralized/distributed), to estimate the positions of the remaining nodes.

All nodes and anchors relay data packets over a common wireless medium. Thus, they are vul-
nerable to malicious attacks. In the literature, several attacks like Sybil, replay, and wormhole,
etc. are very common. Adversaries can compromise a few nodes to measure localization data such
as, RSS, ToA, TDoA, and AoA from received data packets. Moreover, they can modify the radio
environment in a particular region of the network. This would make the distance/angle estimation
erroneous to nodes located there. Eventually, the proliferation of such erroneous information from
these compromised/affected nodes may mislead the plan/decision to be made at the base station.

Over the past decade, several pioneering research works have reported many algorithms to mitigate
such attacks. Either they use cryptographic principles or they detect and eliminate misbehaviors
in malicious nodes. Cryptographic approaches may not be suitable for nodes with limited re-
sources (nodes are battery powered and battery replacement or recharging is not possible). These
are also fragile at compromised nodes and secret keys/passwords may be accessible to attackers.
On the other hand, non-cryptographic methods seem to be more reliable in a hostile environment.
These are robust enough to keep data packets secure in the application layer or other inner lay-
ers. But, do not perform well in physical layer as nodes are exposed to adversaries while sending
data packets over radio. Therefore, implementing resilient localization systems that preserve data
packet security in the physical (PHY) layer still poses a great challenge to researchers.

vii



In this context, the direction finding capability of a smart antenna can be more effective in
estimating RSS/AoA with high precision. A smart antenna exploits spatial diversity to coun-
teract multipath fading under a changeable and unpredictable wireless channel. Its adaptive
beamforming attribute can preserve data integrity and improve quality of services over point-to-
point communication links. Integrating smart antennas with anchors does not impose additional
overhead on nodes and proves to be a new idea for secure localization applications in WSNs. It
is beneficial to isolate malicious nodes in the network via antenna pattern control, making the
localization process as secure and robust as possible. This is an open research area and so far
no research efforts have been reported in this direction. For this reason, we are undertaking our
research work based on smart antennas to develop secure localization systems which should have
a lot of potential for use in the near future.

In this thesis, we have claimed the benefits of secure localization systems based on smart an-
tennas over conventional methods, in terms of energy efficiency and localization accuracy. In this
context, we discussed the different types of possible attacks and their effects, the principles of
preserving security against them, and the challenges of secure localization in WSNs. We briefly
explained the two important features of smart antennas, namely adaptive beamforming and di-
rection finding capabilities, and emphasized its use for secure localization applications.

In Chapter 1, we discussed the overview of the problem, the objective and the motivation of
this research work.

In Chapter 2, we briefly reviewed some common security attacks in WSNs and performed an
extensive literature survey of existing secure localization algorithms for application layer or other
inner layers. This chapter also contains the study of a few existing secure localization methods
for the physical layer.

In Chapter 3, we introduced two anchor mobility control strategies (centroid and fuzzy) for the
realization of resilient localization systems in WSNs. We presented a robust localization system
based on smart antennas called Row Matching Algorithm and evaluated its performance using
different anchor mobility models (e.g., random, centroid, and fuzzy).

In Chapter 4, we presented a secure localization system using a fuzzy based anchor mobility
control strategy to mitigate node capture attacks in WSNs.

In Chapter 5, we also presented a secure localization system using a consistent variant assort-
ment strategy to be effective in a tampered radio environment in WSNs.

In Chapter 6, we presented a security framework to protect anchor data using the strategy of
antenna pattern control and pseudo-reference generation.

In Chapter 7, we presented the methodology for implementing a reconfigurable beamforming ar-
chitecture on an FPGA (Field Programmable Gate Array) board to embed smart antennas with
anchors.

In Chapter 8, we also presented the methodology for implementing a coprocessor architecture
on an FPGA board for the anchors to compute the location of the nodes centrally.

In Chapter 9, we concluded the thesis by summarizing the overall findings. We have also in-
cluded suggestions for the future direction of research in this area.
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We have listed the main contributions of the thesis, in brief, as follows.

• Studied in detail existing secure localization algorithms and explained the requirement for
smart antenna based security solutions in WSNs.

• Proposal of two anchor mobility control strategies (centroid and fuzzy) for the realization of
resilient localization systems in WSNs.

• Proposal of two secure localization algorithms (via anchor mobility control, and consistent
variant assortment) against two different attack scenarios in WSNs.

• Proposed security strategy for anchor data against PHY layer attacks in WSNs via antenna
pattern controls.

• Proposed methodologies for implementing smart antenna beamformer and anchor coproces-
sor architectures on an FPGA platform.

• Verification of the operational feasibility of the proposed secure localization models based
on smart antennas compared to conventional algorithms, in terms of energy efficiency and
localization accuracy using simulations and performance analyses.
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Chapter 1

Introduction

1.1 Wireless sensor networks

A large number of small, inexpensive, battery-powered, self-configuring sensor devices (nodes),
most often deployed randomly over the region of interest (indoor/outdoor, or even in remote and
hostile areas) on an ad-hoc basis, constitute Wireless Sensor Networks (WSNs) to accomplish
specific tasks [1]. Such networks operate efficiently without the need for centralized supervision
and have thus become very popular in a variety of applications [2]. Nodes, also known as motes,
sense raw data from the environment, convert it to digital form, and then transmit it to a sink or
base station in a collaborative manner. At the base station, the data is processed and analyzed to
recognize any event occurring in the network. The base station is usually placed at a convenient
location and has enormous power, long transmission range, and higher processing capacity. Finally,
a task manager or user collects the processed data directly from the base station. The base station
connects the user externally via a wireless radio link (satellite or internet) [3]. Fig. 1.1 illustrates
a typical WSN architecture and its operations.

1.1.1 Advantages of WSNs

A dense network composed of adequate wireless sensing devices distributed in space provides
several advantages as follows [4].

• Signal-to-noise ratio (improves SNR level by reducing average distances from sensor to sensor
and from sensor to signal source or target).

• Energy efficiency (increases efficiency by reducing power consumption for communications
through a multi-hop network topology).

• Flexibility (suitable for deployment via simple infrastructures and self-organizing capabili-
ties).

• Robustness, fault tolerance and scalability (allows new nodes to replace faulty nodes in data
routing through network redundancy).

• Ad-hoc features (easy and fast network configuration in a remote and hostile environment).

• Data fusion (aggregates additional data from other sensors during multi-hop transmission in
the network).

• Cost (simple and cost-effective network architecture).
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Fig. 1.1. WSN architecture for a specific task

1.1.2 Challenges of WSNs

The realization of a WSN still faces several challenges depending on the deployment conditions
and the physical environment. Therefore, they must be overcome for its versatile applications.
These are mostly inherent limitations of tiny sensors, as listed below [5].

• Device heterogeneity (very small sensing areas of the order of a few meters and low commu-
nication range of the order of a few tens of meters).

• Manufacturing quality (possesses limited memory, processor with less computational capa-
bility and limited energy from battery).

• Limited power capacity (very difficult to replace battery or to employ energy harvesting in
remote/hostile places).

• Network support (provides limited support for networking because no universal routing pro-
tocols or central registry services exist).

• Dynamic topology (changes network topology frequently due to multipath-fading and node
failures because each node acts as a router as well as an application host).

• Application support (provides limited support in developing application software because it
involves dynamic collaboration among nodes as a distributed system, to handle multiple
competing events in real-time).

• Quality of service (relays unreliable data packets through wireless connectivity from source
node to sink node).

• Ecological issues (is prone to security attacks and physical damages when deployed at outdoor
in hostile environment).

1.1.3 Types of WSNs

Based on deployment areas and application purposes, WSNs are classified into five categories [6],
such as

• Terrestrial (consists of hundreds to thousands of nodes, deployed randomly or pre-planned
over the area of interest and communicates efficiently with base stations).
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• Underground (consists of several nodes hidden in the ground to monitor underground con-
ditions and additional sink nodes are placed above ground to relay information to the base
station. It is more expensive than terrestrial WSNs in terms of deployment, maintenance,
and equipment cost).

• Underwater (consists of several nodes and autonomous vehicles deployed underwater and
establishes communications through acoustic waves).

• Multimedia (consists of low-cost nodes with microphones and cameras to collect multimedia
data, such as images, video, and audio. It offers new challenges such as higher energy
and bandwidth requirements as well as efficient systems for data retrieval, compression and
correlation).

• Mobile (consists of nodes that can move and sense data from the environment. It improves
coverage, energy efficiency, and channel capacity).

1.1.4 Applications of WSNs

Currently, WSNs are used to perform monitoring and tracking tasks in various applications [5],
as listed below.

• Environmental (forest fire detection, animal tracking, flood detection, weather forecasting,
and seismic prediction).

• Military (enemy tracking, security surveillance and battlefield surveillance).

• Health (tracking and monitoring of patients).

• Transport (monitoring of traffic, dynamic routing management, and monitoring of parking
lots).

• Industry (process monitoring).

1.1.5 Basics of MICAz motes

The MICAz is a popular mote module manufactured by Crossbow to enable low-power WSN oper-
ations on the ISM bands (2.4 to 2.48 GHz). It is supported by MoteWorks™ which is based on the
open-source operating system, TinyOS. MoteWorks™ provides the WSN platform for developing
a reliable, ad-hoc mesh network over live programming capabilities, multi-layered development
tools, server middleware, and client user interface [7]. The MICAz mote can also function as a
base station when connected to a standard PC interface or a gateway board. It has four basic
components [8], such as

• Sensing unit (consists of multiple sensors and A/D converters).

• Processor and storage unit (consists of low-power microcontroller, Atmel ATmega128L and
internal flash memory).

• Transceiver unit (consists of wireless transmitter, receiver and an omnidirectional antenna).

• Power supply unit (battery).

Fig. 1.2 illustrates a typical MICAz mote module. It has a 51-pin expansion connector for
plugging in a variety of sensors and data acquisition boards to collect physical data (e.g., light,
temperature, RH, pressure, acceleration, acoustic, and magnetic, etc.) from the environment. It
simultaneously runs data sensing, data processing, and data communication applications on its
single processor board. The RF transceiver is compatible with IEEE 802.15.4 protocols allowing
a data transmission rate of 250 kbps over the radio.
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(a) MICAz mote module (b) Functional diagram of mote module

Fig. 1.2. MICAz mote and its operations

It ensures data security by resisting RF interference using DSSS (Direct Sequence Spread Spec-
trum) technique. It has a communication range (line of sight) of 75 to 100 meters for outdoor
applications. It is powered by an external 2.7 to 3.3 V battery which draws a current of 8 mA
(active), 19.7 mA (receive), 20 µA (idle, voltage regular on), and 1 µA (sleep, voltage regulator
off) for operation in its different modes.

1.2 Overview of the problem

Recent advances in digital and wireless communication technology have enabled the development
of low-cost, low-power, multifunctional micro-sensors with built-in sensing, processing, and
short-range communication capabilities. It is possible to establish a reliable wireless network
architecture with less infrastructure to collect information from an indoor/outdoor environment
in real time. A network of wireless sensors is able to identify an event by analyzing the raw
data accumulated at the sink. Thus, it has now been a good choice for deployment in a hostile
environment in an emergency [9].

Due to several advantages, WSNs have found their widespread use in the civilian and de-
fense sectors over the past two decades. Rapid technological growth always expedites the addition
of new features and thus explores new areas of research. Secure localization based on smart
antennas is one such new research area that is very much relevant to the current WSN scenario.
Adversarial attacks are very common in WSNs and cause problems in localization systems [10].
Security issues become more critical for resource constrained nodes in the physical layer as
compared to the application or other inner layers. Malicious attacks typically affect localization
systems by compromising a few benevolent nodes (spoofing, replication, and forgery) or by
compromising the network environment in particular regions (signal strength reduction, packet
drop, packet replay and packet delay) [11]. This causes drastic drops in network throughput
and deteriorates Quality of Service (QoS) in data transmission. Moreover, it disrupts the entire
network operations to produce lots of dead nodes and causes coverage problem. Nodes operate
in a cooperative manner to relay data packets in the network. They become vulnerable and thus
data packets also remain fragile for attackers. However, the base station needs to have knowledge
about data sources to recognize any event. Localization systems play an important role in
estimating the location of corresponding data and are now becoming the target of malicious
attacks.
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Location estimation involves measurement of Received Signal Strength (RSS), Time of Arrival
(ToA), Time Difference of Arrival (TDoA), and Angle of Arrival (AoA) on relayed data packets.
It also uses the known coordinates of some nodes as a reference [12]. These nodes, called
anchors/beacons, are aware of their location with Global Positioning System (GPS) receivers.
Therefore, attacks can interfere with the localization process, causing incorrect measurement of
data (distance/angle) and/or introducing a GPS error. An attack can happen by flooding fake
IDs, jamming intermittently, retransmitting a message several times, and fabricating a fake node
ID. Although a number of pioneering research works on secure localization in WSNs are available
in the literature, most of them do not consider the security issues in the physical layer. This thesis
addresses the security problems encountered in the physical layer, protecting localization systems
against malicious attacks aimed at capturing nodes/anchors and altering the radio environment.

1.3 Motivation and objective of the thesis

Cryptographic approaches are susceptible to internal attacks in WSNs. Moreover, they are
more complex, imposing additional overhead on resource-constrained nodes and hence often
avoided [13]. Instead, non-cryptographic schemes are more reliable in a hostile environment
and are now preferred in most cases. Existing non-cryptographic methods are robust enough to
provide data packet security in the application or other inner layers. But most of them fail to
perform well against attacks in the physical (PHY) layer. Nodes and anchors will be exposed to
adversaries whenever they send data packets over the radio. In the literature, only a few schemes
currently exist to mitigate PHY layer attacks [14, 15]. They mainly use transmit power control,
noise and jamming technique. Despite this, they remain fragile to protect localization data in
a corrupted radio environment. Therefore, it is desirable to implement more efficient systems
to withstand more complex attacks. At the same time, achieving resilient localization systems
that preserve the security of data packets in the physical layer is still a significant challenge
for researchers. However, the introduction of adaptive array antennas can provide desirable
outcomes. An adaptive array antenna exploits spatial diversity to counteract multipath fading
under a changeable and unpredictable wireless channel [16]. Thus, it improves throughput and
quality of services over stable point-to-point communication links. Its direction-finding feature
estimates localization data (e.g., RSS, ToA, TDoA, AoA, etc.) with high precision. Also, its
adaptive beamforming attribute ensures secure data communications between nodes and anchors
by keeping malicious nodes out of radio coverage.

The main objective of this thesis is to integrate smart antennas to enhance the integrity
and confidentiality of relayed data packets towards the implementation of secure localization
systems. Since the integration of smart antennas always incurs huge overhead, it is very difficult
to maintain the lifetime and efficiency of resource-constrained nodes in WSNs. Securing anchor
reference data from attack by jamming the recovery of GPS signals to preserve the accuracy of
localization systems also remains a challenging task. Therefore, this work suggests the integration
of adaptive array antennas with only a few mobile anchors to meet the resource constraints of
tiny nodes and to keep deployment costs within acceptable limits. Introducing mobility into the
anchor always reduces the risk of attacks on its references. It is a new concept and very little
research work is reported in this direction. The objective of this research study is to analyze
the compliance and merits of secure localization systems based on smart antenna compared to
existing systems in WSNs. In this context, we have proposed a few works as follows.

• Design of a robust localization system using smart antennas.

• Design of a secure localization system, detecting malicious nodes using an intelligent anchor
mobility control strategy.
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• Design of a secure localization system, protecting anchor points by antenna pattern control
and generating pseudo-references.

• Design of a secure localization system based on a consistent variant assortment, which im-
proves network performance by preventing malicious nodes from being dead in a hostile
environment.

• Design and implementation of a smart antenna beamformer for a secure localization appli-
cation.

• Design and implementation of an anchor coprocessor for localization application.

• Performance analysis and comparative study of secure localization systems based on smart
antennas with existing systems.

The following sections include brief discussions on the concept of secure localization and smart
antennas that are related to this research topic.

1.3.1 Importance of localization systems

The purpose of localization systems is to identify the actual location (e.g., latitude, longitude, and
altitude) of any node in the network. Network operations such as geographic routing, geographic
key distribution, and location-based authentication must have information about the locations of
all allied nodes [17, 18]. From this perspective, possible approaches to get the location information
directly could be either of the two

• equipping all nodes with GPS receivers, or

• manual installation of each node at known coordinates.

But, it is an unrealistic and cumbersome process as it puts several constraints on tiny nodes
like energy consumption, memory capacity, implementation cost, etc. Hence, a network with
self-localization capability is always desirable. The most viable solution is to incorporate suitable
localization systems through which nodes can autonomously estimate their positions and relay
this information as part of data packets.

A wireless sensor network infrastructure is mainly deployed to monitor an area of interest
in a harsh environment. By using a localization system with the network, prior configuration of
nodes is not necessary to know their locations. This often facilitates the random deployment of
nodes from aircraft into inaccessible terrain or disaster-prone areas for relief operations. Thus,
a localization system is necessary to provide position information to nodes. Node location
information is very important for recognizing the event and making decisions accordingly. Several
factors that signify the importance of the localization system in WSNs are listed below [5].

• Identification of gathered data (the occurrence of an event can be described with the mapping
of the collected data. It is thus important to know the corresponding data locations to identify
the region where the event occurred).

• Correlation of gathered data (knowledge of the locations of collected data can enable the
process of data fusion at any intermediate node by correlating data on the same region as it
is transmitted through the network).

• Addressing of nodes (localization allows nodes configured with unique IDs to use their phys-
ical location in the network).

• Network management (localization allows to manage and query all the nodes located in a
particular region, to evaluate their coverage and to generate their energy maps).
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• Geographic algorithms (node location information is also important for developing some
algorithms focused on routing, density control, and object tracking to optimize the use of
network resources).

1.3.2 Features of localization systems

Localization systems are considered a key technology for the development and operation of WSNs.
Thus, a localization system must include attributes that are often required for WSN applications
[5], as listed below .

• Auto-organization (must be capable of working independently of any infrastructure).

• Scalability (must be suitable for use in a large-scale and/or dense sensor networks).

• Robustness (must have a high tolerance for communication problems and computing positions
with incorrect distance and angle information).

• Efficiency (must comply with resource constraints to improve network lifetime).

1.3.3 Basics of localization systems

In WSNs, nodes remain scattered over the field and communication between two nodes occurs over
symmetric links (bidirectional and having equal signal strength) within a specific range. Thus,
the Euclidean graph in 2-D (Two-Dimensional) space can represent them, where each node has a
unique coordinate specifying its position. Several categories of nodes (according to their current
states) can exist in the network [5], as listed below.

• Unknown, free, or dumb nodes (refers to nodes that do not know their location information
after deployment).

• Settled, or localized nodes (refers to nodes that were initially unknown categories, but then
successfully estimated their positions using a localization system).

• Beacon, landmark, or anchor nodes (refers to nodes that do not need a localization system
to estimate their physical positions. They can obtain their position information from manual
placement or from external devices such as GPS receivers).

• Reference nodes (refers to nodes whose location information is used by an unknown node to
estimate its location).

The main objective of localization systems is to allow unknown, free, or dumb nodes to estimate
their positions in the network. Thus, localization systems in a multi-hop network use a set of
beacon nodes with their known positions to find the position of all unknown nodes, transforming
unknown nodes into settled nodes. The beacon nodes form the basis of most localization systems
for WSN. The number of nodes settled and the error obtained in their position estimation are the
two main parameters to define the quality of a localization system. A beacon or settled node can
serve as a reference node in the localization system.

1.3.4 Components of localization systems

Localization systems have three distinct components on which they perform the entire localization
process in a sequence [19], such as

• Distance/angle estimation (estimate distance/angle information between two nodes by mea-
suring the value of RSS, ToA, TDoA, and AoA of signals received from them),
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Fig. 1.3. Localization system architecture

• Position computation (compute positions of nodes on available distance/angle information
and anchor references using trilateration, multilateration, triangulation, bounding box, or
probabilistic approaches), and

• Localization algorithm (promulgate the information of distances/angles and positions through
the network to estimate the positions of all nodes).

Therefore, the performance of such localization systems depends mainly on the proper functioning
of these components. Fig. 1.3 shows the various parts of a localization system.

1.3.5 Types of localization systems

There are several categories of localization systems in the literature, mainly based on the imple-
mentation strategies of localization algorithms [20], such as

• centralized, or distributed (according to position computation strategy like self-positioning/
remote positioning).

• range-based, or range-free (depending on range measurements).

• anchor-based, or anchor-free (depending on the need for additional infrastructure).

• single-hop, or multi-hop (depending on node connectivity and topology).

• indoor, or outdoor (according to node deployment scenarios).

In a centralized system, data is accumulated in a single central node (sink) for processing. Al-
though it often provides higher accuracy but it needs a central coordination with all nodes for
its operation. On the other hand, nodes can localize themselves autonomously obtaining data
from their neighbors in a distributed system. However, it increases the error cumulatively for
its multi-hop attributes. A range-based system uses the range information (distance/angle) of
nodes to estimate their positions. It depends on measurements of several signal parameters such
as Received Signal Strength Indicator (RSSI), Time of Flight (ToF), Time Difference of Arrival
(TDoA), and Direction of Arrival (DoA), etc. It can produce a more precise and accurate posi-
tion estimation, but it often requires additional hardware, which increases system costs. Instead,
a range-free system uses the hop counts between a pair of nodes as a distance metric without
requiring any hardware for distance/angle estimation. Thus, it is more cost-effective for its sim-
ple structure and can only provide abrasive position estimation. Anchor-based systems employ
a few location-aware nodes (static or mobile) either with manual placement or GPS devices as
a reference, called anchors, to alleviate position computations in unknown nodes and improve
localization accuracy.
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Thus, all nodes are localized in a geodetic coordinate system (latitude, longitude). Anchor-free
systems, in contrast, are employed in a network where no nodes have pre-configured positions and
use local distance information from a node/point to determine coordinates of unknown nodes.
However, the basic limitation lies on the fact that such a coordinate system cannot be unique
and is often embedded with a global coordinate through translation, rotation, and flipping. A
single-hop system employs a sufficient number of beacon nodes to establish one hop (direct) com-
munication with unknown nodes. It is lighter and simpler, but has severe scalability problems.
On the other hand, a multi-hop system is more scalable due to its distributed nature and is pop-
ular for a wide area network. For greater accuracy and compatibility with wider coverage, most
state-of-the-art localization systems prefer to distributed, multi-hop, range-based categories, often
including a few beacons for an outdoor deployment environment.

1.3.6 Performance of localization systems

Performance of the localization systems refer to the degree of accuracy they provide in computing
position of unknown nodes. Several metrics are used to evaluate it [5], as listed below.

• Mean error and consistency (indicates an acceptable amount of the mean error of the esti-
mated positions and its repeatability under varying network conditions that always defines
the use of localization systems to specific applications).

• Communication cost (signifies the system complexity for exchanging localization data among
nodes and also overhead imposed to the resource-constrained nodes).

• Number of settled nodes (defines the speed and the success rate of localization systems within
the stipulated time).

• Number of beacon nodes (indicates the efficiency of localization systems to use minimum
beacons and making it more cost-effective).

However, the performance of localization systems also depends on some network features [11], as
listed below.

• Network density (a highly dense network always ensures more neighbors for an unknown
node, yielding lower distance between nodes and thus the mean error becomes lower).

• Network size (more nodes is deployed to keep network density unchanged in an increased
sensor field area, which often yields more hops in position computations and increases the
mean error).

• Number of beacon nodes (a deployment of more beacon nodes always increases the settled
nodes in the network, which in turn, reduces the mean error).

• GPS accuracy (beacon nodes generally use the GPS receivers to provide reference positions
in the localization and thus, the GPS error will cause an erroneous position estimation).

1.3.7 Security issues in localization systems

In WSNs, all nodes and anchors share a common wireless medium to relay data packets. They
become vulnerable to malicious attacks in a hostile environment, and the data packets also become
fragile. Usually, the attacks can happen in two ways [11], such as

• inject deceptive information via some malicious nodes located outside the network (known
as direct/external attacks), or

• compromising some benevolent nodes with malicious code by implanting external nodes
(adversaries) in the network (known as indirect/internal attacks).
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However, internal attacks such as Sybil, Replay, Wormhole, etc., become emerging issues as they
bypass any authentication/authorization process. They control many fraudulent nodes by re-
programming the captured nodes and thus make the localization process very problematic. By
exploiting captured nodes, adversaries can make estimated positions incorrect in benevolent nodes
generally in two ways [17], such as

• interfere with the localization process by deceiving where a malicious node invalidates a
benevolent node by silently repeating its relayed data packets or stealing all of its authenti-
cation credentials (e.g., cryptographic keys, passwords, etc.) and constantly updating them.

• tamper with localization information (e.g., RSS, ToA, TDoA, AoA, etc.) where a malicious
node sends outdated information, causing congestion in the data transmission. Otherwise, it
modifies the radio environment (placing obstacles/magnets) on a particular network region
to alter information exchanged (e.g., reference coordinates, time stamps, transmission power,
hop counts, etc.).

It would surely make the distance or angle estimation erroneous using this outdated, modified, or
disturbed information and produce inaccurate position estimations for benevolent nodes. Eventu-
ally, the proliferation of wrong information from these compromised or affected nodes can degrade
overall network performance.

1.3.8 Importance of secure localization systems

Localization systems often play a crucial role in decision-making regarding any event occurring
on the network. As a result, they are now tempting targets for adversaries. An adversarial attack
can easily mislead any plan or decision made at the base station by disrupting the functionality
of any part of the localization systems [11]. Therefore, they need to be made as robust and secure
as possible to improve their performance in a hostile environment. For this, localization systems
always need to be developed in such a way that would perform well in presence of

• compromised nodes (malicious nodes or a few benevolent nodes that have been corrupted by
a malicious code), and

• compromised environment (adversaries can change the propagation characteristics over net-
work environment and may also access the nodes physically).

It is important to utilize the network resources (e.g., energy, media access, processor, and memory,
etc.) properly to implement and maintain the security of localization systems. Considering the
resource constraints in WSNs, it is also essential to define the level of the security and number
of resources to be used for a particular application. Localization systems often become more
vulnerable due to requirement of resource saving solutions. Therefore, the security solution must
always comply with the trade-off issues in a WSN. Moreover, each component of the localization
systems needs to be made secure enough. Otherwise, a small error arising in any component will
greatly affect the functioning of entire localization system, deteriorating the overall performance
of WSN.

1.3.9 Strategies for secure localization systems

A localization system always works keeping strong coordination among its components. Therefore,
all of its components need to be protected from malicious attacks to implement a secure localization
system. Several approaches can be followed to achieve the security solutions for localization
problems [11], as listed below.

• Cryptographic security solutions (use of authentication and/or message integrity checks can
easily defend attacks by implanting malicious nodes or changing the values in data packets).
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• Detection and blocking of misbehaviors (observation on the behavior of nodes over time can
protect the position computation simply by ignoring information gathered from untrusted
nodes).

• Robust position computations (use of statistical decisions and outlier filtering can ensure
position computations in the presence of bogus information, if benevolent nodes become
more than the malicious nodes).

• Verification of estimated locations (use of redundant information available on nodes and in
the network can check the reliability of computed positions).

• Secure and simple algorithms (use of simple, GPS-free, range-free, and/or single-hop algo-
rithms can ensure the reduction of dependable components as well as their vulnerabilities).

1.3.10 Challenges for secure localization systems

Cryptography is very useful to preserve position confidentiality preventing external malicious
nodes from gathering network information. But, it fails in the presence of compromised nodes/
compromised environment as the attackers can access to locally stored keys and passwords. Also,
it is avoided due to the limited resources (e.g., processor and memory) in sensor nodes. For
this reason, most secure localization systems use non-cryptographic security solutions and cryp-
tography is used to provide a second layer of protection [11]. However, detecting and blocking
information from compromised nodes can become effective only for position computation compo-
nent. Likewise, making statistical decisions is worthy to protect the position computation and
distance/angle estimation components. Instead, filtering the estimated positions prior to use in
the final computations can be a viable security solution for all three components, verifying only
the result of the overall localization system. On the other hand, a simple and secure algorithm can
be used to protect only the localization algorithm component and it often requires an increased
computational and communication complexity. In this context, localization system with a mobile
anchor can provide the best result. By using a single-hop communication with neighboring nodes
to exchange messages, it can be worthwhile against a number of distributed attacks.

1.3.11 Concept of smart antennas in localization systems

In a wireless sensor network, most of the radiated power is wasted as the nodes establish communi-
cation links with omnidirectional patterns from their dipole antennas. Such unused power creates
interference with neighboring nodes and deteriorates the overall Quality of Service (QoS) in the
network. Integrating smart antennas with wireless sensor network infrastructures improves the
performance of propagation characteristics of signals transmitted from nodes under variable radio
conditions. A smart antenna consists of an antenna array in a particular geometry (e.g., linear,
circular, or planar) followed by a digital signal processor, as shown in Fig. 1.4. It exploits spatial
diversity to mitigate multipath fading and improves the Signal-to-Interference-plus-Noise Ratio
(SINR) in a wireless channel [21]. This always makes the links stable and secure to guarantee
a higher throughput and an improved QoS in data transmission over an erratic channel [16]. A
smart antenna operates in two successive phases [22], such as

• estimate the directions of intercepted signals, called the Angle of Arrival (AoA) estimation,
and

• generate an optimal pattern based on the obtained AoA data, called adaptive beamforming.

Adaptive beamforming remarkably improves link capacity by providing higher bandwidth per
channel. Angle of arrival estimation, on the other hand, ensures several location-based services
in WSNs.
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Fig. 1.4. Block diagram of an adaptive array antennas

Such attributes often become not only effective at relaying data packets with higher throughput,
but can also preserve their integrity and confidentiality by sending them over more stable and
private links [23]. Therefore, smart antennas can now be the best choice for precise localization
of nodes in WSNs. To send data packets securely to target nodes, it is possible to establish radio
links by producing antenna patterns with a narrower beamwidth. Such patterns are also able to
cancel interference from other nearby nodes by steering deep nulls in their directions and keeping
the Sidelobe Level (SLL) lower. Hence, smart antennas can ensure the lowest probability of
errors in the distance/angle estimation process, which leads to the precise localization of nodes in
WSNs. A smart antenna processes intercepted signals iteratively to produce an optimal pattern
with higher directive gain in a chaotic environment. Thus, it significantly increases the coverage
area across the entire network.

Its principle of operation is more likely to be a Multiple-Input Multiple-Output (MIMO)
system that uses the spatial diversity effect of antenna arrays, normally referred to as a Spatial
Division Multiple Access (SDMA). Therefore, its channel capacity or data transmission rate
can be further improved by installing a large number of array elements and transmitting the
space-time block coded waveform. Smart antennas are classified into two categories [24], such as

• Switch-beam antennas, and

• Adaptive array antennas.

An adaptive array antenna is more popular due to its ability to handle signal in fluctuating radio
environment. It uses the AoA information to produce an optimal pattern under varying signal
conditions by computing the array weight vector. Such a pattern steers the main beam towards
the target node and also steers nulls in the interfering directions. This can ensure more stable
links with such patterns that can effectively reduce the effect of multipath fading and co-channel
interference.
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Estimation of AoA is mainly based on time series analysis, spectrum analysis, eigenstructure
methods, parametric methods, and linear prediction methods [22]. For example, Bartlett, Capon,
MUltiple SIgnal Classification (MUSIC), Root-MUSIC, and Estimation of Signal Parameters
via Rotational Invariance Technique (ESPRIT) are very common. Beamforming algorithms, on
the other hand, typically work on maximizing Signal-to-Interference Ratio (SIR), minimizing
variance, and minimizing Mean Square Error (MSE). Some common examples are Least Mean
Squares (LMS), Recursive Least Squares (RLS), Constant Modulus Algorithm (CMA), Sample
Matrix Inversion (SMI), and Conjugate Gradient (CG) methods.

Beamforming in adaptive array antennas is an iterative process of updating the array weight
vector (W T ) to produce an output signal y(t) in accordance with the reference signal r(t). The
process continues until the error signal e(t) = r(t) − y(t) reaches an allowable limit and can be
expressed as follows.

y(t) = W Tx(t) (1.1)

where, the intercepted signals, x(t) is a composite signal of the desired signal, xs(t) arriving at
the angle θd, D number of interfering signals, xi(t) arriving at the angles from θ1 to θD and a zero
mean Additive White Gaussian Noise (AWGN), η(t). This can also be expressed as follows.

x(t) = ā(θd)s(t) +
[
ā(θ1) ā(θ2) . . . ā(θD)

]

i1(t)
i2(t)
.
.

iD(t)

+ η(t) = xs(t) + xi(t) + η(t) (1.2)

Here, s(t) and i(t) are the wavefronts of the desired and interfering signal, respectively. Also,
ā(θ) is the steering vector of the array.

However, integrating smart antennas with resource constrained nodes would impose huge
overheads. Therefore, we considered its integration with a few mobile anchors in the WSNs.

1.3.12 Secure localization systems based on smart antennas

Secure localization based on smart antennas is the new research area, where adaptive beamforming
concept and direction finding attribute are used to solve localization problems in WSNs. An adap-
tive beam pattern often keeps malicious nodes outside radio links in an erratic channel. Moreover,
precise estimation of directions always becomes useful for securely relaying data packets to target
nodes over a private link. Therefore, malicious nodes cannot interfere with the localization pro-
cess by altering data packets or impersonating. Blocking malicious nodes guarantees a significant
improvement in localization accuracy in a hostile environment.This work keeps the localization
process secure against malicious attacks by using the following strategic ways, such as

• separate compromised nodes from the network during a node capture attack,

• filter out erroneous distance or angle estimates in a corrupted radio environment, and

• keep the anchor reference intact during malicious attacks.

To achieve this, we proposed hybrid localization systems that compute the positions of the nodes
based on RSS and AoA information. For all cases, almost the same network architecture and the
same data communication protocols are considered. These are mentioned below.

• Nodes are assumed to broadcast signals periodically and consistently with their respective
MAC (Media Access Control) IDs.
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• The anchors are configured with a prescribed threshold for the signal-to-noise ratio (SNRth)
to ensure reliable data collection from the received signal.

• At each anchor point, a unique cluster is formed only with neighboring nodes whose RSS
exceeds this threshold and the distance and angle information of the received signals are
estimated.

• Anchors are supposed to generate and transmit beacon messages (containing estimated dis-
tance, angle, and current anchor references) to the corresponding nodes by establishing secure
and stable point-to-point communication links.

For each cluster, the distance (d) between an anchor and the neighboring nodes is estimated
using the path loss model. Thus, considering radio wave propagation through free space, Friis’
transmission equation is written as follows [16].

Pr =
PtGtGrλ

2

(4πd)2
=
PtGtGr

Lp

(1.3)

It can also be expressed (in dB) as Pr = Pt +Gt +Gr − Lp

where, Pt, Pr and Gt, Gr is the power and gain of the transmitting and receiving antenna,
respectively. λ is the wavelength of the transmitted signal and Lp denotes the path loss component.

Assuming log-normal shadowing conditions, path loss component is modified and the dis-
tance information of signals arriving from k-th neighboring node is estimated as follows.

Lp =

(
4πd0
λ

)2(
dk
d0

)α

Xση (1.4)

It can also be expressed (in dB) as Lp = 32.45 + 20 log10 d0 + 20 log10 f + 10α log10

(
dk
d0

)
+Xση

where, α is called the path loss exponent and d0 is a small reference distance from the
nodes (in KM). f is the frequency of operation (in MHz) and Xση is a random variable of
zero-mean Gaussian distributions with standard deviation ση.

Likewise, the angle (θ) between an anchor and the neighboring nodes is estimated using
the TLS-ESPRIT (Total Least Squares-Estimation of Signal Parameters via Rotational Invari-
ance Technique) algorithm [25]. The ESPRIT exploits the rotational invariance in the signal
subspace, assuming a translational invariance structure of the array which consists of two identical
sub-arrays with a finite separation (∆), called doublets. Considering number of signal sources
(D

′
) is less than that of array elements (2N), the signals induced on each of the sub-arrays is

written as follows.
x1(t) = A1s(t) + η1(t) (1.5)

and
x2(t) = A2s(t) + η2(t) = A1Φs(t) + η2(t) (1.6)

where, Φ = diag

{
ejβ∆sin θ1 , ejβ∆sin θ2 , . . . , ejβ∆sin θ

D
′

}
is a diagonal unitary matrix and β is the

wave number. Also, A1 and A2 is called Vandermonde matrix of steering vectors for two sub-arrays.

Again, considering the contributions of both sub-arrays, total received signal is expressed
as follows.

x(t) =

[
A1

A1Φ

]
s(t) +

[
η1(t)
η2(t)

]
(1.7)
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Thus, correlation matrix for the complete array is expressed as follows.

Rxx = E
[
xxH

]
= ARssA

H + σ2
ηI (1.8)

whereas correlation matrices for two sub-arrays are represented as follows.

R11 = E
[
x1x

H
1

]
= A1RssA

H
1 + σ2

η1
I (1.9)

and
R22 = E

[
x2x

H
2

]
= A1ΦRssΦ

HAH
1 + σ2

η2
I (1.10)

Due to the invariance array structure, signal subspace (Ex) can be decomposed into two subspaces:
E1 and E2 whose columns include the D

′
eigenvectors corresponding to the largest eigenvalues

of R11 and R22. Since these arrays are related with translational invariance features, E1 and
E2 would be related by a unique non-singular transformation matrix Ψ such that E1Ψ = E2.
Similarly, there must also be a unique non-singular transformation matrix Γ such that E1 = A1Γ
and E2 = A1ΦΓ.

From the above relationships, it is derived that ΓΨΓ−1 = Φ.

Therefore, the eigenvalues of Ψ must be equal to the diagonal elements of Φ such that
µ1 = ejβ∆sin θ1 , µ2 = ejβ∆sin θ2 , . . . , µD′ = ejβ∆sin θ

D
′ and the columns of Γ must be the eigenvectors

of Ψ.

Now, the angle information of signals arriving from k-th neighboring node is estimated as
follows.

θk = sin−1

(
arg(µk)

β∆

)
(1.11)

where, k = 1, 2, . . . , D
′
.

Keeping compatibility with MICAz motes, we chose Pt = 30 dBm, Gt = 0 dBi, Gr = 10
dBi, d0 = 1 m, β = 2π

λ
,∆ = λ

2
, Xση = 0 dB and α = 2 for this work.

1.4 Justification of this work

Locating resource constrained nodes in WSNs against physical layer attacks is an important re-
search area at present. Since all nodes relay data packets over a common wireless medium, there is
always a risk of malicious attacks to capture them and possibly degraded network performance. In
this context, the integration of smart antennas with localization systems could provide desirable
solutions to the discussed problem. From this point of view, study and research are important
for the development of secure localization systems based on smart antennas. It is still an open
area of research and therefore requires rigorous study on this subject. The present thesis aims to
design and implement new secure localization systems based on smart antennas for WSNs and
to compare their performance with other existing systems in terms of localization accuracy and
energy consumption.

1.5 Contribution of the thesis

The contributions of the thesis are as follows.

• A brief survey of security challenges for existing localization systems in WSNs.

• A review of adversarial attacks in the physical layer and the applicability of the smart antenna
concept in WSNs.
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• Literature review of existing secure range-based localization systems and their effectiveness
against physical layer attacks.

• Proposal of two new mobility control schemes (centroid and fuzzy) for anchors in order to
develop secure range-based localization systems.

• Proposal of a resilient range-based localization system using a smart antenna to estimate
RSS and AoA from nodes in WSNs.

• Proposal of a new secure range-based localization system using a deterministic mobility
control scheme (centroid/fuzzy) against node capture attacks in the physical layer.

• Proposal of a new secure range-based localization system using a consistent variation assort-
ment method against attacks aimed at corrupting the radio environment in specific areas of
WSNs.

• Proposal of a new secure range-based localization system using the strategy of antenna
pattern control and pseudo-reference generation to protect anchor data against PHY layer
attacks in WSNs.

• Proposal of a beamformer architecture for smart antennas and its implementation on an
FPGA (Field Programmable Gate Array) platform for secure localization applications in
WSNs.

• Proposal of a coprocessor architecture for anchors and its implementation on an FPGA
platform for the localization of nodes in WSNs.

• A comparative study of all proposed systems with existing ones showing their merits and
their feasibility in terms of performance.

1.6 Organization of the thesis

This chapter briefly describes the typical architecture of WSNs and the challenges associated with
deploying them in a harsh environment. It also clearly explains security issues and the impact
of attacks causing problems to the process of locating nodes in WSNs. It briefly introduces the
concept of smart antennas and explains the needs of secure localization systems based on smart
antennas to solve these problems. This chapter also includes the motivation and justification of
the present research and the contributions of the thesis. The rest of the thesis is organized as
follows.

Chapter 2 presents a brief overview of common security attacks in the literature, different
methods for locating nodes in WSNs, and an overview of range-based localization systems. It
also includes an extensive review of existing secure range-based localization systems.

Chapter 3 presents two new mobility control schemes (centroid and fuzzy) for anchors.
These schemes work on the principles that should keep all nodes encountered first in a cluster
to its next cluster. The centroid method evaluates the next anchor point using a weighted
aggregation of the estimated distance and angle from all clustering nodes. On the other hand,
the fuzzy method uses fuzzy logic to evaluate the next anchor point. These schemes are useful for
locating clustering nodes in two successive anchor points and thus require the fewest anchor points
for localization. This chapter also presents a robust localization system called Row Matching
Algorithm (RMA) and its performance against three different anchor mobility control schemes
(random, centroid, and fuzzy). It shows that both centroid and fuzzy schemes have advantages
to use in realizing a secure localization system.
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Chapter 4 presents a new secure localization system using a centroid/fuzzy based anchor
mobility control scheme to counter node capture attacks in WSNs. By detecting any discrepancy
in node IDs between two consecutive clusters, this scheme can easily identify misbehaving nodes
in the network. It iteratively blocks malicious nodes from participating in the localization process.
The simulation results for the success rate in detecting malicious nodes justify the merits of using
such a system over existing systems.

Chapter 5 also includes a new secure localization system that is very effective at locating
nodes in a corrupt radio environment. By adjusting the threshold value of the signal-to-noise
ratio and the permissible variation iteratively, it estimates the mean of all positions which
produces the consistent variations for any node. Simulation results for localization accuracy
validate its robustness against existing systems.

Chapter 6 presents a security framework for anchor data against PHY layer attacks in
WSNs using the strategy of antenna pattern control and pseudo-reference generation. This can
be effective in securing anchor data for the localization process. In a cluster, data transmission
occurs over point-to-point private links, generating an antenna pattern with a prescribed side-lobe
level and steering deep nulls to the remaining nodes. Also, relayed beacon messages contain
a pseudo-reference for anchors. Thus, it improves security by keeping eavesdroppers out of
radio coverage and misleading them whenever they access beacon messages. Simulation results
achieving a higher success rate corroborates its effectiveness over existing systems.

Chapter 7 presents a beamforming architecture for smart antennas on an FPGA board.
By integrating such an architecture with anchors, it is possible to send data packets securely to
nodes, canceling interference from other nearby nodes in an erratic channel. It is implemented
using the Finite State Machine with Datapath (FSMD) design technology and appropri-
ate COordinate Rotation DIgital Computer (CORDIC) blocks. The results of the simulations
on the Xilinx Virtex-5 FPGA board validate its realization with a minimum of hardware resources.

Chapter 8 presents a coprocessor architecture for anchors on an FPGA board. Using such
an architecture, an anchor computes the location of nodes centrally based on their RSS and
AoA information. It improves network lifetime by avoiding computational overhead and reducing
power consumption at resource-constrained nodes. The simulation results on the Xilinx Virtex-5
FPGA board justify its realization with acceptable hardware resources and less computation time.

Chapter 9 concludes the thesis by summarizing the overall findings and also suggesting
the future direction of research in this area.
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Literature survey

2.1 Introduction

As mentioned earlier, localization systems play an important role in decision-making regarding
any event in WSNs and they are now an easy target for attacks. A localization system operates
on a strong relationship between its three components and thus the effect of attacks disrupting
one of them propagates through the entire system, eventually degrading network operations. For
example, malicious attacks causing an erroneous distance/angle estimate in any node, lead to
an incorrect position computation. A localization algorithm can propagate this error through
multi-hop network connectivity, which also causes a localization error in all allied nodes. Thus,
localization systems are usually very fragile and difficult to secure [11]. In this chapter, we have
studied existing localization systems and discussed their vulnerabilities to malicious attacks. We
have also included an intensive study of existing secure localization systems and explained their
limitations against physical layer attacks.

The rest of this chapter is organized as follows. An overview of commonly used distance/angle
estimation techniques is presented in Section 2.2. Section 2.3 also discussed various position
computation methods. Existing localization systems are described in Section 2.4. Section 2.5
explains the fragility of existing localization systems to malicious attacks. Secure localization
systems available in the literature are discussed in Section 2.6 and Section 2.7 summarizes the
chapter finally.

2.2 Distance/angle estimation techniques

These methods aim to obtain/identify distance or angle information between two nodes. These are
used in the first component of any localization system and the estimated data is used in the next
two components. Several methods are common to exist in the literature [5]. However, the level of
accuracy and some other cost factors such as limitation of CPU (Central Processing Unit), energy,
and memory resources often restrict their applications in many cases. Some popular methods for
distance/angle estimation in localization systems are as follows.

2.2.1 Received signal strength

The distance between two nodes can be derived by measuring the parameter called Received Sig-
nal Strength (RSS) at one of the nodes. It is obvious that the signal transmitted by a node with
a prescribed strength would be received with reduced strength at another node due to multipath
fading during propagation. Received signal strength (measured in dBm or watts) at a node (Rx),
is a function of distance to source nodes (Tx), and always varies inversely to the square of distance
(d), for a free space LoS (Line of Sight) radio propagation model as shown in Fig. 2.1.
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Fig. 2.1. Signal strength variation between source and sink nodes

Fig. 2.2. Signal propagation time between source and sink nodes

However, considering the effect of noise and interference in real-time node deployment environ-
ments, a path loss exponent is also introduced to estimate the distance using the received signal
strength. The path loss (Lp) is expressed in equation (1.3) and equation (1.4) which is re-written
as follows.

Lp =

(
EIRP

RSS

)
Gr =

(
4πd0
λ

)2(
d

d0

)α

Xση (2.1)

Here, EIRP = PtGt is the effective isotropic radiated power of nodes. Also, Pt and Gt denote
the transmit power and the gain of the dipole antenna for source nodes, respectively. At the sink
node, RSS implies the intercepted power, and Gr is the gain of the dipole antenna. The nodes
use an omnidirectional antenna for broadcasting and receiving signals, hence Gt = Gr = 1. λ
is the wavelength of radio waves, d is the distance between the nodes and d0 denotes a small
reference distance from the nodes. In addition, α is called the path loss exponent, and Xση is a
random variable of zero-mean Gaussian distributions with standard deviation ση. This is a simple
method with low overhead for sink nodes. However, its level of accuracy still depends on proper
calibration of the systems in a controlled environment with an appropriate path loss exponent.

2.2.2 Time of arrival

The distance between two nodes can be estimated by measuring the signal propagation time, also
called Time of Flight (ToF) or Time of Arrival (ToA). It is a simple method to consider that the
distance between two nodes is directly proportional to the propagation time of the signal between
them as shown in Fig. 2.2. Thus, the distance is estimated by using the equation as follows.

d = (τ2 − τ1) vr (2.2)

Here, vr is the speed of the radio signal in free space (speed of light). Also, τ1 and τ2 are the
instants at which signal transmission and reception occur in the nodes. However, such estimation
still requires precise synchronization between the source and sink nodes. Additionally, the source
node must include the transmission time with its relayed data packet.
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Fig. 2.3. Difference in signal propagation time between source and sink nodes

2.2.3 Time difference of arrival

The distance between two nodes can also be estimated by measuring the difference of signal
propagation time, called Time Difference of Arrival (TDoA). It is based on estimating the difference
in arrival times at a sink node for two dissimilar signals, such as radio/ultrasound or radio/acoustic
sent simultaneously from a source node as shown in Fig. 2.3. The nodes are equipped with extra
hardware to send two types of signals having different propagation speeds. To keep a significant
difference, the first signal is usually a radio (relaying the data packet) which travels fast enough
(at the speed of light) and the second signal is some kind of sound much slower than the radio.
Thus, the sink nodes can now estimate the distance by evaluating the difference in arrival times
of the two signals as follows.

d = (τs − τr) (vr − vs) (2.3)

Here, vr and vs are the speed of radio and ultrasound signals, respectively. Also, τr and τs are
the arrival times of the radio and ultrasound signals, respectively. This method often results in
less error in distance estimates. However, it increases the cost for the nodes due to the use of
additional hardware to send the second signal still having a lower range (3 m to 10 m).

2.2.4 Angle of arrival

The angle between two nodes can also be used in localization systems by measuring the parameter
called Angle of Arrival (AoA) or Direction of Arrival (DoA) of the signal transmitted by the source
nodes as shown in Fig. 2.4. This angle is often estimated at the sink node using an electronic
compass, or relative to another received signal. By using a directional antenna or using an array of
antennas (usually a linear array with uniform spacing between elements), the angle estimation is
based on the time of arrival of the signal received at each array element. Thus, the angle of arrival
for a signal transmitted by a source node is estimated using equation (1.11) which is re-written
as follows.

θ = sin−1

(
arg(µ)

β∆

)
(2.4)

Here, θ is the angle of arrival of the signal received. Also, β and ∆ respectively indicate wave
number and inter-element spacing. Assuming the translational invariance characteristics of the
array, µ is called the eigenvalue of a unique non-singular transformation matrix corresponding to
the signals received. It is possible to have a very low angle estimation error (on the order of a few
degrees) from this method. However, the need for additional hardware and the need for minimum
distance between array elements results in higher cost and larger size for tiny nodes.

2.2.5 Communication range

The distance between two nodes can be roughly calculated using the communication range of the
nodes (dmax) as shown in Fig. 2.5. Usually, such methods can be useful for WSNs with manual
placement of nodes keeping a uniform distance between them. Thus, by counting the number of
hops for relayed data packets received at a sink node, the distance from the source nodes can be
estimated.
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Fig. 2.4. Direction of arrival of signal between source and sink nodes

Fig. 2.5. Communication range between nodes

Likewise, the distance between a source and a sink node can be assumed to be between zero
and the maximum communication range for WSNs with random node deployment. Considering
a midpoint approximation to find the distance of a node, the maximum error will be only half
of the communication range in this case. It is a simple method with the lowest cost as it does
not require any additional hardware and no additional computations are needed for distance
estimation. However, a distance estimation error on the order of half the communication range
can often be inappropriate for most localization systems.

2.3 Position computation techniques

These methods aim to compute the position of a node on the basis of distance and/or angle
information and reference positions. These are used in the second component of a localization
system. Several methods are commonly used to compute the position of nodes in the literature
[19]. However, the performance of a localization system often depends on the choice to use a
particular method. Available information and processor limitations are always the basis for such
a choice. Some popular position computation methods are as follows.

2.3.1 Trilateration

It is a simple method that uses distance information to compute the position of an unknown node
in space. In this method, the position of such a node is computed as the point of intersection
of three circles as shown in Fig. 2.6. Each circle is formed to have a center at the position of a
reference node and has a radius of the distance to the node. Thus, trilateration methods involve
three reference nodes to estimate the position of the k-th node in WSNs, using the equation of
circles, as follows.

(xk − xai)2 + (yk − yai)2 = d2i (2.5)

where, i = 1, 2, 3. Also, (xk, yk) is the position of the k-th node, (xai, yai) is the position of the
i-th reference node, and di is the estimated distance between the i-th reference node and the k-th
node. Thus, it is now possible to easily compute the position of the unknown node by solving
these three quadratic equations for two unknown variables, xk and yk.
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Fig. 2.6. Position computation with trilateration

However, position computation can be problematic for inaccurate distance estimation and/or
retrieval of inaccurate position information from reference nodes in real-time applications. In such
cases, three circles can intersect at multiple points, resulting in an infinite set of possible solutions.

2.3.2 Multilateration

It is a very useful method that considers the error of the distance estimations as shown in Fig.
2.7. This method can estimate the position of unknown nodes by solving a set of equations as
in an overdetermined system. Usually, an overdetermined system always involves more equations
than unknown variables and often yields a unique solution for a system of linear equations. Thus,
the position of unknown nodes can be computed by considering n number of reference nodes
(n > 3) and formulating a set of linear equations. Assuming a distance estimation error (εd), an
overdetermined system of equations takes the form as follows.

(xk − xai)2 + (yk − yai)2 = d2i (2.6)

where, i = 1, 2, ...., n. Also, di = d
′
i − εd, and d

′
i is the actual distance between the i-th reference

node and the k-th node. Also, considering εd is a random variable with zero mean and subtracting
all equations by the last one, they become a system of linear equations, which can be represented
in the matrix form as follows.

A0x = b0 (2.7)

where,

A0 =


2(xa1 − xan) 2(ya1 − yan)

. . . . . .

. . . . . .
2(xa(n−1) − xan) 2(ya(n−1) − yan)


x =

[
xk
yk

]

b0 =


x2a1 − x2an + y2a1 − y2an + d21 − d2n

. . .

. . .
x2a(n−1) − x2an + y2a(n−1) − y2an + d2n−1 − d2n
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Fig. 2.7. Position computation with multilateration

An approximate solution to the overdetermined systems can be easily found by evaluating standard
least squares formula obtained from the problem as follows.

min
x
∥A0x− b0∥ (2.8)

The solution to such problem can be represented as follows.

x =
(
AT

0A0

)−1 (
AT

0 b0
)

(2.9)

Thus, it is an iterative process that aims to minimize the distance estimation error by summing
the squares of all the differences obtained in the distance estimates. Such a difference usually
arises due to the use of two different distance estimation methods, such as

• estimate distance of the unknown node from a reference node using the RSSI, and

• estimate Euclidean distance using the estimated position and reference node position.

Therefore, the position computation is achieved by using the following equation recursively.

x = min

{ n∑
i=1

(√
(xk − xai)2 + (yk − yai)2 − d2i

)2}
(2.10)

However, this method has a more complexity of O(n3) for position computation. Here, n is the
number of equations or number of reference nodes.

2.3.3 Triangulation

It is also a simple method that uses angle information instead of distance to compute the position
of an unknown node. In this method, the position of such a node is computed as the point of
intersection of two straight lines as shown in Fig. 2.8. Each straight line is formulated by keeping
the position of a reference node on it and also forming a slope (tan θi) with the angle of arrival
of the signal received from the node. Thus, triangulation methods involve two reference nodes to
estimate the position of the k-th node in the WSNs, using the straight lines equation, as follows.

yk − yai = tan θi (xk − xai) (2.11)
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Fig. 2.8. Position computation with triangulation

where, i = 1, 2. Likewise, this method may also be suitable for computing position using both
angle and distance information. In this case, it uses simple trigonometric formulas of sine and
cosine functions, as follows. [

xk
yk

]
=

[
xai + di cos θi
yai + di sin θi

]
(2.12)

where, i = 1, 2. Due to the symmetry of the geometry, a reference node at the center of a circle
having a radius of distance to a node placed on the circumference, always estimates the same angle
for two distinct positions. Thus, it also takes two reference nodes to find the correct position of
an unknown node in WSNs.

2.3.4 Bounding box

It uses squares instead of circles as in trilateration keeping the possible positions of an unknown
node within the bounds of a box as shown in Fig. 2.9. This method defines a unique bounding
box for each reference node i, keeping such a node in the central position of a square having sides
of 2di and vertex coordinates as follows.{

(xai ∓ di), (yai ∓ di)
}

(2.13)

It is easier to find the intersection of all bounding boxes, by creating a small rectangular box to
confine the unknown node, as it does not require floating point operations. Thus, it is computed
by taking the maximum and minimum of the low coordinates and high coordinates of all the
bounding boxes, respectively, as follows.

max
{
(xai − di), (yai − di)

}
(2.14)

and
min

{
(xai + di), (yai + di)

}
(2.15)

Finally, the position of an unknown node is computed as the center of the intersection of all
bounding boxes, as follows.

x =

{
max(xai − di) +min(xai + di)

2
,
max(yai − di) +min(yai + di)

2

}
(2.16)

Although it results in more localization error than trilateration, it requires less CPU resources to
compute the intersection of squares compared to computing the intersection of circles in trilater-
ation.
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Fig. 2.9. Position computation with bounding box

2.3.5 Probabilistic approaches

It is a very useful method for computing the position of an unknown node while accounting for
uncertainty in distance estimates. In this method, the position computation is based on considering
a set of points with certain probabilities to be the actual position of the unknown node as shown
in Fig. 2.10. It generally models the error of the distance estimate as a random variable. An
approximation of the position of the unknown node is computed over several samples, as follows.

• if an unknown node only receives a packet from a single reference node, it has an equal
probability of being placed around the reference node.

• if two packets are received from two reference nodes, it has a greater probability of being
placed at a pair of intersection points.

• if more packets are received from multiple reference nodes, it has the greatest probability of
being placed at a unique point.

Thus, it is possible to identify the probable location of the unknown node by considering the
point with a greater probability. However, it has a higher computational overhead and requires
more memory space to store information. The complexity of this method is O(n2). Here, n is
the sample size, assumed to be a grid of d × d. It is suitable for centralized localization systems
having a more powerful central node to compute positions on gathered information.

2.4 Overview of localization systems

Due to the variety of applications, solutions to the localization problem take a different form.
However, the primary requirement for the development of a localization system always remains
the same, minimizing errors and maximizing energy efficiency in the computation. Thus, several
aspects such as number of beacons, number of nodes, deployment scenario, and use of GPS
receivers, etc. are considered for its implementation. Also, the choice to use a suitable system
often depends on various attributes such as available resources, network topology and its protocols,
and acceptable mean error for a particular application. Some important localization proposals are
discussed to show their operational feasibility and limitations in different application domains [20].

2.4.1 Anchor-free

These systems are simple and able to compute a relative estimate of the positions of any unknown
node using local distance information.
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Fig. 2.10. Position computation with probabilistic method

However, they have an inherent limitation that the coordinate system is not unique and must be
integrated into the global coordinate by translation, rotation, and flipping. They also have the
disadvantage that the positions of the stationary nodes must be recomputed if the reference node
moves. Thus, a node usually starts computing its position independently with a random assign-
ment of initial coordinates and converges to a consistent solution using only local node interactions
[26]. Such systems can be of two types such as, incremental (initially starts with a core of three
or four nodes, then iteratively grows to include appropriate nodes based on measured distances)
and concurrent (all nodes compute and refine their positions simultaneously). However, an incre-
mental system leads to poor assignments of global coordinates since it propagates computation
errors. In some works, the difference between measured and computed distances is reduced by
using an iterative optimization algorithm. Thus, it creates a local map dividing the network into
small overlapping sub-regions and these local maps are then stitched together to form a single
global map [27]. Also, connectivity information is used to approximate the distance between each
pair of nodes in some other works [28].

2.4.2 Anchor-based

These systems involve some nodes with known positions (by manual placement or using GPS
receivers) in computing the positions of unknown nodes. Thus, they have the advantage that nodes
can locate themselves directly relative to a global coordinate system. However, the accuracy still
depends on the number of anchors and their distributions in the sensor field. In some works, nodes
receive messages from a mobile beacon and transmit proximity information to build and maintain
position estimates [29]. It achieves localization accuracy on the order of a few meters without the
need for additional hardware. In other works, a mobile anchor is used to periodically broadcast
messages with its current position [30]. Nodes within communication range receive and record the
first and last anchor location to estimate their positions. Also, some proposals consider wireless
channel variation due to long-distance propagation, fading and irregular coverage [31]. It shows
that in a noisy environment, the probability of correctly receiving packets from a mobile anchor is
proportional to the Signal-to-Noise Ratio (SNR). It is more consistent and very accurate but not
energy-efficient as packets received only for the maximum RSSI are useful and the rest is useless.
Moreover, other works have adopted a mobile beacon to estimate the positions of unknown nodes
in WSNs [32, 33, 34, 35].
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2.4.3 Range-free

These systems are often used to estimate the relative positions of nodes. These are very simple
and cost- effective localization systems in WSNs. In some works, the positions of unknown nodes
are computed by determining the centroid of all anchor positions near them [36]. It is simple
but the localization error is high. Likewise, other work, called DV-Hop, is based on a distance
vector routing mechanism in which anchors initiate broadcast messages with current locations
by initializing a hop-count parameter to one [37]. The hop-count value is incremented at each
intermediate hop by flooding the messages. It estimates the average distance per hop by obtaining
all the information from other anchors, and propagates this information to nearby nodes. However,
it needs more anchors to reduce distance estimation errors. Some works also use an area-based
test, called APIT (Approximate Point-In-Triangulation), which estimates the positions of unknown
nodes by constraining them to triangular regions formed with different combinations of anchors
[38]. The position of the node is computed as the Center of Gravity (CoG) of the intersection of
all triangles. In another work, called Amorphous, hop distance is transmitted to nodes by beacon
message propagation [39]. Nodes compute the average of all hop distances collected from their
neighborhood. However, it requires knowing the density of the network a priori. The error due to
low resolution is compensated by deducting half the radio range from the average estimate.

2.4.4 Range-based

These systems rely on distance or angle information between nodes to estimate their positions.
Thus, they operate in the two successive phases, estimating the distance or the angle between
neighboring nodes according to the characteristics of the received signal, then computing the
actual positions from all these distance or angle estimates. However, the accuracy depends on
some factors such as the measurement techniques used, the calibration noise of the device, and the
environmental conditions. In some works, the feasibility and quality of self-localization in nodes
are evaluated using RSS measures [40]. It assumes that each node is equipped with an array of
directional antennas. However, the drawback is that it does not consider the path loss model
for signal propagation. Likewise, another work is based on the estimation of AoA information
between neighboring nodes in a noisy environment [41]. It considers the propagation of beacon
messages over several hops. It shows that good accuracy is achievable despite inaccurate angle
estimates and with fewer beacon messages. Also, other works have discussed various methods for
estimating the position of nodes based on angle or distance measurements in WSNs [19, 42, 43].

2.4.5 Centralized

These systems collect all information regarding connectivity and distance/angle measurement per
pair in the entire network and send it to a central Base Station (BS) powerful enough to analyze and
compute the positions of all nodes. The computed positions are then sent back to the respective
nodes. Thus, the main advantages of such systems are their simplicity and ease of implementation.
They are more accurate than other implementations due to the existence of global information.
Moreover, they avoid computation in each individual node, reducing computational overhead and
energy consumption at the nodes. On the other hand, they suffer from the critical risk of single
point of failure and usually require the central master node with high computing and networking
capabilities. Data transmission in the network (sending all information to the base station and
computed positions to the nodes) leads to latency, more energy consumption (communication cost)
and bandwidth. Another drawback is the inability to access data appropriately and inadequate
scaling. Thus, it is more accessible for small-scale networks. However, these systems often use two
or three central base stations to reduce communication overhead and solve the scalability problem.
In the literature, some popular centralized localization systems are MDS-MAP (Multi-Dimensional
Scaling-Mobile Assisted Programming), LBSA (Simulated Annealing Based Localization), and
SDP (Semi Definite Programming) [44].
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Some work, called IMDS-MAP, is an improved version of MDS-MAP providing greater accuracy
in large-scale network applications [45]. Basically, the MDS-MAP displays distance type data in
a geometric visualization using data analysis and information visualization. It creates a distance
matrix computing the shortest distance between all pairs of nodes, then applies multi-dimensional
scaling to determine the relative location of the nodes. It estimates the absolute position of
nodes by transforming relative positions when sufficient anchors are available. But, it has some
drawbacks such as requirement of global information and high communication and computational
cost. Also, some work based on TDoA measurement with ultrasound and RF signals is reported
for indoor applications. It performs 3-D (Three-Dimension) localization forming a cluster over the
entire network [46].

2.4.6 Distributed

These systems allow all nodes to compute their positions autonomously, often requiring only lim-
ited communication with neighboring nodes. Nodes refine their own estimate for more accuracy
by combining information received from neighboring nodes. Thus, the main advantages of such
systems are reduced computational complexity (equal load on each node for small traffic) and
communication cost (no need to send all collected data to a central node and transmit computed
positions at all nodes), resulting in significant energy savings. They are more scalable and flexible
for large-scale networks. However, they also have some drawbacks such as their difficult implemen-
tation, and the localization accuracy often depends on the number of anchors and the distribution
characteristics of the nodes. In some work, called DGL (Distributed Grid-based Localization),
each node computes the position in a rectangular coordinate system dividing the network into
small square grids [47]. Anchors change the communication range by varying their transmission
power. Another work, called DRL (Distributed Range-free Localization), uses a voting mechanism
to locate nodes (in 3-D) in an environment of irregular radio propagation [48]. It divides the area
of interest into several cubic cells where each anchor votes. Each node estimates the position by
taking the average of the center of gravity of the cubic cells (with the highest votes). Likewise,
some works are based on the support vector machine that uses the measurement of connectivity
as training data [49]. Moreover, some other works are based on RSS information and suitable for
indoor applications in mobile networks [50, 51]. However, these systems still assume direct signal
communication between all nodes and anchors, which is not feasible for large-scale deployment.

2.4.7 Single-hop

These systems enable direct data communications between source and sink nodes. Thus, they
remain cost-effective without requiring relay nodes. However, these systems often remain less
energy-efficient as the energy consumption is directly proportional to the hop size (transmission
distance). In some works, a type of fingerprint test is used to measure RF signal strength offline
for the design of signal strength maps [52]. These maps are used to estimate distance information
for an indoor localization system. Likewise, in another work, a few beacons are fixed to broadcast
local geographic information to nodes [53]. It uses ultrasound signals to increase the accuracy
of distance estimation. Nodes estimate distances in an indoor localization system by receiving
consecutive radio frequency signals and ultrasound pulses from anchors. Moreover, in other works,
the radio connectivity between a node and a set of anchors is used to determine its coordinates
[36]. The nodes are localized by computing the centroid of all the references obtained from the
nearby anchors. Some works use an area-based approach for node localization [38]. It divides the
network into several triangular regions in which the position of a node is estimated by reducing the
potential area of its existence. Besides, another work built on the Monte Carlo aims to improve
the localization accuracy in mobile wireless sensor networks [54].
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2.4.8 Multi-hop

These systems involve multiple relay nodes in transmitting data packets from source to sink nodes.
Thus, they are energy-efficient, reduce hop size, and are suitable for large-scale network applica-
tions. However, the disadvantages of such systems are higher deployment cost and localization
error (distance/angle estimation error propagates through hops). A localization system based on
the Distance Vector (DV) often requires simple computations [55]. It computes the shortest paths
between distant nodes using neighborhood information. It estimates the size of the hop using the
known locations of the anchors, then guesses the distances between the anchors and the unknown
nodes by calculating the shortest path hop distances. Besides, some studies improve location esti-
mates through the exchange of information at neighborhood [39]. It also uses offline hop distance
estimates like a DV-Hop system. Likewise, in another work, the accuracy is improved by avoiding
the accumulation of errors on the network [56]. It uses the bounding box approach in computing
position. Also, the self-positioning of nodes in a mobile ad-hoc network is possible by using the
distances between nodes [57]. It primarily builds a relative coordinate system for all nodes in 2-D.
Finally, it allows nodes to compute their positions with the highest density factor in the n-hop
neighborhood coordinate system.

2.4.9 Directional/smart antenna-based

These systems offer better performance for several advantages such as interference reduction,
long transmission range and spatial diversity. The use of directional antennas in localization
systems achieves three times the accuracy of omni-directional antennas [58]. It is implemented
with Berkeley MICA2 motes, and works well in WSNs for different types of node deployment
scenarios. Also, a range-independent system, called SeRLoc (Secure Range-independent Localiza-
tion), which equips anchors with high-power directional antennas to broadcast beacon messages
using asymmetric transmission [59]. A beacon message contains the current position of the an-
chor and the antenna sector in which the packets are broadcast. A similar system, called HiRLoc
(High-resolution Robust Localization), allows nodes to passively estimate their positions with high
resolution, without increasing the number of reference points or the hardware complexity of each
reference point [60]. The positions of the nodes are computed based on the intersection of the
areas covered by the anchors. It has greater accuracy with increased computational and commu-
nication complexity. Besides, using an adaptive antenna array, a precise and scalable localization
system is reported in other works [61, 62, 63].

2.5 Fragility of localization systems

The overall performance of a localization system always depends on the level of accuracy achieved
from its individual components. Therefore, it is essential to protect all components against mali-
cious attacks. To achieve the best result, a localization system must authenticate data before it is
processed by a component and preserve the confidentiality and integrity of the data while passing
it to its next component. However, it is really a challenging task because localization systems
often remain vulnerable to security threats in a hostile environment. The possible attacks on each
component and their cumulative effects in a localization system are discussed below.

2.5.1 Attacks on distance/angle estimation

Distance estimations are usually based on measuring received signal strength, time of arrival,
time difference of arrival, and hop count. Therefore, by exploiting a few compromised nodes, an
adversary can easily generate erroneous distance estimates in RSS-based systems. Neighboring
nodes would be tricked into considering them closer/farther from their actual locations as they
send data packets with higher/lower transmission power. Moreover, the delay in the transmission
of data packets can lead to distance estimation problems in ToA/TDoA-based systems.
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Likewise, compromised nodes can mislead distance estimates in neighboring nodes by tampering
computed data and advertising erroneous hop count information in hop-count-based systems. On
the other hand, an adversary can alter the physical medium of signal propagation by introducing
noise, obstacles, or smoke on particular regions in a compromised environment (space/radio).
Thus, it interferes with the measurement of signal strength and time of arrival. Also, deploying
magnets in some specific areas can produce erroneous angle estimates in AoA-based systems.

2.5.2 Attacks on position computation

Position computations mainly involve estimated distances/angles and known positions of a few
reference nodes. An unknown node can compute its position using at least three reference nodes
when such computation is based on the estimated distances. Likewise, it can perform the same task
requiring only two reference nodes when the computation is based on the estimated angles. Thus,
an attack on the distance/angle estimates can also affect the position computation. However,
direct attacks by advertising erroneous known positions of the reference nodes often affect the
position computation more severely. In such cases, the computation of the position would become
erroneous even for a correct estimation of the distance. This can happen when a compromised
node sends the data packets with incorrect position information and deceives neighboring nodes
into appearing as a separate node identity. On the other hand, GPS data retrieval can be erroneous
in a compromised environment (the jamming of GPS signals leads to wrong estimates of beacon
node positions from GPS receivers).

2.5.3 Attacks on localization algorithm

Due to the characteristics of the multi-hop network, a distributed algorithm is often preferred for
a localization system. Therefore, it inherently has the same vulnerabilities as other distributed
systems. Common attacks on a distributed system are as follows [13].

• Denial of service (adds malicious data by capturing and reprogramming some benevolent
nodes).

• Replication/clone (produces huge replicas/clones of captured nodes by extracting encryp-
tion/decryption keys).

• Sybil (sends messages by fabricating a new identity or stealing an identity from a legitimate
node).

• Wormhole (tunnels a distorted data packet to another location by replaying it several times).

• Forgery, alteration and interference (sends misleading information by tampering with them).

• Replay (replays outdated information by making congestion in data transmission).

• Selective forwarding (drops sensitive messages by refusing to forward them anymore).

Such attacks introduce erroneous information regarding distance/angle estimates, reference po-
sitions, number of hops, and nonexistence of nodes/beacons and deteriorate the performance of
localization systems.

2.6 Overview of secure localization systems

In WSNs, attacks should be avoided to ensure the reliability of relayed data packets to accomplish
the desired tasks. Thus, the incorporation of a secure localization system is always essential for
the proper functioning of the network deployed in hostile environments. Moreover, no system can
provide a complete safety and security solution against all kinds of attacks.
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This issue becomes more complicated due to resource constraints and always requires a simple
and acceptable solution for a specific problem. In the literature, several security proposals rely on
cryptography as a second line of defense and are usually combined with other techniques. Some
pioneering works are discussed to show their effectiveness and potential weakness in providing
security against attacks.

2.6.1 Cryptography

Cryptography is very useful to protect the localization systems against external attacks. It pre-
serves the message integrity in relayed data packets and confidentiality of node identities using an
authentication process. In some cryptographic schemes, pairwise key distribution is used to secure
data communications between nodes. Thus, it ensures the security against node capture attacks
by establishing a triple key among three nodes [64] and integrating the keys refreshment phase [65].
However, cryptography generally introduces more communication and computational overheads.
Moreover, these methods are not suitable as the keys/passwords stored in the captured nodes may
be easily accessible to attackers. As a result, other works are based on the process of updating and
revoking keys to resist insider attacks [66]. It provides security against packet drop attacks using
higher connectivity and a lower compromise ratio in a low-cost network infrastructure. Likewise,
some methods eradicate node replication attacks by verifying the number of shared starting keys
[67]. Such random key distribution requires low power consumption, but needs higher memory
storage and communication costs. The combined localization and keys distribution protocol [68]
becomes sufficiently robust against wormhole attacks. It uses a single master node to manage all
interactions with the GPS device and achieves high localization accuracy. But, this requires an
IG (Inertial Guidance) module and a GPS device when deploying the nodes. Also, some other
works describe the self-healing key managements based on a modified access polynomial and a
sliding window [69]. It ensures the security of the access polynomial by dynamically updating the
pairwise keys shared between member nodes and group managers. The sliding window mechanism
reduces communication cost and resource consumption. However, the computational cost becomes
significant in this case.

2.6.2 Anomaly detection

Identifying and eliminating all misbehaving nodes/anchors always ensures greater accuracy in
computing the positions of benign nodes in the network. Thus, some deterministic distributed
protocols [70, 71] and voting techniques [72, 73] with a modified mesh of different trust grades [74]
effectively recognize and isolate malicious nodes/anchors. Distributed protocols are very efficient
in communication time, power, memory, and computation. But the detection of false nodes
depends on the prescribed number of trusted nodes. On the other hand, the voting techniques are
simple and do not require any additional hardware, but employ complex computations attaining
a bounded estimation error. Trust evaluations ensure a higher detection rate and localization
accuracy, but result in extra delays. Other methods also identify malicious nodes by using witness
nodes in a cell [75], or hide benevolent node locations with an orthogonal code [76]. The use of
witness nodes reduces communication costs effectively. It also improves the detection rate, but
requires higher memory. However, an orthogonal code often shows a higher detection rate at
lower communication costs, memory usage, and power consumption. But it makes the algorithm
a bit more complex. Some work also prevents the legitimate nodes from self-destruction by
misleading adversaries with false information [77]. It shows negligible costs to communication,
memory, and processing, but increases power consumption. The sequential hypothesis testing [78]
and software attestation methods [79] detect and revoke the compromised nodes. They minimize
power consumption and communication costs. But any change in the sampling strategy affects
the attestation costs.

31



Chapter 2. Literature survey

2.6.3 Location verification

Checking the consistency of the localization accuracy based on some known models and observa-
tions improves the reliability of the computed positions. It often involves deployment knowledge
using a group-based deployment model and known physical properties of both radiofrequency and
ultrasound to compute distances/angles. Thus, some works verify the positions with a few nodes
called verifiers [80] and applying probability theory [81]. However, verifiers frequently need spe-
cial equipment like directional antennas and precise time measuring devices which introduce huge
overheads. Moreover, it incurs little computation and communication costs. But, a higher detec-
tion rate is possible with a lower false-positive rate. In the probability theory, malicious nodes are
detected treating them as competitors in a non-cooperative game. But it requires a large number
of trusted verifiers to minimize the maximum deception from the malicious node. Likewise, in
some works, false locations are detected during Time of Arrival (ToA) measurements [82] and a
bounded localization error is ensured by keeping the number of cheating anchors in the prescribed
limit [83]. A higher detection rate is obtained by assuming zero synchronization errors among
the verifiers. But, it is almost unrealistic to ensure always zero synchronization errors. However,
a mathematical analysis derives the necessary and sufficient conditions for a secure and robust
distance-based algorithm. But, it shows considerable execution complexity for a polynomial-time
algorithm. Also, a centralized method based on SDN (Software-Defined Networking) protects the
privacy of the location and identity of the anchor in a heterogeneous WSN [84]. It has better
energy efficiency and higher positioning accuracy with low communication costs. But it requires
additional hardware like an SDN controller.

2.6.4 Robust computation

Filtering inconsistent distance/angle measurements becomes useful to improve position compu-
tation accuracy in harsh environments. Thus, some works based on the information theory [85]
or mutual authentication and validation [86] are suitable for this case. The information theory
provides a high detection rate and minimal localization error but has significant time complexity.
In contrast, mutual authentication and validation shows higher efficiency in time consumption
and localization accuracy but have communication overhead. Likewise, the reputation manage-
ments based on a game theory [87] and the sequential probability ratio testing [88, 89] are very
effective in the verification of the anchor reliability and the detection of static/mobile compro-
mised and replicated nodes. The game theory optimizes the energy consumption of nodes but
becomes less accurate in position estimations. Instead, sequential hypothesis testing dramatically
reduces false-positive and false-negative rates but offers significant storage and computational
costs to each node. In some works, the replicated nodes are also detected by keeping neighbors
and liars below a given threshold [90]. It minimizes the necessity of trust and communication
costs but requires prior knowledge of node deployment. Besides, the iterative gradient descent
approach [91] and multiregional algorithm based on compressive sensing [92] reduce the impact
of inconsistent measurements due to malicious nodes in hostile environments. However, the it-
erative gradient descent reports higher localization accuracy in the mobile network environment
but does not emphasize false alarms against the elementary attacks. The compressive sensing also
achieves a higher level of localization accuracy at lower power consumption but includes much
communication and computational costs.

2.6.5 Simple systems with extra hardware

Some proposals based on FM (Frequency Modulation) [93] or analysis of the neighboring node
information [94] improves the security performance and positioning accuracy in the networks.
The frequency modulation shows lower communication and computational costs at a lower system
complexity. But it always requires additional hardware such as an FM signal receiving module to
load onto each node.
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The neighboring node information always ensures a low false detection rate in a higher density
network while increases memory usage and power consumption. Some distance bounding protocols
with UWB (Ultra-Wideband) transceivers isolate malicious nodes in indoor environments in real-
time [95, 96, 97]. The UWB technology often requires special equipment like ultrasonic transceivers
that are very expensive. However, it leads to higher detection accuracy and a lower false alarm rate
but introduce sufficient communication costs. It ensures a high security, low energy consumption,
and high precision in position estimations with a minimum number of anchors. Also, it shows
that a probabilistic model is well-suited to evaluate the security of the ranging/positioning solution
during enlargement attacks.

2.7 Summary

In this chapter, we have studied some popular methods that work on individual components
of a localization system. For its proper functioning, the level of accuracy, the computational
complexity and the feasibility of the application of these methods are also described. Next, we
discussed common security issues and vulnerabilities of each component to malicious attacks. A
brief overview of existing solutions for securing localization systems is also included. It is observed
that most of the state-of-the-art localization systems use anomaly detection and blocking to mit-
igate attacks in WSNs. Few systems also consider location verification in their final stages or
use probabilistic outlier filtering to eliminate any inconsistent estimates. However, these systems
often overlook security concerns in the physical layer and thus localization systems become frag-
ile. In the literature, only a few systems have addressed this problem using the transmit power
control/jamming technique. But, they are also not so effective in a compromised environment.
For several important WSN applications, especially military operations need precise estimation
of node locations for target detection and tracking. Thus, existing localization systems may not
be sufficient to fulfill such requirements by isolating malicious nodes under physical layer attacks.
From this perspective, the introduction of smart antennas would be a good strategy to keep them
away from radio links. This is an open research area and hence, this research work mainly focuses
on the design and implementation of secure localization systems based on smart antennas for
wireless sensor networks.
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Chapter 3

Resilient localization and anchor
mobility control strategies

3.1 Introduction

A wireless sensor network consists of many tiny nodes with limited resources. For better perfor-
mance and longer life, it is always necessary to reduce factors such as errors, energy consumption,
system complexity and deployment cost. The literature review reveals that range-based systems
have the highest accuracy, while energy efficiency often remains higher in multi-hop systems.
Likewise, distributed systems reduce computational complexity and anchor-based systems are
able to compute global coordinates of nodes. On the other hand, nodes require special hardware
to estimate the distance/angle of received signals and each anchor needs a GPS receiver to get its
current reference. Thus, it increases the implementation costs to some extent. Also, the signal
measurement always depends on the channel characteristics and keeping the error within an
acceptable limit remains a difficult task. Therefore, a trade-off between all these factors is always
important when implementing a localization system. From this point of view, the use of a single
mobile anchor with a GPS receiver and a smart antenna would be useful to reduce the cost. By
controlling its mobility on trajectory, it is possible to keep the communication range between the
anchor and the nodes to a minimum, which leads to the least energy consumption during the
relay of data packets. It also ensures the least probability of error in distance/angle estimation
by using the smart antenna for signal measurement.

In this chapter, we have proposed a robust localization system, called Row Matching Al-
gorithm (RMA). It estimates node positions based on RSS and AoA information. The anchor
estimates the distance and angle of signals received from neighboring nodes. It conveys messages
(containing this information and its current reference) to neighboring nodes. Nodes can au-
tonomously estimate their positions by obtaining only two of these messages from the anchor. It is
a simple system producing less errors and energy consumption in WSNs. Moreover, we introduced
two new mobility control strategies for the anchor, based on the centroid (deterministic) method
and fuzzy logic. The proposed mobility control methods show an efficiency comparable to the
conventional random walk model. However, they often outperform the conventional model
against malicious attacks.

The rest of this chapter is organized as follows. In Section 3.2, an overview of network
architecture and protocols is discussed. In Section 3.3, the description of the proposed localiza-
tion system is explained in detail. In Section 3.4, the implementation strategy of the proposed
mobility control methods is discussed. Simulation results and performance analysis are presented
in Section 3.5. Finally, Section 3.6 discussed the limitations and possible modifications of this
system in the future.
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3.2 System design preliminaries

In the network, the selection of an appropriate trajectory for the movement of the anchor always
leads to faster convergence in the localization process and ensures optimal energy efficiency. Also,
completing the localization process in two consecutive anchor points often makes the system secure
and robust with feasible infrastructures. In this section, we have described network configurations
and radio propagation characteristics for an energy-efficient and robust localization system. All
necessary assumptions are also mentioned to facilitate the performance of the proposed localization
system and mobility control strategies.

3.2.1 Network architectures and protocols

In WSNs, nodes do not know their location after deployment and use the localization system to
estimate their locations autonomously. Thus, network architectures and protocols are also very
important for the implementation of a robust localization system. Several assumptions considered
for this work are mentioned below.

1. Network infrastructures

• A large number of nodes and an anchor are randomly deployed over the region of interest.
Nodes remain stationary and scattered over a 2-D field without obstacles.

• Nodes are configured with unique IDs and limited battery power. They also have limited
memory, a simple processor and a half-wave dipole antenna.

• Anchor has a GPS receiver and a smart antenna. It is also mounted on wheels/vehicles to
integrate mobility functions. It has ample memory, a computationally efficient processor
and the flexibility to recharge/refill its battery power.

• The Base Station (BS) is fixed in the center of the field so that it can communicate
equally with all the nodes of the WSNs.

2. Data communications

• The nodes are identical (homogeneous) with similar sensing and processing capabilities.
They are configured to periodically broadcast messages with respective IDs. On the
network, all nodes consume equal power in transmission and reception of data packets.

• The nodes and the anchor are equipped with an auto-configuration function to switch
themselves into different modes (e.g., active, receive, idle, and sleep) to optimize their
energy consumption during the localization process.

• Anchors are able to estimate distance/angle information with high resolution for RSS
exceeding a prescribed threshold on signal-to-noise ratio (SNRth) using path loss and
ESPRIT algorithm.

• In order to have better network coverage and connectivity, the Quality of Service (QoS)
in data communications is assumed to be constant within the maximum communication
range (dmax).

3.2.2 Radio propagation characteristics

Since nodes usually transmit signals in free space, they experience several propagation characteris-
tics such as reflection, refraction, diffraction and dispersion, etc. in the radio environment. Thus,
mean power of the received signal is considered as a decaying function of the distance travelled
(inversely proportional to the square of distance). This phenomenon is known as path loss which
is used to measure distance information in most RSS-based localization systems [98]. Therefore,
an appropriate choice for the signal propagation model, defining the path loss more realistically,
is also important for developing an energy-efficient localization system [99]. Some assumptions
made in this regard are described below.
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Fig. 3.1. Functional blocks of the MICAz mote

1. Path loss

• Signals flowing through the radio environments are a composite form of a large-scale path
loss component, a medium-scale slow varying component and a small-scale fast varying
component. The medium-scale slow varying component uses log-normal distributions
and the small-scale fast varying component uses Rician or Rayleigh distributions in LoS
(Line of Sight) or NLoS (Non-Line of Sight) data communications, respectively.

• Path loss is determined using small scale propagation characteristics with fast signal
variations due to multipath fading over short distances (on the order of a few wave-
lengths) or short duration (of the order of a few seconds).

2. Link budget

• The link budget equations are formulated assuming equal energy dissipation per bit
in the electronic circuits (Eelec) of the RF transceivers (as shown in Fig. 3.1). Also,
the extra energy consumption in the power amplifier circuit (Eamp) is considered when
transmitting each bit of data at a unit distance over the free space.

• The radio propagation model is considered compatible with MICAz mote [7]. It follows
the IEEE 802.15.4 protocols in Wireless Personal Area Networks (WPAN) [100]. In
accordance with Media Access Control (MAC) protocols, each node remains in active
and receive mode prior to the localization process and then switches to sleep mode.

The power dissipation (Joules per second) of a node is considered as the sum of the power dissipated
on its two radio links (forward link and reverse link): to broadcast a message in free space (Eb)
and to receive data packets from the anchor (Er). Thus, the total energy consumption (Etotal) of
the k-th node during localization is expressed (in Joules) as follows.

Etotal = t
′

kEb + 2Er (3.1)

where, t
′

k is the number of anchor points required to localize the k-th node.

Now, keeping the analogy with the LEACH (Low Energy Adaptive Clustering Hierarchy)
algorithm, where the energy consumption in a node during the transmission (Eb) and reception
(Er) of an n-bit data packet is expressed (in Joules) as follows [3].

Eb = n
(
Eelec + Eampd

2
max

)
(3.2)

Er = nEelec (3.3)

In this work, we have chosen a low power dissipation model for MICAz mote which operates on
the 2.4 GHz ISM (Industrial, Medical and Scientific) band and has other parameters like n = 250
kbps, Eelec = 50 nJ/bit, Eamp = 10 pJ/bit/m2 and dmax = 90 m.
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3.3 Row matching algorithm

It is a simple system based on a mobile anchor. Anchor uses the direction-finding and beamforming
attributes of the smart antenna to generate and transmit beacon messages. It is possible to
compute the position of any node by comparing the estimated positions obtained for two distinct
anchor points. The node stores two unique sets of beacon messages received at two separate anchor
points. For each beacon message, it produces two sets of positions (actual and imaginary) and
keeps them as two separate rows in a table. Thus, the positions computed for these two beacon
messages are stored in two separate tables. By comparing the rows of the tables with each other,
the position of the node is computed as the mean of the positions which causes the least deviation.
Therefore, the localization system operates in three steps, such as

• Cluster formation,

• Beacon message generation/transmission, and

• Position computation.

Here is a detailed description of each step provided below. This system is realized with a random
mobility model for the anchor to select the succeeding paths in the network.

3.3.1 Cluster formation

The nodes periodically (with a period T ) broadcast messages with their individual IDs by radiating
signals of equal transmission power (active mode). The anchor is configured to receive signals
(receive mode) above a prescribed signal-to-noise ratio (SNRth) threshold [101]. For each anchor
point, a unique cluster is formed with a few neighboring nodes whose RSS exceeds the SNRth. For
all clustering nodes, an anchor stores the information needed to estimate the distance/angle and
its current reference in a table, U (idle mode). It also keeps a record of the cluster sizes (number
of nodes in a particular cluster) it has encountered so far by enabling a counter, Ptr. Algorithm
1 explains the cluster formation process. Each time, it begins with a random anchor point and
a finite number of nodes, and continues until the maximum permissible anchor points (tmax) are
attained or the localization of all nodes is complete (when counter, Ptr reads 2Ns, i.e. twice the
number of deployed nodes). Several node and anchor data are required for cluster formation and
these are used as input variables. Likewise, the cluster size, operating mode and counter value are
considered output variables.

3.3.2 Beacon message generation/transmission

Due to multipath fading, the signals transmitted from the nodes arrive at the anchor with different
strengths and angles. Therefore, the smart antenna is used to eliminate interferences and to
estimate AoA information. A simple eigen structure-based AoA estimation algorithm, called
TLS-ESPRIT, is used for this work. For each cluster, the anchor evaluates the distance and angle
information of all signals received from neighboring nodes using equation (1.4) and equation (1.11),
respectively. It stores this data with the respective MAC IDs and also merges its current reference
retrieved from the GPS receiver. However, a GPS receiver expresses the anchor reference in
latitude (γ

′
) and longitude (ψ

′
) in geodetic coordinates. For position estimation by the geometric

method (triangulation), it is necessary to convert it into Cartesian coordinates (xa, ya) before such
amalgamation. It performs such coordinate transformation as follows [102].

xa = r cos γ
′
cosψ

′

ya = r cos γ
′
sinψ

′

}
(3.4)

where, r = a√
1−e2 sin2 γ′ is the radius of curvature of the earth at the anchor reference and e =√

1− b2

a2
is the eccentricity.
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Algorithm 1 Pseudo-code for forming clusters and keeping their databases

Input: Maximum number of permissible anchor points (tmax), Number of nodes in active mode (Ns),
Threshold level in signal-to-noise ratio (SNRth), Received signal strength (RSS), Angle of arrivals of
the received signals (AoA), Neighboring node IDs: [ID], Position of the anchor (xa, ya) in Cartesian
coordinates, and Receive mode of anchor: mode state (ms) = ‘Set’

Output: Cluster size (CS), Pointer value in data table (Ptr), Idle mode of the anchor: mode state (ms)
= ‘Reset’

1: Initialize: Ptr,R = 0, t = 1,ms =‘Set’, Ns, SNRth, tmax

2: while (t ≤ tmax) do
3: xa ← 1000 ∗ rand(); ya ← 1000 ∗ rand();CS ← 0; i← 1
4: while (i ≤ Ns) do
5: if (RSS[i] ≥ SNRth) then
6: CS ← CS + 1;Ptr ← Ptr + 1;U [Ptr][1]← ID[i];U [Ptr][2]← RSS[i];
7: U [Ptr][3]← AoA[i];U [Ptr][4]← xa;U [Ptr][5]← ya
8: end if
9: i← i+ 1

10: end while
11: if (Ptr = 2Ns) then
12: break
13: end if
14: t← t+ 1
15: end while
16: ms← Reset
17: return ms,CS, P tr

Fig. 3.2. Format of the beacon message

Also, a and b are respectively the semi-major axis and the semi-minor axis of the ellipse. Thus,
for each clustering node, it prepares beacon messages (idle mode) according to the format shown
in Fig. 3.2. And, within a cluster, beacon messages are relayed to each node one by one using the
First Come, First Served (FCFS) scheduling mechanism (active mode). Each time, it establishes
a stable and direct point-to-point radio link via an adaptive beam pattern produced by the smart
antenna, where the deep nulls are steered to the directions of the remaining nodes. Fig. 3.3
illustrates such a pattern for a cluster of five nodes, where the main beam is steered to the node
located at 200 and the nulls are steered to the others placed at −300,−50, 450 and 600, respectively.
Algorithm 2 explains the method of generating/transmitting beacon messages. It requires various
data from a cluster (e.g., node IDs, distance, angle, etc.) and antenna design parameters and these
are used as input variables. On the other hand, it considers the format of the beacon message and
the optimal antenna pattern as output variables.

3.3.3 Position computation

The position computation is based on simple mathematical formulas and takes place at each node.
The nodes are periodically regulated to different modes until they accumulate two beacon messages
from the anchor. In a cluster, each node receives a beacon message from the anchor (receive mode)
and store it in its memory locations shown in table U

′
. It also periodically checks its database

for received beacon messages (idle mode). When a node discovers two beacon messages in its
database, it initiates the position computation process.
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Fig. 3.3. An adaptive beam pattern of smart antenna

Algorithm 2 Pseudo-code for generating and transmitting beacon messages

Input: Angle estimated from the received signals (φ), Distance estimated from the received signals (d),
Cluster size: [CS], Clustering node IDs: U [Ptr][1], Anchor reference: (U [Ptr][4], U [Ptr][5]), Number
of antenna elements (2N), Beamwidth between the first nulls (FNBW ), Sidelobes level (SLL), Depth
of nulls (K), Scanning angle (θ) and Idle mode of anchor: mode state (ms) = ‘Reset’

Output: Generated beacon messages: Bm [size], Optimized beam pattern (AFp), Active mode of the
anchor: mode state (ms) = ‘Set’

1: Initialize: i = R+ 1, j, k, n = 1, AFp = 0, θ = −900, size = 5,K,N, SLL, FNBW,ms =‘Reset’
2: while (i ≤ Ptr) do
3: θd ← φ[1]
4: while (j ≤ size) do
5: Bm[j]← U [i][1];U [i][1]← d[i]; d[i]← φ[1];φ[1]← U [i][4];U [i][4]← U [i][5]; j ← j + 1
6: end while
7: while (θ ≤ 900) do
8: if (|θ − θd| ≤ FNBW

2 ) then
9: AFp ← 1

10: else
11: AFp ← SLL
12: end if
13: while (k ≤ CS − 1) do
14: θn ← φ[k + 1]
15: if (θ = θn) then
16: AFp ← K
17: end if
18: φ[k]← φ[k + 1]; k ← k + 1
19: end while
20: while (n ≤ N) do
21: AFp ← AFp +W [n] ∗ cos

[(
n− 1

2

)
∗ π ∗ (sin θ − sin θd)

]
;n← n+ 1

22: end while
23: θ ← θ + 1
24: end while
25: φ[CS]← θd; i← i+ 1
26: end while
27: R← R+ CS
28: ms← Set
29: return ms,AFp, Bm[size]
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Fig. 3.4. Original and imaginary node positions at two anchor points

Otherwise, it broadcasts the signal (active mode) again. As soon as the node completes the
localization task, it turns off its power-regulator (sleep mode) to save energy [103]. For the
position computation, each node produces two sets of position data with the two beacon messages
and keeps them in two separate tables, P

′
and Q

′
, shown in Fig. 3.5. However, each table contains

two distinct positions for a node. One is actual and the other is imaginary. The nodes compute the
actual and the imaginary position using the estimated angle and the angle (image), respectively.
An angle estimated by the anchor remains in the range of {−900, 900}. Also, the anchor always
estimates the same angular value for a clustering node located at one of the two positions in
WSNs. It occurs due to the symmetry property of the geometry. So, the nodes have to calculate
the angle θ

′
, which is supposed to be an image of the estimated angle θ. The angle (image) is

evaluated in a counterclockwise direction as follows.

θ
′
= π + θ (3.5)

For i-th anchor points (i = 1, 2), the actual and the imaginary positions of a node are expressed
as follows. [

xi yi
]
=
[
xai + di cos θi yai + di sin θi

]
(3.6)[

x
′
i y

′
i

]
=
[
xai + di cos θ

′
i yai + di sin θ

′
i

]
(3.7)

Here, (xa, ya) represents the anchor reference.

Fig. 3.4 illustrates the generation of actual and imaginary positions of a node at two an-
chor points. It shows that a node may exist at any of the three locations (of which one is actual
and the other two are imaginary). However, the actual location may slightly deviate in two
anchor points due to an erroneous RSS/AoA measurement. Thus, the nodes must take into
account a total of four positions. A node employs two steps to compute its correct position, as
illustrated in Fig. 3.5. Tables P

′
and Q

′
first compare the locations generated at the two anchor

points. Finally, it estimates the mean position from the tables producing the lowest deviation
(D

′
0). Each node keeps the computed position data and the MAC ID in separate memory

locations shown in table V
′
. Algorithm 3 explains the process of beacon message accumulation

and position computation. It uses accumulated beacon messages to compute node positions.
So, these are considered as the input and output variables. Thus, the nodes and the anchor are
both periodically switched to different modes over an acceptable time interval (tmax) for position
computations. Table 3.1 gives the time allocated to each mode of operation.
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Fig. 3.5. Position computation of nodes in RMA

Algorithm 3 Pseudo code for accumulating beacon messages and computing position in the node

Input: Maximum number of permissible anchor points (tmax), Anchor generated beacon messages: Bm

[size] and Receive mode of node: mode state (ms) = ‘Set’
Output: Accumulated beacon messages: U

′
[count] [size], Estimated position of the node: [X] and Power

saving mode of node (Idle/Sleep): mode state (ms) = ‘Reset’

1: Initialize: i, j, k, t = 1, count = 0, D
′
min =∞,ms =‘Set’,tmax

2: while (t ≤ tmax) do
3: U

′
[count][size]← Bm[size]; count← count+ 1

4: if (count = 2) then
5: break
6: else
7: ms← Set(Active)
8: end if
9: t← t+ 1

10: end while
11: ms← Reset(Idle)
12: while (k ≤ 2) do
13: θ

′
[k]← π + θ[k];U

′
[k][6]← θ

′
[k]

14: x[k]← U
′
[k][4] + U

′
[k][2] ∗ cosU

′
[k][3]; y[k]← U

′
[k][5] + U

′
[k][2] ∗ sinU

′
[k][3];

15: x
′
[k]← U

′
[k][4] + U

′
[k][2] ∗ cosU

′
[k][6]; y

′
[k]← U

′
[k][4] + U

′
[k][2] ∗ sinU

′
[k][6]

16: if (k = 1) then
17: P

′
[1]←

[
x[k] y[k]

]
;P

′
[2]←

[
x

′
[k] y

′
[k]
]

18: else
19: Q

′
[1]←

[
x[k] y[k]

]
;Q

′
[2]←

[
x

′
[k] y

′
[k]
]

20: end if
21: k ← k + 1
22: end while
23: while (i ≤ 2) do
24: while (j ≤ 2) do
25: D

′
0 ← |P

′
[i]−Q′

[j]|
26: if (D

′
0 ≤ D

′
min) then

27: D
′
min ← D

′
0;X ←

P
′
[i]+Q

′
[j]

2
28: end if
29: j ← j + 1
30: end while
31: i← i+ 1
32: end while
33: ms← Reset(Sleep)
34: return ms,X,U

′
[count][size]
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Table 3.1: Clock time allotted for various modes

Clock time allotted Mode of operation
(in seconds) Anchor Node

t0 Receive Active
t1 Idle Idle
t2 Active Receive
t3 Idle Idle
t4 Sleep Sleep

Table 3.2: Control signal input for various modes

Anchor Node

00 Sleep
01 Idle
10 Receive
11 Active

Two separate counters are activated for the nodes and the anchor to acknowledge the prescribed
number of beacon/broadcast messages. Fig. 3.6 shows the timing sequence and Table 3.2 gives
the control signal to trigger each mode. Here, the first and last bit represent the status (on/off)
in the node/anchor sensing and processing devices, respectively.

3.4 Mobility control strategies

Intelligent control of the anchor mobility often becomes useful for the development of an
energy-efficient and secure localization system. The proposed localization system requires only
two beacon messages from two separate anchor points. Thus, keeping the anchor on such a
trajectory that explores a larger number of nodes in a cluster (larger cluster size) speeds up the
localization process. Unlike random mobility, keeping the same nodes in two successive clusters
ensures better energy efficiency in nodes with limited resources. Similarly, such a strategy
is worthwhile for identifying possible anomalies between two successive clusters and blocking
malicious nodes. However, sometimes the anchor cannot find any nodes (active mode) in a
cluster. This can happen when most nodes are localized (sleep mode) and the localization process
is about to complete in the WSNs. In this case, the anchor is supposed to follow a random
trajectory until it discovers a nearby node.

We have proposed two strategies for controlling the mobility of the anchor, such as

• Centroid-based (deterministic), and

• Fuzzy-based.

These strategies are mainly focused on achieving two basic objectives, such as

Fig. 3.6. Synchronizing pulse for mode switching
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• improve energy-efficiency, and

• preserve the security of localization systems.

To make localization systems energy-efficient, the anchor must relay beacon messages earlier to
nodes with lower RSS within a cluster. Likewise, to secure localization systems against attacks,
the anchor must monitor the behaviors of nodes by keeping them in two consecutive clusters. For
these purposes, the anchor is controlled to move on a path where the next cluster must include
at least the nodes first encountered in the present cluster. The selection of such a path depends
on the size of the present cluster (considering only the nodes encountered first) and the priority
index given to these nodes. A priority index is inversely proportional to the RSS values of the
nodes. Therefore, the proposed mobility control strategies need to find two parameters, such as

• displacement (da), and

• direction (ϕ) of the new trajectory.

These parameters are evaluated based on the cluster size (CS), distances (dk), and priority indices
(wk) of nodes in a cluster. Thus, the distances and angles of the nodes are estimated using equation
(1.4) and equation (1.11), respectively. The priority index is expressed as follows.

wk =
dk
dmax

(3.8)

After evaluating these two mobility parameters, displacement and direction, the new reference
(xan, yan) of the anchor is determined as follows.

xan = xa + da cosϕ

yan = ya + da sinϕ

}
(3.9)

where, (xa, ya) denotes anchor reference in the present cluster.

3.4.1 Centroid-based strategy

In this case, displacement and direction are calculated as follows.

da =

CS∑
k=1

wk (dmax − dk)

CS∑
k=1

wk

(3.10)

and

ϕ =

CS∑
k=1

wk

(
θ
′

k + θk
)

2

CS∑
k=1

wk

(3.11)

where, k = 1, 2, . . . , CS and θ
′

k is called the angle (image) of the estimated angle θk, which is
evaluated using equation (3.5).

Algorithm 4 explains the centroid-based mobility control strategy for the anchor. It re-
quires several data (e.g., RSS, AoA, and cluster size, etc.) from a cluster to start the process and
hence, these are considered as the input variables. The new anchor reference is obtained at the
end of the process and is the output variable.
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Algorithm 4 Pseudo-code for centroid based anchor mobility control

Input: Maximum number of permissible anchor points (tmax), Number of nodes (Ns), Threshold level
in signal-to-noise ratio (SNRth), Maximum communication range (dmax), Received signal strength
(RSS), Angle of arrivals of the received signals: [θ], Neighboring node IDs: [ID], Neighboring node
distance: [d], Cluster size (CS) and Receive mode of anchor: mode state (ms) = ‘Set’

Output: Position of the next anchor point: (xan, yan) and Power saving mode of anchor (Idle/Sleep):
mode state (ms) = ‘Reset’

1: Initialize: i, k, t = 1, CS, sum1, sum2, sum3 = 0, SNRth, Ns,ms =‘Set’,tmax

2: xa ← 1000 ∗ rand(); ya ← 1000 ∗ rand()
3: while (t ≤ tmax) do
4: while (i ≤ Ns) do
5: if (RSS[i] ≥ SNRth) then
6: CS ← CS + 1; ID[CS]← ID[i]; d[CS]← RSS[i]; θ[CS]← θ[i];

7: w[CS]← d[CS]
dmax

; θ
′
[CS]← π + θ[i]

8: end if
9: i← i+ 1

10: end while
11: if (CS ̸= 0) then
12: while (k ≤ CS) do
13: sum1← sum1 + w[k] ∗ (dmax − d[k]) ; sum2← sum2 + w[k]

14: sum3← sum3 + w[k] ∗
(
θ[k]+θ

′
[k]

)
2 ; k ← k + 1

15: end while
16: da ← sum1

sum2 ;ϕ← sum3
sum2

17: xan ← xa + da ∗ cosϕ; yan ← ya + da ∗ sinϕ
18: else
19: xan ← 1000 ∗ rand(); yan ← 1000 ∗ rand()
20: end if
21: xa ← xan; ya ← yan; t← t+ 1
22: end while
23: ms← Reset
24: return ms, xan, yan
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3.4.2 Fuzzy-based strategy

In this case, the displacement (da) and the direction (ϕ) are obtained on a fuzzy inference system.
These mobility parameters are evaluated based on the cluster size and the position of the highest
priority node (having the lowest RSS value) in a cluster. The fuzzy controller takes the cluster
size (CS), distance (dp), and direction (θp) of the priority node as linguistic variables for crisp
inputs to obtain the displacement (da) and direction (ϕ) of the new anchor reference as linguistic
variables for crisp outputs (as shown in Fig. 3.7). Inputs and outputs are defined with five distinct
fuzzy sets: very small (V S), small (S), medium (M), large (L) and very large (V L). In this work,
triangular membership functions are used to represent fuzzy sets like small (S), medium (M) and
large (L) and trapezoidal membership functions are used to represent fuzzy sets specifying very
small (V S) and very large (V L). Fig. 3.8 illustrates the membership functions. Fuzzy rules are
formulated by combining various fuzzy sets of inputs and outputs and expressed as a collection
of if-and-then statements [104]. For example, if the CS is V L and the dp is V L then the da is
V S. Moreover, if the CS is V L and the θp is V L then the ϕ is S. Thus, it produces a total of
5 × 5 = 25 (twenty five) fuzzy rules for the individual output variables. This rule base data are
given in Tables 3.3 and 3.4. For defuzzification, the Center of Gravity (CoG) is estimated over a
number of sample points by aggregating the output membership functions as follows.

CoG =

∑
nρ (n)∑
ρ (n)

(3.12)

where, ρ (n) is the degree of membership function at the fuzzy point n.

However, the control surface describes the dynamics of the fuzzy controller. The control
surface obtained with the simulation on the MATLAB fuzzy logic toolbox is shown in Fig. 3.9. It
provides a unified decision of the proposed fuzzy logic controller named anchormobility.fis. The
MATLAB commands to achieve this are as follows.

FIS = readfis(’anchormobility.fis’);

out = evalfis([CS dp thetap], FIS);

da = out(1); phi = out(2);

The displacement of the anchor changes according to the difference value of (dmax − dp)
because the priority node has the greatest communication range among all. Thus, the anchor can
move in a smaller displacement when the cluster size becomes moderately large, and the distance
to the priority node remains closer to dmax and vice-versa. Likewise, the anchor is always driven
with a virtual pulling force towards a direction perpendicular to the line passing through its
center at an angle (θp) and joining the priority node. This force goes upwards if the slope of
the line becomes negative and vice-versa. Algorithm 5 explains the fuzzy-based mobility control
strategy for the anchor. It requires several data (e.g., RSS, AoA, and cluster size, etc.) from
a cluster to start the process and hence, these are considered as the input variables. The new
anchor reference is obtained at the end of the process and is the output variable.

3.5 Performance evaluation

The localization system must operate faster to become energy-efficient. To become robust, it must
also produce the least computation error. For this reason, the proposed system is based on the
relay of only two beacon messages from two distinct anchor points, by which the nodes compute
their positions autonomously using simple mathematical formulas. The use of a smart antenna
always ensures the least probability of error in the distance/angle estimates.

45



Chapter 3. Resilient localization and anchor mobility control strategies

Fig. 3.7. Data flow among various components of anchor

Table 3.3: Rule base for anchor displacement (da)

Fuzzy sets Distance (dp)
Cluster size (CS) V S S M L V L

V S V L L M S V S
S L M M S V S
M M S S V S V S
L S S V S V S V S
V L S S V S V S V S

Table 3.4: Rule base for anchor direction (ϕ)

Fuzzy sets Direction (θp)
Cluster size (CS) V S S M L V L

V S V L V L V S M L
S V L V L V S M L
M M M L V L S
L M M L V L S
V L M M L V L S
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(a) Cluster size (b) Distance/displacement

(c) Direction

Fig. 3.8. Input/output membership functions

(a) Displacement (b) Direction

Fig. 3.9. Control surfaces of the output variables
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Algorithm 5 Pseudo-code for fuzzy based anchor mobility control

Input: Maximum number of permissible anchor points (tmax), Number of nodes (Ns), Threshold level
in signal-to-noise ratio (SNRth), Received signal strength (RSS), Angle of arrivals of the received
signals: [θ], Neighboring node IDs: [ID], Neighboring node distance: [d], Cluster size (CS) and
Receive mode of anchor: mode state (ms) = ‘Set’

Output: Position of the next anchor point: (xan, yan) and Power saving mode of anchor (Idle/Sleep):
mode state (ms) = ‘Reset’

1: Initialize: i, t = 1, CS = 0, SNRth, Ns,ms =‘Set’,tmax

2: FIS ← readfis(′anchormobility.fis′)
3: xa ← 1000 ∗ rand(); ya ← 1000 ∗ rand()
4: while (t ≤ tmax) do
5: while (i ≤ Ns) do
6: if (RSS[i] ≥ SNRth) then
7: CS ← CS + 1; ID[CS]← ID[i]; d[CS]← RSS[i]; θ[CS]← θ[i]
8: end if
9: i← i+ 1

10: end while
11: if (CS ̸= 0) then
12: [dp, Index]← max{d}; θp ← θ[Index]
13: [da, ϕ]← evalfis ([CS, dp, θp], F IS)
14: xan ← xa + da ∗ cosϕ; yan ← ya + da ∗ sinϕ
15: else
16: xan ← 1000 ∗ rand(); yan ← 1000 ∗ rand()
17: end if
18: xa ← xan; ya ← yan; t← t+ 1
19: end while
20: ms← Reset
21: return ms, xan, yan
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Also, considering the mean of the estimated positions ensures a better result with MMSE (Min-
imum Mean Square Error). Thus, the power dissipation will be reduced when a node obtains
beacon messages from two successive anchor points (because the node must stay in active/receive
mode until it gets two beacon messages). The proposed mobility control strategies aim to min-
imize the time interval between two beacon messages. The performance of the proposed system
is evaluated under several benchmarks maintaining an analogy with a real-time node deployment
scenario. In this section, we have discussed the environment of the simulations, the metrics used
and the results obtained.

3.5.1 Performance metrics

The performance of a localization system often depends on the types of mobility control strategies
used for the anchor in WSNs. Therefore, to verify the competence of these two new mobility
control strategies with respect to the proposed localization system, we considered three metrics
[33, 103], such as

• Localization error (ε): It is the difference obtained between the estimated position (x
′
, y

′
)

and the actual position (x, y) for a node. For the k-th node, it is expressed as follows.

εk =

√(
xk − x

′
k

)2
+
(
yk − y

′
k

)2
(3.13)

Further, the average localization error in the network is expressed as follows.

εav =
1

Ns

Ns∑
l=1

εl (3.14)

where, Ns is the total number of nodes in the WSNs.

• Energy consumption (ξ): It is the amount of energy consumed by a node in transmitting and
receiving data packets during the localization process. For the k-th node, it is expressed as
follows.

ξk = Etotal (3.15)

Further, the average energy consumption in the network is written as follows.

ξav =
1

Ns

Ns∑
l=1

ξl (3.16)

• Localization time (τ
′
): It is the time taken to complete the localization process in any node.

For node k, it is evaluated as follows.

τ
′

k = t
′

kT (3.17)

where, t
′

k is the total number of anchor points required for the localization. Likewise, the
average localization time is the time taken to complete the entire localization process in the
network. Thus, it depends on the maximum number of anchor points used in the localization
process and is expressed as follows.

τ
′

av = max
{
τ

′

1, . . . , τ
′

Ns

}
(3.18)
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Table 3.5: Simulation parameters

Parameters Values

Network size 1000 m × 1000 m
Number of nodes 100
Number of anchor 1
Maximum communication range 90 m
Broadcast signal interval 1 sec
Transmission power 165 mW
Receiving power 46.5 mW
SNR threshold level -40 dBm

3.5.2 Simulation environments

A set of simulations for these metrics is performed using the MATLAB software package (version
14). We generated several offline data on PC (Personal Computer), keeping the analogy with the
real-time WSN scenario. As a network architecture, a total of 100 nodes randomly deployed over a
2-D field of 1000 m × 1000 m are considered. The nodes are supposed to be scattered maintaining
a reasonable distance from each other to increase network coverage and avoid interference between
them. The anchor is also assumed to move along prescribed trajectories on the network and relay
necessary data packets to nodes via private links according to their priority indices in a cluster. For
radio propagation in free space, a log-normal shadowing model is assumed. Simulation parameters
are chosen keeping compatibility with common wireless narrowband transmission systems such as
WPAN IEEE 802.15.4 [100]. These are summarized in Table 3.4.

3.5.3 Simulation results

In order to verify the robustness of the proposed localization system, several simulations are
performed for the metrics mentioned above. A total of 30 runs of the program are considered in
each case to justify the results. The results are compared to the conventional random anchor
mobility model. Fig. 3.10(a), Fig. 3.10(b) and Fig. 3.10(c) respectively illustrate the localization
error, energy consumption and localization time for each node obtained with different anchor
mobility strategies. Moreover, Fig. 3.11(a), Fig. 3.11(b) and Fig. 3.11(c) respectively show the
Empirical Cumulative Distribution Functions (ECDF) for an average estimate of these results. It
is found that the least error is achieved with a random model, while the centroid-based strategy
is more efficient in terms of energy consumption and localization time. However, the fuzzy-based
strategy works the same as the random model.

A higher degree of convergence in the localization process can often be achieved with the
fewest anchor points, forming a larger cluster size each time. The convergence speed of the
localization process and the cluster size obtained at each anchor point are shown in Fig. 3.12(a)
and Fig. 3.12(b), respectively. We notice that the nodes can localize faster in a centroid-based
strategy, acquiring a larger cluster size than the other two strategies. The results obtained in the
localization process (using random anchor mobility) for the average error and energy consumption
are compared with some well-known methods and given in Table 3.5.

3.5.4 Performance analysis

The centroid-based mobility control strategy requires the least number of anchor points for the
localization process. Thus, it works with the least localization time and lower energy consumption
in WSNs. This happens because intelligent mobility control to keep the anchor on a proper
trajectory ensures its frequent visits to regions with maximum number of nodes in each cluster.
This would in turn, ensure less localization time and less energy consumption.
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(a) Localization error (b) Energy consumption

(c) Localization time

Fig. 3.10. Error, energy consumption and time for localization in each node

Table 3.6: Comparison of error and energy consumption in localization

Localization systems Average localization
error (m)

Average energy
consumption (mJ)

Row matching algorithm 0.02 2.97
Range-free localization [30] 5.34 3.01
Three dimensional
range-free localization [31]

0.82 2.99

Localization using
directional antenna [33]

0.32 0.40

PSO-based localization [103] 0.08 2.98
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(a) Average localization error (b) Average energy consumption

(c) Average localization time

Fig. 3.11. Average error, energy consumption and time for localization in WSNs

(a) Convergence speed (b) Cluster size

Fig. 3.12. Number of localized and clustering nodes at each anchor point
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However, it often produces slightly more localization error compared to the other two strategies.
This actually happens due to a minimum displacement of the anchor points between two
successive clusters (when the cluster size is large) and the positions estimated with the angle
(image) produce the least deviation. On the other hand, the fuzzy-based mobility control strategy
works more likely with a random mobility model. They both have a large dynamic range of
displacement in consecutive clusters (negligible probability of occurrence of two consecutive an-
chor points with minimum displacement). Thus, they perform better with lower localization error.

The proposed localization system must satisfy two key aspects such as energy-efficiency
and localization accuracy. For its performance analysis, three different mobility control strategies
for the anchor are investigated under a common node deployment scenario. The network includes
homogeneous nodes and uses the protocols to periodically broadcast signals. Thus, it always
estimates an equal amount of energy consumption for the nodes to cover the maximum range.
However, switching a node to sleep mode after locating it would make the system energy-efficient.
On the other hand, the localization process is delayed when the anchor undergoes several random
walks in the field but finds no clusters in its vicinity (although there are still nodes physically
awaiting localization in the network). This happens, in practice, when most nodes go into sleep
mode and only a few are in active mode (the localization process is almost complete). Thus, it
results in unnecessary energy consumption for these nodes. This can be optimized by controlling
the mobility of the anchor to keep the nodes in two consecutive clusters and by completing the
localization of these nodes in two consecutive anchor points.

3.6 Summary

In this chapter, we have proposed an anchor-based localization system suitable for applications
in WSNs. It has the benefits of a single-hop distributed localization algorithm, where each time
the anchor moves in a random trajectory and sends beacon messages to nodes on private links
so that they can localize themselves autonomously. It is robust enough to use a smart antenna
with the anchor and precise distance/angle estimation is possible by eliminating interference. It
remains cost-effective to use a single anchor and does not impose much overhead on the nodes in
terms of computation and power consumption. In addition, two new mobility control strategies
(centroid-based and fuzzy-based) for the anchor are proposed to validate its energy-efficiency and
security against attacks. However, the use of a single anchor reduces the convergence speed of the
localization process and increases the energy consumption. Thus, improving energy-efficiency and
security during the localization process by controlling the mobility of multiple anchors in WSNs
is highlighted in the next chapter.
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Chapter 4

Secure localization under node capture
attacks via anchor mobility control

4.1 Introduction

Nodes remain vulnerable to malicious attacks in hostile environments. An adversarial attack
capturing a few benevolent nodes and creating multiple duplicate identities makes the localization
process very tricky in WSNs. Incorrect position estimates often lead to a wrong decision regarding
the monitored event. Thus, a localization system should be as secure and robust as possible
to prevent misleading information from malicious nodes. To achieve this, the confidentiality of
localization data, the authenticity of node identities, and the integrity of data packets must also
be preserved. Although several research proposals have been developed so far to address these
security issues, existing systems often show lower success rates in anomaly detection under varying
network conditions. Also, the complexity of these systems results in high energy consumption and
requires more expensive equipment, which restricts their applications to network infrastructures
with limited resources. From this point of view, the integration of a smart antenna and an expert
in anchor mobility control rules offers significant advantages as discussed in the previous chapter.
The smart antenna ensures the integrity and confidentiality of data packets relayed over stable and
private point-to-point links between the nodes and the anchor. This ensures the least probability
of errors in the localization process. Likewise, fuzzy logic-based systems offer a feasible solution
to overcome imprecision and uncertainty in complex localization problems using well-defined
mathematical frameworks [105]. Thus, the localization accuracy is significantly improved when
a fuzzy logic controller is used to explore the new anchor trajectory, separating the captured nodes.

In this chapter, we have proposed a secure localization system that mitigates such attacks
using both centroid (deterministic) and fuzzy-based anchor mobility control strategies. Fig. 4.1
shows the trajectories of the anchor in the WSNs. The movement of anchor is limited on the
network to ensure identical node identities between two successive clusters. The nodes are treated
as malicious to detect any discrepancy with their IDs during this period. Malicious nodes are
filtered through multiple iterations until the localization process is complete. Benevolent nodes
locate themselves autonomously after receiving two beacon messages and enter power-saving
mode. It speeds up the localization process by reducing power consumption at each node.

The rest of this chapter is organized as follows. In Section 4.2, an overview of attack sce-
narios is given. In Section 4.3, the proposed security strategy is discussed. In Section 4.4, the
methodology for implementing the proposed localization system is explained. Simulation results
and performance analysis are presented in Section 4.5. Finally, Section 4.6 summarizes the
limitations and possible modifications of this system in the future.
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Fig. 4.1. Anchor trajectories in WSN

4.2 Attack scenarios

The purpose of the attacks is to disrupt the plan/decision made at the base station. By exploiting
the captured nodes, it is possible to make the localization of benevolent nodes erroneous, either by
relaying erroneous localization data or by replaying messages under the pretense of a legitimate
node. However, attacks like Sybil, Replay and Wormhole, etc. are now emerging as the main
security issues for localization systems. Since nodes remain exposed to eavesdropping threats in
a wireless medium, they are captured and controlled by establishing passive links. In this work,
we considered that some malicious nodes participate in the localization process by compromising
a few benevolent nodes. Such attacks damage the functionality of localization systems generally
in two ways, such as

• Sybil attack (captures some legitimate nodes to interfere with the localization process), and

• Replay attack (tampers with localization data to make estimated positions incorrect).

However, compromising nodes is the most fundamental attack that leads to other types of attacks
in a network. This significantly degrades the overall performance of a localization system. Fig.
4.2 illustrates the attack scenario for this work.

In WSNs, Sybil attack (also known as node identity attack) occurs in different forms,
such as

• impersonation where the malicious node (N4) silently repeats data packets relayed between
the anchor (A) and a benevolent node (N6 or N7) which are not within direct communication
range. This would mislead the anchor if it assumed node N6 or N7 is in the current cluster.
Likewise, malicious node (N4) also invalidates a benevolent node (N3 or N5) by stealing
all authentication credentials (e.g., cryptographic keys, passwords, etc.) and continuously
updating itself with them. This would trick the anchor into accepting the non-existence of
captured node identities (only N4 communicates with the anchor as a valid node, except for
N3 and N5) within a cluster.

• replication where the malicious node (N4) produces replicas of the captured nodes (N3, N5,
N6, and N7) by extracting their authentication/encryption keys. The anchor would consider
these replicas to be legitimate nodes because they have similar IDs.
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Fig. 4.2. Attack scenarios

Thus, the anchor would assume the presence of duplicate identities (if N3, N4, and N5
communicate with the anchor) in the current cluster.

• fabrication where each time the malicious node (N4) fabricates a new identity for each of
the captured nodes (N3, N5, N6, and N7) and thus, masquerading themselves with several
identities, they cause an ambiguity on the anchor between two subsequent clusters. There-
fore, the localization process becomes very tricky when the captured nodes directly inject
false information to communicate with the benevolent nodes.

On the other hand, Replay attack (also known as location information attack) occurs in different
ways, such as

• forgery where the malicious node (N4) sends obsolete information causing congestion in the
transmission of information between the anchor (A) and the captured nodes (N3, N5, N6,
and N7).

• alteration where the malicious node (N4) modifies the information exchanged (e.g., reference
coordinates, time stamps, transmission power or number of hops, etc.) between the anchor
and the captured nodes (N3, N5, N6, and N7), and

• interference where malicious node (N4) interferes with signal measurements between anchor
(A) and captured nodes (N3, N5, N6 and N7) by placing obstacles/magnets to extend the
transmission time (ToA) in packet delivery, change angle of arrival (AoA) or weaken received
signal strength (RSS). As a result, the captured nodes appear to be near/far from their actual
locations, and thus the anchor includes/excludes them in a specific cluster.

Benevolent nodes also produce inaccurate position estimates using this outdated, altered, or dis-
rupted information.

4.3 Security frameworks

Some malicious nodes still exist in the network and participate in the localization process. Thus,
the important aspect of the security framework is to isolate benevolent nodes from malicious
nodes. In this work, this is accomplished by checking the behaviors of neighboring nodes at two
consecutive anchor points. Therefore, nodes are considered benevolent if they exit in two successive
clusters (no discrepancy detected between node IDs). Otherwise, they remain suspicious.
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However, suspicious nodes also include some benevolent nodes in the network. Thus, malicious
nodes basically need to be filtered out by fine-tuning these suspicious nodes iteratively. Algorithm
6 explains the node discrimination method of this work. It uses cluster data (e.g., neighboring
node identities, cluster sizes, etc.) to find the identities of suspicious and benevolent nodes.
Accordingly, they become the input and output variables, respectively.

4.3.1 Suspicious node identification

In the attack scenario illustrated in Fig. 4.2, the malicious node (N4) appears with the identities
of the captured node (N3 or N5) via replication/fabrication depending on the Sybil attack. This
would produce duplicate identities for captured node (N3 or N5) within the cluster. Similarly,
malicious node (N4) includes the identities of captured node (N6 or N7) within the cluster via
impersonation/fabrication, although they do not physically belong to it. Nodes with duplicate
identities are considered suspicious and hence blocked by the anchor at that particular stage.
However, node identities via impersonation/fabrication seem to mislead the anchor. But they
are also blocked by the adaptive beamforming of the smart antenna. Since the antenna pattern
provides radio links for the erroneously estimated locations, it drops beacon messages relayed to
those nodes (as the malicious node receives them), and the actual nodes remain active in that
case. Moreover, the anchor travels several paths during the localization process. It also recognizes
the identities of a few legitimate nodes at their physical locations that appeared earlier through
impersonation/fabrication. This would again make the anchor ambiguous to achieve duplicate
identities. They are also treated as suspicious.

On the other hand, the malicious node (N4) deceives the anchor by including the identi-
ties of some captured nodes (N6 or N7) to a particular cluster although they are outside a cluster
domain. Likewise, it also misleads the anchor by excluding the identities of some captured
nodes (N3 or N5) in that particular cluster although they remain inside a cluster domain. Fig.
4.2 shows this attack scenario. It occurs in the Replay attack when the malicious node (N4)
alters the information exchanged or interferes with the signal measurements between the anchor
and the captured nodes. The anchor would assume that captured node (N6 or N7) inside
the cluster has increased transmit power. Likewise, the anchor would consider the existence
of the captured node (N3 or N5) outside of a cluster domain having a delayed transmission
time. If such changes in signal transmission remain consistent across the network, adaptive
antenna pattern synthesis would be more effective in counteracting them. Otherwise, any
inconsistency can often lead to a captured node not existing in the next cluster when it has
already appeared. It is also suspicious and therefore blocked by the anchor at this particular stage.

Additionally, reprogramming captured nodes with malicious code could turn them into
fraudulent nodes that would still masquerade their legitimate identities on the network. At this
point, it would be more difficult to identify their original identities. Thus, the anchor should
maintain the individual database for localized nodes and suspicious nodes. By periodically
updating and checking these databases, the anchor satisfies the termination condition (if the
sum of the two data equals the total number of nodes deployed in WSN) for its mobility control.
The anchor scans the database of localized node and discovers any discrepancies for two possible
cases, such as

• if a node ID is found localized two or more times, and

• if a node ID is found not to be localized at all during the entire process.

Fraudulent nodes can cause this situation, and the anchor should treat them as suspicious.
Accordingly, it must update the database of suspicious nodes. Fig. 4.3 shows the process of
discrimination between suspicious nodes and benevolent nodes.
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Algorithm 6 Pseudo code for discriminating suspicious and benevolent nodes

Input: Maximum number of permissible anchor points (tmax), Cluster size: [CS], Neighboring node
IDs: [ID], Updated clustering node IDs: [nID], Updated cluster size: [nCS] and Receive mode for
anchor: mode state (ms) = ‘Set’

Output: Benevolent node IDs: [bID], Suspicious node IDs: [sID] and Idle mode for anchor: mode state
(ms) = ‘Reset’

1: Initialize: i, l, k, count, t, idx1, idx2, idx3 = 1, idx4 = 0, j = i+ 1,m = l, F lag,ms =‘Set’,tmax

2: while (t ≤ tmax) do
3: while (i ≤ CS) do
4: while (j ≤ CS) do
5: if (ID[i] = ID[j]) then
6: count← count+ 1;Repeat[j]← Flag
7: end if
8: j ← j + 1
9: end while

10: if (Repeat[i] ̸= Flag) then
11: Repeat[i]← count
12: if (count ≥ 2) then
13: sID[idx1]← ID[i]; idx1 ← idx1 + 1
14: else
15: nID[idx2]← ID[i]; idx2 ← idx2 + 1
16: end if
17: end if
18: i← i+ 1
19: end while
20: nCS ← idx2 − 1
21: if (t = 1) then
22: fCS ← nCS; fID ← nID
23: else
24: while (k ≤ fCS) do
25: while (l ≤ nCS) do
26: if (fID[k] = nID[l]) then
27: bID[idx3]← fID[k]; idx3 ← idx3 + 1;nCS ← nCS − 1
28: while (m ≤ nCS) do
29: nID[m]← nID[m+ 1];m← m+ 1
30: end while
31: else
32: idx4 ← idx4 + 1
33: end if
34: l← l + 1
35: end while
36: if (idx4 = nCS) then
37: sID[idx1]← fID[k]; idx1 ← idx1 + 1
38: end if
39: idx4 ← 0; k ← k + 1
40: end while
41: idx2 ← 1; fCS ← nCS; fID ← nID
42: end if
43: t← t+ 1
44: end while
45: ms← Reset
46: return ms, bID, sID
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Fig. 4.3. Segregation of benevolent nodes

Suppose a cluster with a cluster size (CS) of six nodes (having an RSS exceeding the pre-
scribed threshold) has formed at the first anchor point. It contains only four distinct node
identities (N1, N2, N3, and N4). Duplicate-produced nodes (N1 and N3) are registered as
suspicious in the anchor database and removed from this cluster. The cluster size is now updated
to have two nodes (N2 and N4). Based on this updated cluster size (nCS), the second anchor
point is determined.

Suppose another cluster with a cluster size (CS) of six nodes (having an RSS exceeding
the prescribed threshold) is formed at the second anchor point. It also only contains five distinct
node identities (N4, N5, N6, N7, and N8). Again, the anchor database is updated to record all
suspicious nodes producing duplicates (N5) or disappearing (N2) in this cluster. The common
node (N4) between the two consecutive clusters is considered benevolent. It localizes itself
autonomously and switches into sleep mode. The anchor database is updated to save the localized
nodes. The cluster size is updated to have three nodes (N6, N7, and N8) removing the suspicious
node (N5) and the localized node (N4). The anchor moves to the third anchor point based
on these new cluster attributes in the same way. This process continues until the termination
criterion is met.

Therefore, this work identifies suspicious nodes in the following ways.

Definition 1: any node identity that appears two or more times in a cluster (if multiple
malicious nodes capturing the same nodes exist).

Definition 2: any node identity of a cluster that disappears into its next cluster.

Definition 3: any node identity that appears localized two or more times throughout the
process.

Definition 4: any node identity that remains missing throughout the process.

4.3.2 Malicious node elimination

The localization process rejects all suspicious nodes which also include a few benevolent nodes.
These are called false-positive nodes. Thus, these nodes must be taken into account again for a
new iteration. The anchor transfers all suspicious node identities to the base station at the end
of any iteration.
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Fig. 4.4. Removal of malicious nodes

The base station broadcasts control signals only to these nodes to switch them to active mode
at the next iteration. Since benevolent nodes go into sleep mode after being localized, the
neighboring nodes of a malicious node drastically shrink over the iterations. This would, in turn,
reduce the probability of being captured and also produce fewer suspicious nodes. However, the
malicious nodes remain consistent in the network, and are exposed to the anchor gradually over
the iterations.

Fig. 4.4 shows the process of removing malicious nodes. Suppose the anchor database for
suspicious nodes contains only six distinct nodes (N1, N2, N3, N4, N5, and N6) at the end
of the first iteration. This database is transferred to the base station to activate these nodes
during the second iteration. Again, the anchor identifies five suspicious nodes (N2, N4, N5, N6,
and N7) existing in its database at the end of the second iteration. Therefore, suspicious nodes
(N2, N4, N5, and N6) existing in both iterations are considered malicious. The anchor updates
its database by deleting these nodes. Now, it recommends in the third iteration to replicate
all existing inconsistent nodes (N1, N3, and N7) in the anchor database and examine them in
the same way. This process will continue until a suspicious node exists in the network. The
anchor updates the database of suspicious nodes by periodically removing malicious nodes from
the second iteration. This iterative process ends when no suspicious nodes exist in the anchor
database. Thus, selective pruning of suspicious nodes effectively eliminates malicious nodes. This
is defined as follows.

Definition 5: any node identity that is consistent as to be suspicious over two subse-
quent iterations.

4.4 Localization system

In this work, we proposed a distributed localization system based on the control of the mobility of
an anchor. Due to resource constraints, a localization system should always be as simple as possible
in WSNs. For this reason, we suggested integrating a mobility controller (centroid/fuzzy-based)
and a smart antenna both with the anchor. It makes sure not to impose additional computational
overhead on tiny nodes. An intelligent controller (based on deterministic/fuzzy logic) controls
the mobility of the anchor in the network. The basic purpose of such a controller is to discover
malicious nodes so that they can be blocked before the localization process begins. To achieve this,
two consecutive anchor points must keep at least the same neighboring nodes to form individual
clusters.
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Fig. 4.5. Cluster formation in two successive anchor points

Nodes with discrepancies in IDs between two subsequent clusters are considered suspicious. On
the other hand, the benevolent nodes existing in the two clusters localize themselves autonomously
by obtaining two beacon messages from two distinct anchor points. Thus, it makes the localization
process faster and more energy-efficient.

4.4.1 Mobility controls

As discussed in the previous chapter, the anchor mobility controller (centroid/fuzzy-based) must
retain all nodes in the current cluster to exist in the next cluster. It finds the new anchor position
based on two factors: the updated cluster size (nCS) and the positions of all nodes in the updated
cluster. The priority indices of these nodes are evaluated using equation (3.8). The distance
(dk) and direction (θk) of these nodes are estimated using equation (1.4) and equation (1.11),
respectively. The displacement (da) and direction (ϕ) for the second anchor point are determined
using a fuzzy logic controller and a deterministic (centroid) controller, as follows.

• For a fuzzy logic controller, the fuzzy rules are formulated according to the position of the
highest priority node (having the lowest RSS) and the updated cluster size. The values of
these parameters are obtained from the control surface describing with equation (3.12).

• For a deterministic (centroid) controller, the values of these parameters are evaluated against
all nodes in the updated cluster using equation (3.10) and equation (3.11), respectively.

The position of the second anchor point is evaluated using equation (3.9). Fig. 4.5 and Fig.
4.6 show respectively the cluster formation and anchor mobility control strategies in the two
successive anchor points. The mobility controller keeps the anchor on such a trajectory which not
only explores a better number of neighboring nodes in a cluster but also ensures fast localization
by keeping them in the next cluster.

4.4.2 Position computation

The anchor is assumed to periodically receive signals from neighboring nodes whose RSS exceeds
a prescribed threshold. Thus, it forms a unique cluster each time with such neighboring nodes
at each anchor point. It also checks the cluster in each interval and rejects (suspicious) nodes
that create duplicated IDs or remain missing in the next cluster. Each time, it estimates the
AoA information of all received signals from the remaining (benevolent) nodes using the smart
antenna.
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Fig. 4.6. Anchor mobility control strategies for secure localization

In each cluster, the AoA information and the current anchor reference are used to generate
beacon messages, and they are serially transferred to the corresponding nodes. A beacon message
contains vital information needed to compute the position of a node. Fig. 4.7 shows the format
of such a beacon message.

Each time, the anchor makes a direct link to the desired node with an optimized pattern
in which the deep nulls point to the directions of the remaining nodes. Such an antenna pattern
becomes effective in providing a second layer of protection in the localization process in the event
of malicious attacks. It would stay out of any captured nodes while transmitting the beacon
message directing the deep nulls and keeping the sidelobe level lower in the pattern. Beam
steering and null steering depend on the precise measurement of localization data. Therefore, if a
captured node stays in the direction of the main beam, the beacon message may also drop due to
receiving incorrect localization information. A smart antenna provides stable radio links through
the process of adaptive beamforming. However, a beam pattern with a narrower beamwidth and
lower sidelobe level is still desirable for transmitting the beacon message. Algorithm 7 explains
the process of generating and transmitting beacon messages. Since beacon message generation
and transmission requires several data from a cluster (e.g., updated cluster node identities, AoA,
etc.) and antenna design parameters, they are used as input variables. On the other hand, the
desired antenna pattern and the beacon message format are considered as output variables.

A benevolent node computes its position by receiving only two beacon messages in two
consecutive anchor points. Localization of nodes is done based on AoA information. Therefore,
each node stores only two beacon messages within an acceptable time interval (tmax). The
node enters sleep mode each time it completes the localization process. Algorithm 8 explains
the process of accumulating beacons and node localization. Since the position estimation uses
the beacon message and the mode switching is controlled based on the operations, they are
considered as the input and output parameters. Each node periodically switches to receive mode
over an allowable time interval. A counter is activated to validate receipt of the prescribed beacon
messages in its memory. It enters idle mode after successful accumulation. Otherwise, it switches
to active mode to broadcast the signal. In this work, the triangulation method is used to compute
the position of each benevolent node. Thus, a pair of straight-line equations is formulated with
the beacon messages stored in each node. The point of intersection between these straight lines is
calculated as the position of that particular node. Fig. 4.8 illustrates the triangulation process.
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Fig. 4.7. Format of the beacon message

Fig. 4.8. Triangulation process for position computation

For the k-th node, the straight line equations are expressed as follows.

yk − ya1 = tan θk1 (xk − xa1)
yk − ya2 = tan θk2 (xk − xa2)

}
(4.1)

where, θki and (xai, yai) denote the corresponding AoA information and the position of the anchor
in the i-th beacon message (i = 1, 2).

However, this can also be represented in matrix form as follows.

B0x = c0 (4.2)

where,

B0 =

[
− tan θk1 1
− tan θk2 1

]
x =

[
xk
yk

]
c0 =

[
ya1 − tan θk1xa1
ya2 − tan θk2xa2

]
Thus, the position of the k-th node is computed as follows.

x = B−1
0 c0 (4.3)

4.4.3 Design methodology

Both the anchor and the node operate in different modes such as active, receive, idle, and sleep.
Thus, suitable ring counters are needed to generate trigger pulses for mode switching operation.
Usually, the transition of modes for a specific action is regulated periodically (T is the period).
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Algorithm 7 Pseudo-code for generating and transmitting beacon messages

Input: Maximum number of permissible anchor points (tmax), Angle estimated from the received
signals (φ), Updated cluster size: [nCS], Updated clustering node IDs: [nID], Anchor refer-
ence: (U [Ptr][3], U [Ptr][4]), Number of antenna elements (2N), Beamwidth between the first nulls
(FNBW ), Sidelobe level (SLL), Depth of nulls (K), Scanning angle (θ) and Idle mode of anchor:
mode state (ms) = ‘Reset’

Output: Generated beacon messages: Bm [size], Optimized beam pattern (AFp), Active mode of the
anchor: mode state (ms) = ‘Set’

1: Initialize: i, j, k, n, t = 1, AFp = 0, θ = −900, size = 4,K,N, SLL, FNBW,ms =‘Reset’,tmax

2: while (t ≤ tmax) do
3: while (i ≤ nCS) do
4: θd ← φ[1]
5: while (j ≤ size) do
6: Bm[j]← nID[i];nID[i]← φ[1];φ[1]← U [Ptr][3];U [Ptr][3]← U [Ptr][4]; j ← j + 1
7: end while
8: while (θ ≤ 900) do
9: if (|θ − θd| ≤ FNBW

2 ) then
10: AFp ← 1
11: else
12: AFp ← SLL
13: end if
14: while (k ≤ nCS − 1) do
15: θn ← φ[k + 1]
16: if (θ = θn) then
17: AFp ← K
18: end if
19: φ[k]← φ[k + 1]; k ← k + 1
20: end while
21: while (n ≤ N) do
22: AFp ← AFp +W [n] ∗ cos

[(
n− 1

2

)
∗ π ∗ (sin θ − sin θd)

]
;n← n+ 1

23: end while
24: θ ← θ + 1
25: end while
26: φ[nCS]← θd; i← i+ 1
27: end while
28: t← t+ 1
29: end while
30: ms← Set
31: return ms,AFp, Bm[size]
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Algorithm 8 Pseudo code to accumulate beacon messages and compute position in the node

Input: Maximum number of permissible anchor points (tmax), Anchor generated beacon messages: Bm

[size] and Receive mode of node: mode state (ms) = ‘Set’
Output: Accumulated beacon messages: U

′
[count] [size], Estimated position of the node: [x] and Power

saving mode of node (Idle/Sleep): mode state (ms) = ‘Reset’

1: Initialize: t = 1, count = 0,ms =‘Set’,tmax

2: while (t ≤ tmax) do
3: U

′
[count][size]← Bm[size]; count← count+ 1

4: if (count = 2) then
5: break
6: else
7: ms← Set(Active)
8: end if
9: t← t+ 1

10: end while
11: ms← Reset(Idle)

12: B0 ←
[
− tan θk1 1
− tan θk2 1

]
; c0 ←

[
ya1 − tan θk1 ∗ xa1
ya2 − tan θk2 ∗ xa2

]
13: x← B−1

0 ∗ c0
14: ms← Reset(Sleep)
15: return ms, x, U

′
[count][size]

(a) Synchronizing pulse in anchor (b) Synchronizing pulse in node

Fig. 4.9. Trigger pulses for mode switching in anchor/node

During the synchronization process, as shown in Fig. 4.9, nodes and anchor are allocated equal
time slots in broadcasting (tb) and receiving signals (tr) from neighboring nodes, respectively.
Likewise, equal time is considered for anchor and nodes in both the distribution (td) and
accumulation (ta) of beacon messages, respectively. Also, an allowable time is defined for
generating beacon messages (tg) and anchor movement (tm).

However, the design principle of such a system can be considered analogous to Finite State
Machine (FSM) modeling. Thus, a separate FSM model is used to implement the controllers for
anchor and node, as shown in Fig. 4.10. The functionality of each state in the anchor and node
is described in Table 4.1 and 4.2, respectively.

4.5 Performance evaluation

In this work, the nodes encountered first time in any cluster are kept in the next cluster by using
an intelligent control on the mobility of anchor. This strategy helps to identify suspicious nodes in
a cluster. Nodes that appeared with duplicate IDs in one cluster or missing in the next cluster are
considered suspicious. As a result, they are blocked and only benevolent nodes participate in the
localization process. Since suspicious nodes also include some benevolent nodes, they are taken
into account again in the next iteration. The proposed system dynamically reduces neighbors of
malicious nodes in subsequent iterations.
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(a) FSM design for anchor operation

(b) FSM design for node operation

Fig. 4.10. State diagrams illustrating the node/anchor behaviors

Table 4.1: Anchor behaviors in the FSM

State Anchor
Command Action Mode

S0 Reset, CS = 0, t = 1, t ̸= tmax Disable servo system, Receive signal Receive
S1 RSS ≥ SNRth Start counting CS Idle
S2 RSS < SNRth Skip counting CS Idle
S3 Clock Total counting CS Idle
S4 CS ̸= 0 Store IDs Idle
S5 ID appears ≥ 2, Missing IDs Suspicious IDs Idle
S6 ID appears < 2 Update IDs and CS Idle
S7 t = 1 fID = nID, fCS = nCS Idle
S8 t ̸= 1 nID = nID, nCS = nCS Idle
S9 Clock Check for missing IDs Idle
S10 Present IDs AoA estimation Idle
S11 Clock Beacon message generation Idle
S12 Clock Beacon message transmission Active
S13 Clock, CS = 0 Enable servo system Idle
S14 t = tmax Disable servo system, Wait for new instructions Sleep
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Table 4.2: Node behaviors in the FSM

State Node
Command Action Mode

S0 Reset, n = 0, n ̸= 2 Broadcast signal Active
S1 Clock Wait for new instructions Sleep
S2 Clock Wait for new instructions Sleep
S3 Clock Wait for new instructions Sleep
S4 Clock Wait for new instructions Sleep
S5 Clock Wait for new instructions Sleep
S6 Clock Wait for new instructions Sleep
S7 Clock Wait for new instructions Sleep
S8 Clock Wait for new instructions Sleep
S9 Clock Wait for new instructions Sleep
S10 Clock Wait for new instructions Sleep
S11 Clock Wait for new instructions Sleep
S12 Clock Beacon message accumulation Receive
S13 Clock Update counter Idle
S14 n = 2 Estimate position Idle

This, in turn, would still ensure easy detection and filtering of malicious nodes, making the
localization system secure enough. Its performance is evaluated with several benchmark functions
described below.

4.5.1 Performance metrics

In a hostile environment, the localization system must be as robust, secure and energy-efficient as
possible. Therefore, the performance of the proposed system should be tested with the following
four metrics.

• Localization error (ε): It measures the difference between the estimated position (x
′
, y

′
) and

its actual position (x, y) for any node. For the k-th node, such an error is represented using
equation (3.13). Also, the average localization error (εav) in the network is expressed using
equation (3.14).

• Energy consumption (ξ): It measures the amount of energy consumed by any node during
the localization process. Therefore, the total amount of energy consumption (per bit) for the
k-th node, completing the localization process in the i-th iteration, is expressed by modifying
equation (3.1) as follows.

ξk = 2iEr +

∑
i

t
′

kiEb (4.4)

where, t
′

ki is the number of anchor points required in the i-th iteration. Likewise, the average
energy consumption (ξav) in the network is expressed using equation (3.16).

• Localization time (τ
′
): This is the time taken to complete the localization process in any

node. For the k-th node, localized in the i-th iteration, this time is usually calculated by
modifying equation (3.17) as follows.

τ
′

k =

∑
i

t
′

kiT (4.5)

Likewise, the average localization time (τ
′
av) in the network is expressed using equation (3.18).
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Table 4.3: Simulation parameters

Parameters Values

Network size 1000 m × 1000 m
Number of nodes 100
Number of anchor 1
Number of malicious nodes 5 to 20
Maximum communication range 90 m
Energy consumption in electronic circuits 50 nJ/bit
Energy consumption in power amplifier 10 pJ/bit
SNR threshold level -40 dBm
Signal broadcast period 1 sec
Initial energy of nodes 27 KJ

• Success rate (SR): This measures the actual detection of benevolent and malicious nodes in
the network. This means successful localization, minimizing the probability of a false positive
(when a benevolent node is assumed to be malicious) or false negative (when a malicious
node is assumed to be a benevolent node) detection rate on every attempt. For the i-th
iteration, the success rate in the detection of false positives or false negatives is expressed
(in percentage) as follows.

SRi =

{
1− 1

2

(
Nfb

Ntb

+
Nfm

Ntm

)}
× 100% (4.6)

where, the false positive or false negative rate is defined as the ratio of the number of benev-
olent (Nfb) or malicious nodes (Nfm) wrongly detected over the total number of benevolent
(Ntb) or malicious nodes (Ntm) identified in this iteration. Likewise, the success rate of
benevolent node detection (also called true positive rate) is defined as the ratio of the num-
ber of benevolent nodes (Nb) correctly detected in a particular iteration to the total number
of benevolent nodes (Ns −Nm) in the network (excluding the number of malicious nodes as
they are assumed to be the dead nodes). The true positive rate (TPR) for the i-th iteration
is expressed (in percentage) as follows.

TPRi =
Nb

Ns −Nm

× 100% (4.7)

where, Nb and Nm are respectively the numbers of benevolent and malicious nodes.

4.5.2 Simulation environments

A set of simulations is carried out on the MATLAB software package (version 14). Several offline
data are generated on PC (Personal Computer), keeping an analogy with the real-time deployment
scenario. A network of the size 1000 m × 1000 m is considered. A set of 100 nodes is assumed to
be scattered across the field. An anchor is also supposed to move across the sensor field in specific
paths determined by its controller (centroid/fuzzy-based). The attack is carried out at the level
of a few nodes capturing the IDs of their neighborhood (forgery type in the Replay attack) or
choosing random IDs among others (replication type in the Sybil attack). Table 4.3 summarizes
the simulation parameters for this work. These are compatible with MICAz motes, using the
IEEE 802.15.4 MAC protocol for narrowband transmission at a data rate of 250 kbps at 2.4 GHz.

4.5.3 Simulation results

In the network, the ratio between benevolent nodes and malicious nodes is varied to measure the
robustness of the proposed system.
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Fig. 4.11. Localization error for each node Fig. 4.12. Average localization error

A set of simulations is performed based on the metrics mentioned above. A total of 30 runs of
the program are considered in each case to justify the results. Fig. 4.11 and Fig. 4.12 show the
plot of the localization error in each node and the Empirical Cumulative Distribution Function
(ECDF) of the average localization error for different numbers of malicious nodes, respectively.
It confirms that the localization error varies proportionally to the number of malicious nodes.

Likewise, Fig. 4.13 and Fig. 4.14 show the plot of the energy consumption in each node
and the Empirical Cumulative Distribution Function (ECDF) of the average energy consumption
for different numbers of malicious nodes, respectively. Note that energy consumption also varies
with the number of malicious nodes.

Besides, Fig. 4.15 and Fig. 4.16 show the plot of the localization time in each node and
the Empirical Cumulative Distribution Function (ECDF) of the average localization time for
different numbers of malicious nodes, respectively. This indicates that the localization time
depends on both the density of benevolent and malicious nodes. When the ratio between
benevolent and malicious nodes becomes high, the probability of suspicious nodes remains low.
Thus, the anchor must travel much longer to explore them and relay the beacon messages.

Similarly, Fig. 4.17 and Fig. 4.18 show the success rate in detecting malicious nodes and
benevolent nodes, respectively. It specifies that the success rate improves over the iterations
when the ratio of benevolent nodes to malicious nodes becomes high, leading to a decrease in
the number of suspicious/malicious nodes in the network. However, the optimal results obtained
for localization error and success rate (assuming Nb = 95 and Nm = 5) are compared with other
well-known methods and given in Tables 4.4 and 4.5, respectively.

As these results often vary depending on the number of malicious nodes in the network, a
comparative study of the average localization error and the success rate in detecting malicious
nodes is presented in Fig. 4.19 and Fig. 4.20, respectively.

4.5.4 Performance analysis

Mobility control strategies preserve the privacy of the anchor location (only a negligible amount
of GPS error exists). Thus, the localization error is due to an attack on the nodes. This usually
varies with the number of malicious nodes in the network. Likewise, when the probability of
malicious nodes remains high, it affects more nodes.
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Fig. 4.13. Energy consumption for each node Fig. 4.14. Average energy consumption

Fig. 4.15. Localization time for each node Fig. 4.16. Average localization time

Fig. 4.17. Malicious node discovery rate Fig. 4.18. Benevolent node discovery rate
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Fig. 4.19. Average localization error Fig. 4.20. Malicious node discovery rate

Table 4.4: Comparison of localization error and simulation time

Localization systems Average localization error (m) Simulation time (ms)

Fuzzy based anchor mobility control 0.056 4.3
Attack-resistant localization algorithm [72] 0.992 5.3
Information-theoretic approach [85] 0.518 10.6
Mutual authentication method [86] 0.985 12.4
Malicious node detection algorithm [88] 0.371 20.8

Table 4.5: Comparison of detection rate and time complexity

Localization systems Success rate (%) Computation overhead

Fuzzy based anchor mobility control 99.79 O(log n)
Attack-resistant localization algorithm [72] 95.16 O(n)
Information-theoretic approach [85] 94.85 O(n2)
Mutual authentication method [86] 92.22 O(n2)
Malicious node detection algorithm [88] 97.32 O(n log n)

It puts more nodes into active mode and reconsidering their localization results in higher power
consumption. However, when the number of malicious nodes remains low, the result is fewer
affected nodes. But localization often takes more time because the anchor has to travel more
steps to explore these nodes on a low-density network. The iterative process converges very
quickly and is independent of the number of deployed nodes. This system also imposes a small
overhead for several reasons. Since the anchor is only equipped with GPS and a smart antenna
as additional hardware, deployment costs remain the same regardless of the size of the network.
Besides, a node should broadcast a hello message in each interval and only collect two beacon
messages from the anchor until it is localized. It keeps power consumption to a minimum in
each node by minimizing the number of messages needed and switching operations to different
modes. Also, a node requires a small amount of memory to load these beacon messages and
processed localization data. It ensures reduced communication and memory overhead. Since the
number of suspicious nodes decreases significantly with each attempt of the iterative process, the
computational overhead is also low.

4.6 Summary

In this chapter, we have proposed a secure and robust localization system based on the two an-
chor mobility control strategies. In this system, the nodes compute their positions in a distributed
manner using the AoA information of two consecutive anchor points.

71



Chapter 4. Secure localization under node capture attacks via anchor mobility control

Here, the mobility controller (centroid/fuzzy-based) keeps the anchor in a path which must include
identical neighboring nodes on two consecutive anchor points. In the event of an attack, nodes
appearing with duplicate identities at any anchor point or missing at the next anchor point are
considered suspicious. On the contrary, persistent nodes on both anchor points are considered
benevolent. The position of any benevolent node is estimated with two separate beacon messages
received during this period. Suspicious nodes that remain consistent in the next two iterations are
malicious. Thus, they are filtered out of the localization process by detecting them through itera-
tive checking. It is a more flexible system and can also be adopted in RSS or ToA-based systems.
Its performance is evaluated with several metrics and obtained a satisfactory result. Simulation
results with higher localization accuracy and greater success rate in malicious detection validate
its effectiveness compared to existing systems. However, this system uses only one anchor, which
leads to higher localization time and excessive power consumption in the nodes. Additionally, it
assumes two simple attack models. Thus, it is still possible to evaluate its robustness with several
anchors and under more complex attack scenarios in the future.
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Chapter 5

Secure localization under hostile radio
environments via a consistency check

5.1 Introduction

As discussed earlier, the base station must be aware of the source of the accumulated data to
recognize an event in the network. And, this is now accomplished by incorporating a localization
system where nodes autonomously determine their locations and relay this information as part
of data packets. However, data communications over radio are unavoidable in WSNs and data
packets remain fragile to attacks in the physical layer. Thus, a simple attack tampering with only
the location information in data packets can lead to a significant deterioration in overall system
performance. In this case, adversaries can introduce errors into data packets in three possible
ways, such as

• capture relayed data packets and directly tampering with them,

• replay relayed data packets to spoof neighboring nodes and disrupt the functionality of one
or more components of the localization systems, and

• modify the propagation characteristics of the radio environment over a specific region and
hamper distance/angle estimation in nodes within it.

The beamforming attribute and direction finding capability of the smart antenna provide
significant advantages for implementing a secure and robust localization system. Data packet
integrity and confidentiality are ensured by establishing a more stable and private point-to-point
link between anchors and relay nodes. By exploiting spatial diversity to counteract multipath
interference, throughput and Quality of Service (QoS) are improved under a variable and unpre-
dictable wireless medium. This must confirm the least probability of errors in the distance/angle
estimation process.

In this chapter, we have proposed a new secure localization system using a smart antenna.
It performs the selective segregation of the computed positions of a node iteratively in a corrupted
radio environment. The consistent variants among the computed positions are considered to
estimate the mean position of a node in the compromised environment (treated as malicious).
To improve the convergence speed and energy efficiency in the localization process, the entire
network area is divided into several sectors. And, for each individual sector, a particular anchor
with a smart antenna and a GPS receiver is assumed to move on a random path. It would also
avoid collisions between anchors. Fig. 5.1 shows a network with four sectors and a few region of
corrupted radios. Nodes compute their positions based on beacon messages (AoA information
and anchor reference) obtained from a few mobile anchors. After receiving at least three sets
of beacon messages, nodes can initiate selective segregation to remove inconsistent position
estimations in a hostile radio environment.
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Fig. 5.1. Network architecture with attack scenarios

The rest of this chapter is organized as follows. In Section 5.2, an overview of attack sce-
narios is described. In Section 5.3, the strategy of Consistent Variant Assortment (CVA) is
discussed. In Section 5.4, the methodology for implementing the proposed secure localization
system is explained in detail. In Section 5.5, the simulation results are presented. Finally, Section
5.6 discusses shortcomings of the proposed system and possible modifications in the future.

5.2 Attack scenarios

The attack is primarily seen as impairing the normal functioning of a localization system. As a
result, the adversary is expected to perturb the RSS/AoA measurement (distance/angle estima-
tion) in some nodes. The network ground is assumed to have many obstacles (acting as radio
frequency reflectors) or free space in a particular region is assumed to be covered with several
clouds of smoke (changing the dielectric properties of the wireless medium). Thus, nodes located
in such a physical/radio environment must always endure a considerable amount of variation in
their signal strengths, directions and propagation time. Because the signal is absorbed at ob-
stacles by several reflections/diffraction (causing multipath fading) or its speed is slowed down
due to a sudden change in the dielectric properties of the corrupted wireless medium. Thus, the
broadcast signals from neighboring nodes appear to be far from their actual positions. This would
create misleading information at the receiving anchors and lead to wrong distance estimation in
the RSS/ToA based localization system. Also, the directions of broadcast signals from neighbor-
ing nodes are changed by multiple reflections/diffraction at obstacles (changing the direct and
dominant path of the signals) or by a rapid change in the dielectric properties of the corrupted
wireless medium (causing refraction). This would produce an incorrect angle estimation in the
AoA based localization system. The speed (vr) and the wavelength (λ) of a radio wave always vary
inversely proportional to the square root of the permittivity (ϵr) of the medium. When the signal
propagates in a corrupted radio environment, the distance estimation error (εd) can be expressed
using the Friis transmission equation in free space.
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Fig. 5.2. RSS/AoA estimation in corrupted radio

For the RSS-based localization system, it is written as follows.

εd =

(
1− 1
√
ϵr

)
λ

4π

√
PtGtGr

Pr

(5.1)

where, Pt, Pr andGt, Gr are the power and the gain of transmitting/receiving antenna, respectively.

Likewise, for the ToA/TDoA based localization system, it is written using the relationship
between velocity and propagation time as follows.

εd =

(
1− 1
√
ϵr

)
τpvr (5.2)

where, τp and vr denote the time and the velocity of wave propagation, respectively. On the other
hand, an oblique wave incidence is seen at the interface of corrupted radios (as they often have
irregular geometry) and hence a significant deviation in the angle of incidence would be noticed
due to refraction in the corrupted environment. The angle estimation error (εθ) can be expressed
using Snell’s law. For the AoA-based localization system, it can be written as follows.

εθ =

∣∣∣∣θk − sin−1

(
1
√
ϵr

sin θk

)∣∣∣∣ (5.3)

where, θk represents the direction of the signal propagating in a tidy radio environment.

The RSS/AoA measurement (distance/angle estimation) under a corrupted radio is illus-
trated in Fig. 5.2. The distance estimation would be erroneous whenever an anchor receives
broadcast signals from nodes that cross the corrupted medium. This is valid for all cases,
irrespective of the position of the node and the anchor being outside or inside the corrupted
radio (as indicated by the dotted lines). Likewise, the error in the angle estimation only becomes
significant if the mobile anchor (A) and the stationary node (N) remain in a different medium
(as indicated by the solid line).

5.3 Consistent variant assortment

Estimated positions in a corrupted radio environment often remain unreliable. Therefore, the
trustworthiness of these estimates should be improved by applying a suitable verification process.
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For this purpose, the position of each node is computed several times by taking any two distinct
combinations of beacon messages using equation (4.3). Further, all the possible variants among
these estimated positions are generated. However, the precision of the estimation is ensured in
the evaluation of the optimal position of a node by considering a selective segregation of the
variants and by choosing only those which are consistent. Thus, an optimal position is taken as
the mean of all the estimated positions yielding the consistent variants (the variance between
the two estimated positions is lower than the maximum permissible limit). This process is
shown in Fig. 5.3 and explained in Algorithm 9. Consider that a possible combination of p

distinct positions is generated in each node, where p =n C2 = n(n−1)
2

. The variants are made

by differentiating each position from the others in the form of δij =
√
(xi − xi+j)2 + (yi − yi+j)2

where, i = 1, 2, . . . , (p− 1) and j = 1, 2, . . . , (p− i). Therefore, a sum of q variants is produced in

total, where q =p C2 =
p(p−1)

2
.

In this work, a maximum admissible limit (δmax) is set to measure the consistency (Ωc) of
the variants so obtained. A node is considered benevolent when it has at least 50% (percentage)
of variants below this limit, otherwise it is treated as malicious. Malicious nodes are again taken
into account in the localization process in an iterative manner. The parameters, SNRth and δmax

are updated in the following iterations. Malicious nodes reconfigure themselves in active mode
and refresh their memory at all iterations. The process continues in the same way until all nodes
become benevolent. Each time a node becomes a benevolent; its position is finally computed.

Algorithm 9 Pseudo-code for consistent variant assortment process in node position estimation

Input: Estimated positions for the specific node: [X], Total number of estimated positions (Xtotal),
Maximum permissible variations that signifies the consistency (δmax), Threshold level in signal-to-
noise ratio (SNRth) and Power saving mode of node (Idle/Sleep): mode state (ms) = ‘Reset’

Output: Final estimated position after the consistency verification: [Xmean] and Active mode of node
(Idle/Sleep): mode state (ms) = ‘Set’

1: Initialize: i, j = 1, count, sum = 0, η0, γ0, δmax, Xtotal, SNRth,ms =‘Set’
2: while (i ≤ Xtotal − 1) do
3: while (j ≤ Xtotal − i) do
4: δij ←

√
(xi − xi+j)2 + (yi − yi+j)2

5: if (δij ≤ δmax) then

6: count← count+ 1;X ← Xi+Xi+j

2 ; sum← sum+X
7: else
8: continue
9: end if

10: j ← j + 1
11: end while
12: i← i+ 1
13: end while
14: Ωc ← count

Xtotal

15: if (Ωc ≥ 0.5) then
16: Xmean ← sum

count
17: else
18: SNRth ← η0 ∗ SNRth; δmax ← γ0 ∗ δmax

19: end if
20: ms← Set
21: return ms,Xmean
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Fig. 5.3. CVA for position estimation in corrupted radio

5.4 Localization system

Accurately locating the sources of relayed data packets is essential for various operations such
as security surveillance, enemy detection and tracking on the battlefield. From this point of
view, the localization system must be made as robust and secure as possible in a hostile radio
environment. In this work, we have proposed such a system based on a few mobile anchors.
Using smart antennas, anchors receive signals from neighboring nodes and estimate their AoA
information. This AoA information and the current reference of an anchor are used to generate
a beacon message, and transfer it to the corresponding nodes. After collecting the prescribed
number of such beacon messages, each node formulates straight-line equations and computes its
position independently as the point of intersection between two straight-lines, each framed by a
unique beacon message. The security (or accuracy) of the localization process is preserved by
measuring and selecting only the consistent estimates among several estimated positions, in an
iterative manner.

Fig. 5.4. Format of a beacon message

5.4.1 Beacon message generation/transmission

In the network, the nodes are supposed to periodically broadcast signals and the anchors
only receive them from neighboring nodes having an RSS greater than SNRth. The anchors
are equipped with both GPS receivers and smart antennas. An anchor determines the AoA
information of all received signals using the ESPRIT algorithm. It also generates and transmits
beacon messages for these nodes. A beacon message contains important data for locating a node.
An anchor accomplishes this by storing the AoA data in its memory along with the respective
node IDs. Moreover, it amalgamates its current reference retrieved from the GPS receiver to the
same memory locations. The format of a beacon message is given in Fig. 5.4.

However, the GPS receiver expresses the anchor reference in latitude (γ
′
) and longitude

(ψ
′
) in geodetic coordinates. Thus, it must be converted to Cartesian coordinates (xa, ya) for po-

sition computation using the geometric method (triangulation). Such coordinate transformation
is performed using equation (3.4). To relay beacon messages to nodes, an anchor uses the adaptive
beamforming capabilities of smart antennas and a proper scheduling mechanism. However, a
stochastic process is often desirable to create such a pattern with a narrower beamwidth and lower
sidelobe level. This can ensure the security of beacon transmission by producing a more stable
radio link. For each time slot, the anchor is expected to receive signals from a few neighboring
nodes with different arrival time or received signal strength (because a signal with lower RSS is
expected to travel a long time/distance).
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Thus, an anchor can always establish a direct link using the optimal pattern to send a beacon
message to a particular node, steering the deep nulls in the directions of other neighboring nodes.
Algorithm 10 explains the process of generating/transmitting beacon messages.

Algorithm 10 Pseudo-code for generating and transmitting beacon messages

Input: Maximum number of permissible anchor points (tmax), Angle estimated from the received signals
(φ), Distance estimated from the received signals (d), Cluster size: [CS], Clustering node IDs: [ID],
Anchor reference (xa, ya), Number of antenna elements (2N), Beamwidth between the first nulls
(FNBW ), Sidelobe level (SLL), Depth of nulls (K), Scanning angle (θ) and Idle mode of anchor:
mode state (ms) = ‘Reset’

Output: Generated beacon messages: Bm [size], Optimized beam pattern (AFp), Active mode of the
anchor: mode state (ms) = ‘Set’

1: Initialize: i, j, k, n, t = 1, AFp = 0, θ = −900, size = 4,K,N, SLL, FNBW,ms =‘Reset’,tmax

2: while (t ≤ tmax) do
3: while (i ≤ CS) do
4: θd ← φ[1]
5: while (j ≤ size) do
6: Bm[j]← ID[i]; ID[i]← d[i]; d[i]← φ[1];φ[1]← xa;xa ← ya; j ← j + 1
7: end while
8: while (θ ≤ 900) do
9: if (|θ − θd| ≤ FNBW

2 ) then
10: AFp ← 1
11: else
12: AFp ← SLL
13: end if
14: while (k ≤ CS − 1) do
15: θn ← φ[k + 1]
16: if (θ = θn) then
17: AFp ← K
18: end if
19: φ[k]← φ[k + 1]; k ← k + 1
20: end while
21: while (n ≤ N) do
22: AFp ← AFp +W [n] ∗ cos

[(
n− 1

2

)
∗ π ∗ (sin θ − sin θd)

]
;n← n+ 1

23: end while
24: θ ← θ + 1
25: end while
26: φ[CS]← θd; i← i+ 1
27: end while
28: t← t+ 1
29: end while
30: ms← Set
31: return ms,AFp, Bm[size]

5.4.2 Position computation

For an AoA-based localization system, only two beacon messages are required to estimate the
position of any node. But, the verification of the estimated position is essentially needed in a
hostile radio environment. Thus, each node is allowed to store a prescribed number of beacon
messages (n) within an acceptable time interval (tmax). Then they can toggle themselves to sleep
mode. Each node is periodically switched to active/receive mode during the permissible time
interval.
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Therefore, a counter is enabled to verify the prescribed number of beacon messages in its memory.
Algorithm 11 explains the process of accumulating beacon messages. In this work, the position
of a node is computed using the triangulation method. This requires formulating a pair of
straight-line equations using a distinct pair of stored beacon messages. Thus, it is possible to
represent a set of n straight-lines passing through each node as shown in Fig. 5.5.

For the k-th node, it is expressed as follows.

yk − ya1 = tan θk1 (xk − xa1)
yk − ya2 = tan θk2 (xk − xa2)

. . .

yk − yan = tan θkn (xk − xan)

 (5.4)

where, θkn and (xan, yan) denote the corresponding AoA and anchor reference in the n-th beacon
message. Thus, the positions of the k-th node are computed using equation (4.3), solving any
two of the straight-line equations each time, yielding n(n − 1)/2 positions in total for n beacon
messages. However, considering only the AoA estimation error in a hostile radio environment,
the estimated positions of a node always remain different. And, the final position of a node is
estimated by taking the mean of all positions producing consistent variants. Algorithm 12 explains
the triangulation method of position computation.

Algorithm 11 Pseudo code for accumulating beacon messages in each node

Input: Maximum number of permissible anchor points (tmax), Anchor generated beacon messages: Bm

[size], Maximum number of permissible beacon messages (n), Received signal strength (RSS), Thresh-
old level in signal-to-noise ratio (SNRth) and Receive mode of node: mode state (ms) = ‘Set’

Output: Accumulated beacon messages: U
′
[count] [size] and Power saving mode of node (Idle/Sleep):

mode state (ms) = ‘Reset’

1: Initialize: t = 1, count = n,ms =‘Set’,tmax, SNRth

2: while (t ≤ tmax) do
3: if (RSS ≥ SNRth) then
4: U

′
[count][size]← Bm[size]; count← count− 1

5: else
6: continue
7: end if
8: if (count = 0) then
9: break

10: else
11: continue
12: end if
13: t← t+ 1
14: end while
15: ms← Reset
16: return ms,U

′
[count][size]

5.4.3 Design methodology

In this work, the First Come, First Served (FCFS) scheduling method is used for the generation
and transmission of beacon messages. A suitable ring counter is designed to generate trigger
pulses to switch anchors/nodes to operate in different modes. On the synchronization sequence
illustrated in Fig. 5.6, nodes are assigned an equal time slot to broadcast signals (tb) and receive
beacon messages (tr) from an anchor, as indicated by tb = tr =

dmax

vr
+ τc.
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Fig. 5.5. Triangulation method for position computation

Algorithm 12 Pseudo-code for estimating positions in each node

Input: Accumulated beacon messages: U
′
[count] [size], Maximum number of permissible beacon mes-

sages (n) and Idle mode of node: mode state (ms) = ‘Reset’
Output: Estimated positions for the specific node: [X], Total number of positions estimated (Xtotal)

and Power saving mode of node (Idle/Sleep): mode state (ms) = ‘Reset’

1: Initialize: i, j = 1, count = 0, n,ms =‘Reset’
2: while (i ≤ n− 1) do
3: while (j ≤ n− i) do

4: B0[i][j]←
[
− tan θ[i] 1
− tan θ[i+ j] 1

]
; c0[i][j]←

[
ya[i]− tan θ[i] ∗ xa[i]

ya[i+ j]− tan θ[i+ j] ∗ xa[i+ j]

]
5: X[i][j]← B0[i][j]

−1 ∗ c0[i][j]; count← count+ 1
6: j ← j + 1
7: end while
8: i← i+ 1
9: end while

10: Xtotal ← count
11: ms← Reset
12: return ms,X,Xtotal
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Fig. 5.6. Trigger pulses for mode switching

Here, dmax and τc represents the maximum communication range and signal processing time in
nodes/anchors, respectively. Also, the time of generation (tg) and distribution (td) of beacon
messages to nodes is assumed equal such that tg = td = CS(τc + τd). Here, CS and τd are the
number of neighboring nodes chosen at a given time and the set up time of amalgamation/link,
respectively. A permissible time interval as given by tm = T − 2(tb + td) is set for the anchor
to move to the next reference. T is the time period. With a real-time implementation strategy,
the controller circuits for an anchor and a node are both depicted with a separate Finite State
Machine (FSM) shown in Fig. 5.7. Also, their functionality in each state is defined in Table 5.1
and Table 5.2.

(a) Control unit for node (b) Control unit for anchor

Fig. 5.7. FSM for anchor and node

Table 5.1: Anchor behaviors in FSM

State Command Action Mode

S0 Reset, t ̸= tmax Disable servo system, Receive signal Receive
S1 RSS ≥ SNRth Estimate AoA, Generate beacon Idle
S2 Clock Distribute beacon Active
S3 Clock Wait for next broadcast signal Idle
S4 Clock Wait for next broadcast signal Idle
S5 Clock Actuate servo system Idle
S6 t = tmax Disable servo system, Wait for new instructions Sleep

5.5 Performance evaluation

In this work, the AoA estimations in the anchors are considered to be erroneous when the signals
received from the nodes pass through a medium with different dielectric properties (causing the
refraction).
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Table 5.2: Node behaviors in FSM

State Command Action Mode

S0 Reset, Clock, Bm < n Broadcast signal Active
S1 Clock Wait for beacon Idle
S2 Clock Receive beacon Receive
S3 Bm ≥ n Calculate Ωc Idle
S4 Ωc ≥ 0.5 Estimate position Idle
S5 Ωc < 0.5 Update SNRth and δmax Idle
S6 Clock Wait for new instructions Sleep

Thus, we classified a few nodes as malicious in WSN, these producing inconsistent variants in their
computed positions. By dynamically adjusting the SNRth, the proposed system often ensures
signal propagation over an identical radio environment, reducing the AoA estimation error in
malicious nodes. Likewise, by iteratively increasing δmax, the localization process tends to end
with a higher convergence speed.

5.5.1 Performance metrics

The proposed system must be as robust and energy-efficient as possible to perform well in a hostile
radio environment. Thus, its performance is verified under three benchmark functions as follows.

• Localization error (ε): It measures the difference between the estimated position (x
′
, y

′
) and

its actual position (x, y) for any node. For the k-th node, such an error is represented using
equation (3.13). Also, the average localization error (εav) in the network is expressed using
equation (3.14).

• Energy consumption (ξ): It measures the amount of energy consumed by any node during
the localization process. Therefore, the total amount of energy consumption (per bit) for the
k-th node, completing the localization process in the i-th iteration, is expressed by modifying
equation (4.4) as follows.

ξk = niEr +

∑
i

t
′

kiEb (5.5)

where, n indicates the number of beacon messages used and t
′

ki denotes the anchor points
needed for the i-th iteration. Likewise, the average energy consumption (ξav) in the network
is expressed using equation (3.16).

• Localization time (τ
′
): This is the time taken to complete the localization process in any

node. For the k-th node, localized in the i-th iteration, this time is usually calculated using
equation (4.5). Likewise, the average localization time (τ

′
av) in the network is expressed using

equation (3.18).

5.5.2 Simulation environments

A set of simulations is carried out on the MATLAB software package (version 14). To keep
an analogy with the real-time deployment scenario, several off-line data are generated on PC
(Personal Computer). As a network architecture, a total of 100 stationary nodes are considered
to be scattered over an area of 1000 m × 1000 m. Each anchor is assumed to move along random
trajectories over a distinct sector of the sensor field. The attack is performed at a few nodes
to disrupt AoA estimations by spreading clouds of smoke over specific regions (since smoke can
improve air permittivity about 10 - 15 times). The simulation parameters are summarized in
Table 5.3. They are compatible with MICAz motes, using the IEEE 802.15.4 MAC protocol for
narrowband transmission at a data rate of 250 kbps in 2.4 GHz.
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Table 5.3: Simulation parameters

Parameters Values

Network size 1000 m × 1000 m
Number of nodes 100
Number of anchor 1 to 5
Number of malicious nodes 5 to 25
Maximum communication range 100 m
Energy consumption in electronic circuits 50 nJ/bit
Energy consumption in power amplifier 10 pJ/bit
SNR threshold level -40 dBm to -10 dBm
Maximum permissible variation 1 to 3

5.5.3 Simulation results

A set of simulations are performed in terms of performance metrics as mentioned earlier. In
WSN, the density of the anchor and malicious node are varied to measure the robustness of the
proposed system. To justify the results, 50 runs of the program are considered in each case.
The localization error obtained at each node (considering five anchors and twenty five malicious
nodes) is shown in Fig. 5.8. Using different numbers of anchors and malicious nodes, the average

Fig. 5.8. Localization error for each node

localization error is also plotted in Fig. 5.9 (a), Fig. 5.9 (b) and Fig. 5.9 (c). It is evident
that the localization error varies proportionally to the density of malicious nodes. However, no
significant change in result is observed for varying the density of the anchors.

Similarly, the energy consumption obtained at each node (considering five anchors and
twenty five malicious nodes) is shown in Fig. 5.10. Choosing different numbers of anchors and
malicious nodes, the average energy consumption is also shown in Fig. 5.11(a), Fig. 5.11(b) and
Fig. 5.11(c). We see that the energy consumption varies with the density of malicious nodes.
However, a small effect is noticed for varying the anchor density.

Likewise, the localization time obtained at each node (considering five anchors and twenty
five malicious nodes) is shown in Fig. 5.12. By setting different numbers of anchors and malicious
nodes, the average localization time is also plotted in Fig. 5.13 (a), Fig. 5.13 (b) and Fig. 5.13
(c).
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It should be noted that the localization time depends on both the anchor and the density of
malicious nodes. Since the anchors divide the entire network into several sectors, the nodes can
receive the necessary beacon messages in the shortest possible time.

However, the localization process at the nodes can begin with the acquisition of a mini-
mum of three beacon messages. But, more variants are often desirable to achieve greater
accuracy. On the other hand, the accumulation of more beacon messages requires more local-
ization time, always violating the energy saving policy. Thus, we have provided a comparative
study of various metrics for different numbers of maximum permissible beacon messages, in Table
5.4. Moreover, the simulation results are compared with other well-known methods and given in
Table 5.5.

(a) Anchor = 5 (b) Malicious node = 25

(c) Different number of anchors and malicious nodes

Fig. 5.9. Average localization error in WSN

Table 5.4: Results obtained with different beacons

Performance metrics Number of permissible beacons
n = 3 n = 4 n = 5 n = 6

Average localization error (m) 0.4518 0.4479 0.4232 0.4080
Average energy consumption (nJ) 8.8067 9.3118 9.5458 10.122
Average localization time (sec) 168.67 177.75 180.31 192.49
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Fig. 5.10. Energy consumption for each node

(a) Anchor = 5 (b) Malicious node = 25

(c) Different number of anchors and malicious nodes

Fig. 5.11. Average energy consumption in WSN
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Fig. 5.12. Localization time for each node

(a) Anchor = 5 (b) Malicious node = 25

(c) Different number of anchors and malicious nodes

Fig. 5.13. Average localization time in WSN
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Table 5.5: Comparison of results

Localization systems Average localization error (m) Simulation time (ms)

Consistent variant assortment 0.57 7.9
Practical and secure localization [68] 0.72 8.4
Two step secure localization [74] 0.83 9.2
Secure distance-based localization [83] 0.73 9.5
Gradient descent approach [91] 1.49 3.7
Least median square data fusion [106] 1.34 24.8

5.6 Summary

In this chapter, we have proposed a new secure localization system using multiple mobile anchors.
The computation of the position of the nodes is based on the AoA information estimated with
the ESPRIT algorithm. In a tampered radio environment, the system must verify the consistency
of the positions computed in each node. A node is considered benevolent to comply with at least
50% of the consistency verification, otherwise malicious. In this system, the position of a node
is computed, only when it becomes benevolent in WSN, by taking the mean of all its estimated
positions producing the consistent variants. Moreover, malicious nodes are upgraded to benevolent
nodes by adjusting the threshold value of the signal-to-noise ratio and the maximum permissible
variation, iteratively. It is a flexible system that can also be adopted in RSS/ToA-based systems.
Its performance is tested under several metrics. Simulation results with higher accuracy validate
its effectiveness comparable to existing systems. However, the system is realized with a simple
attack scenario. Thus, it is still possible to test its robustness in more complex attack scenarios
in the future.
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Chapter 6

Anchor data security under PHY layer
attacks via antenna pattern control

6.1 Introduction

As mentioned earlier, localization systems involve anchor reference data in the computation of
node positions. Thus, an attack aimed at distorting the anchor reference data can cause an
erroneous position estimation. For this reason, such reference data should always be kept secure
and intact for a robust localization system. An adversarial attack often becomes more severe
in the physical layer (PHY) as all nodes/anchors relay data packets sharing a common wireless
medium. Thus, adversaries eavesdropping on some specific regions or compromising a few benev-
olent nodes can easily capture data packets relayed between anchors and/or nodes. An anchor
can also be detected and tracked when attackers perform sufficient RSS/AoA measurements of
its broadcast messages. Thus, the anchor reference data always remains insecure and can easily
be corrupted by estimating it using trilateration/triangulation. This can also disrupt localization
in some other nodes by relaying these tampered data throughout the network. Moreover,
attackers can introduce errors into GPS data, producing jamming signals or noise. Although
some research proposals have focused on mitigating this issue by obscuring the actual location or
changing pseudonyms at appropriate intervals, these may not be as effective as anchors may be
captured whenever they broadcast signals in the radio. Therefore, keeping an anchor secure on
sensor fields remains a difficult task and attackers must always be kept beyond their radio coverage.

In this chapter, we have proposed a new security strategy to avoid attacks on the anchor
in the physical layer. An anchor remains aware of location in the network with a GPS receiver.
It is also able to find the directions of neighboring nodes with a smart antenna. The proposed
strategy is based on minimizing the probabilities of successful attacks on an anchor by keeping
adversaries beyond its beam coverage. Thus, each time, an optimal beam pattern is produced
with the estimated AoA information to relay the data packets between the anchor and the
nodes via private links. To generate the optimal pattern, the excitation coefficients of the array
elements are computed using a Particle Swarm Optimization (PSO) algorithm. The security of
an anchor is ensured by pattern irregularities that deteriorate the chances of data recovery for
attackers, even if adequate RSS/AoA measures take place. Moreover, the anchor is assumed to
send a pseudo reference to the nodes which always preserves data integrity for a localization system.

The rest of this chapter is organized as follows. In Section 6.2, an overview of attack sce-
narios in the physical layer is discussed. In Section 6.3, the security criterion of an anchor
keeping its references confidential is explained. In Section 6.4, the proposed security strategy
using antenna pattern control and pseudo references is described in detail. In Section 6.5, the
results of the simulation are presented. Finally, Section 6.6 discusses the limitations and possible
modifications of this strategy in the future.
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6.2 Attack scenarios

The primary objective of an attack is to mislead the plans/decisions taken based on the ac-
cumulated data. As mentioned earlier, a localization system plays an important role in detect-
ing/tracking an event in the network. Thus, an attack aims to cause any component to malfunction
which eventually leads to a breakdown of overall localization systems. For this work, we consid-
ered all possible attacks on a localization system in the physical layer. Usually, such an attack
can happen in two ways, such as

• Direct attack, or

• Indirect attack.

6.2.1 Direct attacks

Adversaries can establish passive links to access and control the stored data of a few benevolent
nodes/anchor. Otherwise, they can alter the physical/radio environments in some specific areas
and deteriorate the propagation characteristics of a few benevolent nodes/anchor therein. Such
attacks (also called insider/internal attacks) can make the localization process very tricky in many
ways, as follows.

• Through compromised nodes/anchors

For systems based on measuring RSS/ToA/TDoA, distance estimations can be erro-
neous by varying the transmission power or by delaying the transmission of data packets
in compromised nodes [107]. Likewise, for systems based on AoA measurement, angle
estimations would be incorrect when compromised nodes send signals with reduced SNR
(tampering with noise). Besides, position computations can be incorrect by modifying
anchor reference data.

• Through compromised environments

For systems based on RSS/ToA/TDoA measurement, distance estimations can also
be erroneous by spreading obstacles on ground, or smoke/noise to change the physical
medium of the network and modify signal propagation characteristics. Likewise, for systems
based on AoA measurement, angle estimations can be erroneous by deploying magnets on
the sensor fields. Also, position computations can be hampered by jamming GPS signals to
cause erroneous anchor reference data [108].

6.2.2 Indirect attacks

Adversaries can install huge advanced electronic devices and circuits to eavesdrop on a few benev-
olent nodes/anchor and capture their IDs from messages broadcast on the network. They can
now appear with such IDs and participate in the process of localization claiming legitimate
nodes/anchors. During data communications, they can easily inject wrong/misleading informa-
tion into nodes/anchor, causing misrouting of data throughout the network. Such attacks are
often referred to as external attacks [109].

6.3 Security criterion

For precise localization of nodes, accurate anchor reference information is always necessary. Thus,
the design of a suitable security framework for the mobile anchor is the main concern of this work.
It keeps the anchor reference data intact against adversarial attacks in the physical layer. To
achieve this, all neighboring nodes are considered suspicious.
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Because there can always be a chance of existing compromised or externally implanted nodes.
Thus, the anchor must control its transmission power by setting up a private link with the desired
node. This is accomplished by maintaining the beam coverage area for a node according to the
signal-to-noise ratio threshold (SNRth) value when receiving a beacon message. Since SNRth is
the minimum requirement to ensure reliable data transfer, this will cause SNR to deteriorate at all
adjacent nodes, keeping them always below this threshold. Moreover, a second layer of protection
is provided by steering deep nulls to all adjacent nodes. Since accurate measurement of RSS/AoA
data or retrieval of GPS data is quite impossible at such a low SNR level, the integrity of relayed
data packets is assured. Thus, the conditions for preserving the security of an anchor are expressed
(in dBm) as follows.

• For the desired node,
P0 |AFd(θd)|2 ≥ SNRth (6.1)

• For all other neighboring nodes,

P0 |AFd(θk)|2 < SNRth (6.2)

where, P0 is the effective isotropic radiated power (EIRP) at a reference distance from the
anchor and AFd is the array factor (beamforming function) of the smart antenna.

In the network, SNR gives a quantitative measure of signal strength relative to noise power.
Considering an AWGN (Additive White Gaussian Noise) distribution of noise power, the SNR only
varies due to variation in signal power (inverse of the square of the distance to the transmitter)
in free space (Xση = 0 dB, α = 2). Thus, the SNR level for the k-th node with received signal
power (Pk) and distance (dk) is defined as follows.

SNRk = Pk(dk) (6.3)

where, Pk and dk are described using equation (1.3) and equation (1.4). However, an attacker
can locate the anchor if it eavesdrops on two or more neighboring nodes to collect RSS/AoA
data. Thus, the formulation of the anchor security conditions must always consider the po-
sition computation method used. Also, these conditions may fail in various cases as defined below.

Definition 1: if the two or more neighboring nodes stay on and above the SNRth in a
beam pattern (triangulation).

Definition 2: if the three or more neighboring nodes stay on and above the SNRth in a
beam pattern (trilateration).

Definition 3: if the four or more neighboring nodes stay on and above the SNRth in a
beam pattern (multilateration).

Likewise, transmitting data packets with a pseudo reference for the anchor can be useful
to camouflage its actual positions from attackers. However, the desired node can estimate its
position, as the point of intersection of two straight-lines originating from two distinct anchor
points with such pseudo reference data.

6.4 Security framework

The proposed security system is based on antenna pattern control and pseudo reference generation
for the anchor. An anchor is considered to be equipped with a smart antenna. The optimal pattern
must steer the main lobe to the desired node and also steer several deep nulls to neighboring nodes
during data communications.
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Thus, anchor security is ensured by reducing the probability of successful attacks and keeping
adversaries beyond exposure to this pattern. Precise measurement of RSS/AoA data always
depends on the radio propagation characteristics and physical environments of a network. Thus,
the irregularities of the pattern impose each time an erroneous estimation of data. Moreover, the
system provides an extra layer of protection for data integrity allowing pseudo-references for the
anchor along its trajectories. Thus, this system leads to the development of robust localization for
wireless sensor networks. In the proposed system, we endeavored to combine the two objectives,
such as

• use an optimal pattern to block adversaries in the localization process, and

• use pseudo references for the anchor in the computation of the positions of the nodes.

6.4.1 Antenna pattern controls

For locating nodes in WSNs, it is always important to have precise information regarding dis-
tance/angle and anchor reference. The adaptive beamforming features of smart antennas can
be useful for relaying them over private and point-to-point links. Adaptive beamforming means
shaping an optimal pattern by steering the main lobe and nulls in the appropriate directions
based on Angle of Arrival (AoA) information [110]. But, it depends on the accuracy of the AoA
information. Adversarial attacks altering the transmission characteristics over a wireless medium
often produce erroneous localization data (distance/angle). As a result, conventional beamforming
techniques that focus on beam steering (directs the main lobe to the desired node) or null steer-
ing (places deep nulls in the interfering directions of neighboring nodes) cannot be as effective in
hostile environments. To achieve a complete solution, beamforming must also ensure a lower SLL
with beam steering and null steering. However, by integrating all these criteria, pattern synthesis
becomes a multi-objective problem, and a powerful heuristic search engine is often needed to solve
it [111]. Optimizing any of the electrical/physical parameters (e.g., element excitation, element
position, or progressive phase shift) in a suitable array configuration can produce such a shaped
beam pattern [112]. In this work, the PSO is used to calculate the optimal value of the excitation
coefficients of the array elements in order to produce an optimal pattern.

1. Particle swarm optimization

Particle Swarm Optimization (PSO) is a population-based, stochastic, evolutionary
technique introduced by Kennedy and Eberhart in 1995. It is based on a socio-behavioral
model of swarm intelligence. It has a simple structure and a higher degree of convergence.
It is, therefore, now a better choice for optimizing the objective of multidimensional,
discontinuous, and complex problems [113, 114]. In this method, each ‘particle’ refers
to an individual agent within the swarm. And the position of each particle represents a
probable solution to the problem. It usually formulates a problem-specific fitness function,
f(X0) (also called cost/error/objective function) which defines the level of precision of such
a solution. Therefore, each particle should find its position with higher fitness value on
the search space. However, without any prior knowledge, it initializes the particles with
random location [X0]M×N and random velocity [V0]M×N for their motions (M and N are
the numbers of particles and the dimensions of the problem, respectively). It uses the social
interaction between particles during the search process. Thus, the particles must update
their velocity and position based on their personal best position [Xpbest]M×N and global best
position [Xgbest]1×N iteratively, using the equations as follows.

V0 = κV0 + c1rand1()
(
Xpbest −X0

)
+ c2rand2()

(
Xgbest −X0

)
(6.4)

and
X0 = X0 + V0 (6.5)
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Fig. 6.1. A linear and symmetric array

Here, rand1() and rand2() are two uniform random variables in the range {0, 1} to intro-
duce some natural randomness. In addition, the parameters c1 and c2 specify the relative
weights of Xpbest and Xgbest respectively. It often uses an inertia weight (κ) to improve its
convergence performance by linearly reducing the particle velocity within a limit {0.9, 0.4}.
It gradually emphasizes local exploitation rather than global exploration in the search pro-
cess. It also applies boundary conditions to enhance and confine particle movement to the
desired domain of interest {Xmin, Xmax}. However, the process continues until a predefined
termination criterion (tmax) is reached. Algorithm 13 explains the standard PSO as below.
Input parameters specify the set of data needed to start the process. Likewise, the desired
data set obtained at the end of program execution represents output parameters.

2. PSO-based beamforming

An antenna pattern with higher directivity, narrower beamwidth and lower sidelobe
level are always desirable for secure data transmission. However, a single antenna is unable
to generate such a pattern and an array configuration is often used [115]. Conventional
beamforming in smart antennas cannot tradeoff among these pattern attributes (e.g.,
directive gain, beamwidth, and SLL). On the other hand, this is achieved by optimizing one
of the electrical/physical parameters of an antenna array [116]. But such a pattern alone
cannot always provide security against malicious attacks. And, the flexibility of placing deep
nulls in the direction of interference is crucial to extend the second layer of protection [117].
Incorporating this strategy makes the design problem very complicated. There is always a
chance of deteriorating tradeoff issues. For this reason, the PSO is considered to evaluate
the excitation coefficients (W ) of array elements. Assuming the geometry of a linear and
symmetric array (as shown in Fig. 6.1) with uniform spacing (∆) between elements (2N),
the normalized form of the array factor (AF ) is written as follows.

AFp(θ) =

N∑
n=1

Wn cos

[(
n− 1

2

)
β∆(sin θ − sin θd)

]
(6.6)

where, Wn denotes the excitation coefficient of the n-th element and θd is the direction of
the main lobe.

Due to the symmetric structure, the optimization problem reduces to only half (N)
of the actual/physical dimensions of the array.
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Algorithm 13 Pseudo-code for particle swarm optimization

Input: Number of particles (M), Number of dimensions (N), Position vectors for particles (X0), Velocity
vectors for particles (V0), Dynamic ranges for position vectors: {Xmin, Xmax}, Dynamic ranges for
velocity vectors: {Vmin, Vmax}, Inertia weight (κ) and Maximum permissible search time (tmax)

Output: Particle with the optimum position vector: Xgbest

1: Initialize: M,N, Vmin = Xmin, Vmax = Xmax, f(Xgbest) =∞, κ = 0.9, κ0 = 0.5
tmax

,m, n, t = 1, tmax

2: for all particles m do
3: f(Xpbest)←∞
4: for all dimensions n do
5: X0 ← rand() ∗ {Xmin, Xmax};V0 ← rand() ∗ {Vmin, Vmax}
6: end for
7: end for
8: while (t ≤ tmax) do
9: for all particles m do

10: if (f(X0) < f(Xpbest)) then
11: Xpbest ← X0; f(Xpbest)← f(X0)
12: end if
13: if (f(X0) < f(Xgbest)) then
14: Xgbest ← X0; f(Xgbest)← f(X0)
15: end if
16: for all dimensions n do
17: V0 ← κ ∗ V0 + c1 ∗ rand1() ∗ (Xpbest −X0) + c2 ∗ rand2() ∗ (Xgbest −X0) ;X0 ← X0 + V0
18: if (Xmax < X0 < Xmin) then
19: X0 ← rand() ∗Xmax

20: end if
21: if (Vmax < V0 < Vmin) then
22: V0 ← rand() ∗ Vmax

23: end if
24: end for
25: end for
26: κ← κ− κ0; t← t+ 1
27: end while
28: return Xgbest
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Moreover, the boundary is set to a value in the range {0, 1} for each dimension, simply
giving a dynamic range of 1 in the optimization process. Now, all the necessary attributes of
the desired pattern are stipulated on a reference template defined with a simple time-scaled
cosine function as follows.

AFd(θ) =


cos
[
(θ − θd) π

FNBW

]
if |θ − θd| ≤ FNBW

2

K if θ = θn
SLL otherwise

(6.7)

where, the beamwidth between the first nulls (FNBW), the sidelobe level (SLL), and the
depth of the nulls (K) are three user-defined variables to synthesize the desired pattern (shown
in Fig. 6.2). In order to maintain lower computational complexity, the fitness function (F )

Fig. 6.2. A reference template

for the optimization process is formulated as the sum of all deviations, δ(θ) obtained between
the desired pattern, AFd(θ) and the produced pattern, AFp(θ). The fitness value is evaluated
for any sample angle (θ) in the range {−900, 900} with an interval of 10 and expressed as
follows.

F = min

{
900∑

θ=−900

δ(θ)

}
(6.8)

Each deviation is usually assigned to a penalty value of 1 whenever it violates the design
goal such that [AFp(θ) ≤ AFd(θ)]. It is also defined as follows.

δ(θ) =

{
1 if AFd(θ)− AFp(θ) ≤ 0

0 otherwise
(6.9)

Thus, the process always converges towards a better design (having a minimal penalty). It
keeps record of the best solution ever achieved.
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Algorithm 14 explains the optimal pattern generation using PSO. Here, the PSO produces
an optimal pattern using the template as a reference. Accordingly, it considers them as the
input and output variables. In this case, each particle has N dimensions in the solution
space. Considering M particles, the PSO yields the position vector X0 and the velocity
vector V0 as matrices of order M × N . These matrices are initialized randomly for faster
convergence. The fitness function is evaluated for each particle to find its best value as
f(Xpbest) = [f(Xpbest1), f(Xpbest2), . . . , f(XpbestM)]T and the global best value as f(Xgbest) =
min{f(Xpbest)} in an iterative way. The f(Xpbest) and f(Xgbest) values and their respective
Xpbest andXgbest positions are recorded and used to update the velocity and position matrices.
The termination condition for this process is set to a maximum iteration of 1000.

6.4.2 Pseudo reference generation

In the proposed system, the security of an anchor is preserved against direct attacks by sending a
beacon message with pseudo reference information instead of its actual location on the trajectories.
This can spoof attackers while benevolent nodes can autonomously estimate their locations by
obtaining two such pseudo references from the anchor. As stated earlier, an anchor is aware of
its own locations through a GPS receiver. It estimates distance and angle information of signals
received from a few neighboring nodes with RSS exceeding SNRth. These neighboring nodes (also
called clustering nodes) are selected to transfer beacon messages serially from the current anchor
position. The anchor reference data is very important for estimating the position of a clustering
node. Therefore, the confidentiality of this data must be ensured so that the integrity of the data
is maintained in the relayed beacon messages. To achieve this, pseudo forms of such reference data
are prepared along the corresponding directions of each clustering node. For the k-th clustering
node, the anchor pseudo reference data (xpk, ypk) is generated as follows.

xpk = xa + rand()dk cos θk

ypk = ya + rand()dk sin θk

}
(6.10)

where, (xa, ya) denotes actual position of the anchor in the current anchor point.

6.5 Performance evaluation

In this work, the security of the anchor is preserved through the control of the antenna pattern
and the generation of pseudo-references. Each time pattern control aims to provide a stable link
only with the desired node keeping all other neighboring nodes away from its radio coverage.
On the other hand, the purpose of generating a pseudo reference is to protect the anchor, thus
reducing the chances of being captured directly by attackers. The performances of this system
are evaluated through a set of simulations under several benchmark functions.

6.5.1 Performance metrics

The performance of the proposed security system depends on the ability to generate the optimal
pattern according to the desired attributes defined in the reference template. Thus, the accuracy
and the success rate of the beamforming process are considered as the two metrics to verify its
performance as follows.

• Beamforming efficiency (χ): It is the ability to reproduce the patterns according to the
desired attributes defined in the reference template. In fact, it measures all the deviations of
an optimal pattern from the desired specifications and expressed (in percentage) as follows.

χ = (1− εb)× 100% (6.11)
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Algorithm 14 Pseudo-code for generating the optimal pattern

Input: Maximum permissible search time (tmax), Array weight vector (W ), Weight update vector (V0),
Number of vector set (M), Number of vector elements (N), Dynamic ranges of the vector elements:
{0,1}, Array steering vector (ā), Dynamic ranges of the scanning angle: {−900, 900}, Desired beam
pattern (AFd) and Inertia weight (κ)

Output: Beam pattern (AFp) with the optimum weight vector (Wgbest)

1: Initialize: m,n, t = 1, θ = −900, κ = 0.9, κ0 = 0.5
tmax

, f(Wgbest) =∞,M,N, tmax

2: for all vector set m do
3: f(Wpbest)←∞
4: for all vector elements n do
5: W ← rand();V0 ← rand()
6: end for
7: end for
8: while (t ≤ tmax) do
9: for all vector set m do

10: F ← 0
11: for all scanning angles θ do
12: AFp ← 0
13: for all vector elements n do
14: AFp ← AFp +W ∗ ā
15: end for
16: if (AFp > AFd) then
17: δ ← 1;F ← F + δ
18: end if
19: end for
20: if (F < f(Wpbest)) then
21: Wpbest ←W ; f(Wpbest)← F
22: end if
23: if (F < f(Wgbest)) then
24: Wgbest ←W ; f(Wgbest)← F
25: end if
26: for all vector elements n do
27: V0 ← κ ∗ V0 + c1 ∗ rand1() ∗ (Wpbest −W ) + c2 ∗ rand2() ∗ (Wgbest −W )
28: if (1 < V0 < 0) then
29: V0 ← rand()
30: end if
31: W ←W + V0
32: if (1 < W < 0) then
33: W ← rand()
34: end if
35: end for
36: end for
37: κ← κ− κ0; t← t+ 1
38: end while
39: for all scanning angles θ do
40: AFp ← 0
41: for all vector elements n do
42: AFp ← AFp +Wgbest ∗ ā
43: end for
44: end for
45: return AFp
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Table 6.1: Simulation parameters

Parameters Values

Network size 1000 m × 1000 m
Number of nodes 100, 200, 300
Number of anchor 1
Maximum communication range 100 m
Transmit power of an anchor 30 dBm
SNR threshold level -40 dBm
Path loss exponent 2
Shadowing noise variance 1

where, εb denotes the error associated with the beamforming process. It is defined as a ratio
of the aggregated value of all deviation weights obtained to the total number of sample points
(Ω) and expressed as follows.

εb =

Ω∑
i=1

δ(θi)

Ω
(6.12)

where, θi is the i-th sample angle over the range [−900, 900].

• Success rate (SR): It measures the degree of effective attempts to preserve the security of an
anchor on a particular trajectory in WSNs. Therefore, it is also defined as the ratio between
the number of successful attempts (Λs) and the total number of attempts (Λ) made by an
anchor over a specific time interval. It is expressed (in percentage) as follows.

SR =
Λs

Λ
× 100% (6.13)

where, a successful attempt means not permitting more than one neighboring node (worst
case) into the optimal pattern at a time.

6.5.2 Simulation environments

A set of simulations is carried out on the MATLAB software package (version 14). To keep
an analogy with the real-time deployment scenario, several off-line data are generated on PC
(Personal Computer). As a network architecture, a random deployment of 100, 200 and 300 nodes
(making different node densities) over a 2-D field of 1000 m × 1000 m is considered. Nodes are
supposed to be scattered with reasonable space to increase network coverage, avoiding interference
between them. The anchor is also considered as moving along random trajectories on the sensor
field and relaying data packets to nodes via private links. Adversaries are assumed to act either
by capturing a few benevolent nodes or by directly participating in data communications in the
network. As radio propagation in free space, a log-normal shadowing condition is assumed. The
simulation parameters are given in Table 6.1. They are compatible with MICAz motes, using
the IEEE 802.15.4 MAC protocol for common wireless narrowband transmission systems. Also,
the design parameters and specifications of the desired patterns for an antenna array are given in
Table 6.2. A maximum of 1000 iterations are chosen for the PSO algorithm where the variables
are kept in the range of {0,1}.

6.5.3 Simulation results

The security system is tested with a set of simulations for performance metrics as mentioned
above. However, the efficiency of beamforming depends on the length of the array.
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Table 6.2: Antenna design parameters and pattern attributes

Parameters Values

Array size 20, 30, 40
Frequency of operation 2.4 GHz
Spacing between elements 0.5 λ
SLL 0.01 (-40 dB)
FNBW 200

K 0.00001 (-100 dB)
θd 300

θn −200,−50, 100, 450, 600

(a) Convergence curves (b) Optimal patterns

Fig. 6.3. PSO-based pattern controls

And the success rate varies with the length of the array and the density of nodes. Thus, the
results are presented as Empirical Cumulative Distribution Functions (ECDF) taking 30 runs of
the program in all cases. Also, considering 100 nodes in the network, convergence curves and
optimal patterns for different array lengths are shown in Fig. 6.3(a) and Fig. 6.3(b), respectively.
It is observed that the beamforming process converges faster for a larger array length. This
happens because an optimal pattern often requires a narrower beamwith which is ensured with a
larger number of array elements. The optimized values for the array element excitation coefficients
are given in Table 6.3. Likewise, considering 100 nodes in the network, the beamforming efficiency
for different array lengths is illustrated in Fig. 6.4. The success rate (considering only 25 anchor
points in each run) under variable array lengths and node density is also shown in Fig. 6.5(a) and
Fig. 6.5(b), respectively. Note that the beamforming efficiency and success rate remain higher
for larger array length. The success rate also becomes higher when the density of nodes is lower
in the network. This happens because a low node density always guarantees fewer neighboring
nodes for an anchor. This, in turn, can ensure the least probability of compromised nodes in its
radio coverage.

6.5.4 Performance analysis

In WSNs, the performance of a security system mainly depends on two factors, such as

• node deployment scenarios, and

• attack scenarios.
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Table 6.3: Optimized element excitation coefficients (Wgbest)

Index Number of array elements (2N)
(n) N = 10 N = 15 N = 20

1 1.0000 1.0000 1.0000
2 0.9340 0.9693 0.9873
3 0.8505 0.9307 0.9297
4 0.7358 0.8813 0.8912
5 0.6098 0.7999 0.8971
6 0.4618 0.7324 0.8106
7 0.3389 0.6745 0.7440
8 0.2083 0.5832 0.7555
9 0.1252 0.4907 0.7060
10 0.0636 0.4307 0.6783
11 . . . 0.3050 0.6354
12 . . . 0.2282 0.6038
13 . . . 0.1689 0.5556
14 . . . 0.1298 0.4760
15 . . . 0.0615 0.4152
16 . . . . . . 0.3317
17 . . . . . . 0.2565
18 . . . . . . 0.1964
19 . . . . . . 0.1335
20 . . . . . . 0.0661

Fig. 6.4. Efficiency in pattern generation
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(a) Node = 100 (b) 2N = 20

Fig. 6.5. Success rate to secure anchor data

Thus, attacks would be greater for a network with higher node density. Also, the complexity
of the attack scenario must have a significant impact on the performance of a security system.
An ordinary security system often overlooks to include the necessary preventive measures against
such a complex attack scenario and does not perform well. The proposed security system is very
effective in mitigating physical layer attacks because it considers all adjacent nodes as compro-
mised. However, it can become fragile in the face of replay type of attacks, especially when the
ratio of compromised nodes to benevolent nodes becomes higher in the network or for a very dense
network. Combining a cryptographic system with it and using pairwise key distribution (when
transmitting data with an anchor) may not be useful in most cases. It also remains vulnerable
when there is no prior knowledge of the behaviors of a compromised node in the network. And the
anchor can share its secret keys with a compromised node via a direct link. On the other hand, a
compromised node prevailing on the patterns of another link can capture data packets generated
by the anchor. Thus, attackers could tamper with data packets and replay them on all adjacent
nodes. This would surely mislead the localization process on those particular nodes. Therefore,
some alternative measures should also be taken to identify the compromised nodes and eliminate
their effects on the localization process.

6.6 Summary

In this chapter, we have proposed a new security strategy for the anchor via antenna pattern
control and pseudo reference generation. It can protect the privacy of the mobile anchor against
physical layer attacks. Since an anchor is used as a reference node in the localization process, it
is always essential to preserve its privacy in the network. In the proposed system, a data packet
is securely transmitted by establishing a stable link with an optimal pattern. In most cases,
such a pattern can reduce the chances of attacks on an anchor by keeping adversaries beyond
its radio coverage. Moreover, pattern irregularities can complicate the data recovery process for
attackers, although some remain in the links. By relaying a pseudo reference for an anchor, the
confidentiality of the actual data is also preserved against direct attacks. However, this system
is realized with a simple attack scenario. In fact, adversaries can often install huge sophisticated
equipment/codes to decrypt a relayed data packet and gain access to its contents. Thus, it is still
possible to verify the operational feasibility of this system in more complex attack scenarios in the
future.
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Chapter 7

Implementation of a smart antenna
beamformer architecture on FPGA

7.1 Introduction

As discussed earlier, adaptive beamforming in a smart antenna can be effective for precise
localization of nodes in wireless sensor networks. In an erratic channel, a link with possibly a
narrower beamwidth is often suitable to send data for the nodes. It is also possible to cancel
interference from other nearby nodes by steering deep nulls and keeping the level of the sidelobes
lower in the pattern. However, the beamformer architecture must be reconfigurable to generate
the pattern coping with the radio irregularities [118]. To implement such a signal processor, a
digital platform is often preferred as it avoids the requirement of analog phase shifters [119, 120].
Although several platforms exist in the literature, the design technology based on FPGA (Field
Programmable Gate Array) is now the best suited for a wireless sensor network infrastructure
[121]. Since a smart antenna typically operates at a higher frequency (on the order of a few
GHz), it needs a high-speed parallel processor to compute the array weight vector for such
applications [122]. FPGA families can use their reconfigurable architectures to generate beams of
different shapes depending on the specific needs of the data routing operation [123]. Moreover,
it can address resource constraints requiring relatively minimal hardware. However, only a
few research proposals have been found so far that implement beamformers in smart antennas
based on conventional techniques [124, 125, 126]. They cannot suppress noise/interference when
transmitting data on an erratic channel and incorrect distance/angle estimation extends coverage
to attackers/interferers.

In this chapter, we have proposed the custom design of a beamformer architecture for the
smart antenna using the PSO. A linear symmetric array with non-uniform element excitations is
considered. Using the PSO, the weight vector containing the excitation coefficients of the array
elements is iteratively optimized. It always generates a pattern according to the desired attributes
stipulated on a reference template, described by the parabolic function. Using the FSMD (Finite
State Machine with Datapath) concept and the appropriate CORDIC (COordinate Rotation
DIgital Computer) blocks, the beamformer architecture is implemented on an FPGA chip. It is
robust to maintain data security, having the flexibility to control beamwidth, null positioning,
and SLL in the pattern. It also includes benefits such as less hardware, less power, and minimal
computational overheads needed for WSN infrastructures.

The rest of this chapter is organized as follows. In Section 7.2, an overview of the FPGA
architecture and the CORDIC method is explained. In Section 7.3, the design principle of the
proposed beamformer architecture is discussed. In Section 7.4, the hardware implementation on
FPGA is described. In Section 7.5, the results of the simulation are presented. Finally, Section
7.6 discusses the limitations and possible modifications of this system in the future.
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7.2 Design preliminaries

In the real-time WSN scenario, processors using traditional Von Neumann architectures with sev-
eral Multiplier-Accumulator (MAC) stages may not be suitable for processing huge accumulated
data. They also consume enormous power because their hardware is not customized for spe-
cific applications. Considering all the constraints of nodes like low power and volume, custom
processors/Application Specific Integrated Circuits (ASICs) would be a good choice. The recent
growth of microelectronics and digital technology makes FPGA families as flexible platforms for
the development of digital signal processors.

7.2.1 Field programmable gate array

An FPGA architecture consists of an array of Configurable Logic Blocks (CLBs) interconnected
by programmable routing resources [127]. CLBs generally act as basic building blocks, provid-
ing the basic logic gates and storage capacity to implement various user-defined logic functions.
They usually consist of Basic Logic Elements (BLEs) having Flip-flops (FFs) and Lookup Tables
(LUTs) along with an input/output Multiplexer (MUX) unit as general routing resources. At
each periphery, they are also surrounded by Input/Output Blocks (IOBs) that connect LUTs or
FFs via programmable interconnect networks to initiate interfacing with external devices. The
k-input LUTs are generally able to implement any k-input Boolean function by taking 2k number
of configuration bits stored in any block of static memory (SRAM) arranged on both sides of
an FPGA architecture. Typically, four-input LUTs constitute a slice, and each CLB contains
two slices that implement logic gates or small memories that control the connectivity of inter-
nal resource with internal MUX units. Routing interconnects involve wires and programmable
switches to establish a connection. Internal MUX units frequently control connectivity between
internal resources so that they can be reconfigured infinite times to implement new logical func-
tions. However, the re-configurability in a pre-fabricated FPGA structure regarding the optimized
circuit area, higher computational speed and lower dynamic power consumption, mainly depends
on the nature of the underlying programming technology associated with it [128, 129]. Thus,
an effective programming technology must contain all the attributes such as re-programmability,
non-volatility and use of the standard CMOS process. In fact, one of the popular technologies
based on static memory (SRAM), flash memory (EEPROM) or anti-fuse, does not only have all
these features. Using the standard CMOS process, the first one appears to dominate the other
two technologies. However, the topology of routing resources and logic blocks in the FPGA ar-
chitecture, known as floor planning, categorizes it in two types, such as hierarchical/tree based
and island-style/mesh based [130]. The latter one is more common for academic applications. In
this work, Xilinx Virtex-5 XC5VFX30T with ISE Design Suite 12.3 was used as the target FPGA
device and hence, its architecture is shown in Fig. 7.1 for a vivid understanding of designing
FPGA-based digital beamformers.

7.2.2 Coordinate rotation digital computer

CORDIC is a computationally efficient technique introduced by J. E. Volder in 1959. It can
compute many mathematical functions such as real/complex, trigonometric, and hyperbolic using
binary arithmetic. It is based on rotating a vector in 2-D coordinates (x, y) for a desired angle
(θ), as shown in Fig. 7.2. For different coordinates, it can have a unified form to add only
one parameter (µ0). It is also possible to use identical hardware for various signal processing
applications by changing only the initial conditions [131]. Thus, it has now become an ideal
solution for FPGA based flexible design technology. In this method, the rotation vector rotates
around the desired angle (θ) in a specific coordinate system. Thus, the final coordinates (xn, yn)
are computed by multiplying the initial coordinates (x0, y0) by a rotation matrix.
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(a) FPGA Virtex-5 board (b) Functional diagram of FPGA board

Fig. 7.1. FPGA Virtex-5 board and its functionality

Fig. 7.2. Rotating a vector in a 2-D plane

It is usually expressed (in matrix form) as follows.[
xn
yn

]
=

[
cos θ sin θ
− sin θ cos θ

] [
x0
y0

]
(7.1)

where, R
′
=

[
cos θ sin θ
− sin θ cos θ

]
denotes the rotation matrix.

Now, the rotation matrix can also be represented as follows.

R
′
= (cos θ)

[
1 tan θ

− tan θ 1

]
(7.2)

103



Chapter 7. Implementation of a smart antenna beamformer architecture on FPGA

The angle of rotation (θ) is decomposed into a set of elementary angles (θi) that can be obtained
by pseudo-micro-rotations. Thus, the angle is computed as the sum of a few constituent angles
iteratively, as follows.

θ =

p
′−1∑
i=0

σiθi (7.3)

where, σi denotes the direction of the micro-rotations.

It turns into a series of simple binary arithmetic with shift and add operations to assign
the constituent angles to the power of 2. Considering the elementary angles as θi = tan−1 (2−i)
for the i-th micro-rotations, the rotation matrix can be represented as follows.

R
′

i = ζi

[
1 2−i

−2−i 1

]
(7.4)

Due to the cosine term (cos θ), the rotation vector is scaled by a factor (ζ) through the iterations,
which takes form as follows.

ζ =

p
′−1∏
i=0

cos θi =

p
′−1∏
i=0

1√
1 + 2−2i

(7.5)

The scale factor converges to 1.6467605 and 0.8281 in a circular and hyperbolic coordinate
system, respectively. This can be avoided by initializing the rotation vector with a gain factor
(A

′
= 1

ζ
).

Thus, cosine/sine function is computed simply initializing the rotation vector respectively

as

[
x0
y0

]
=

[
A

′

0

]
or

[
x0
y0

]
=

[
0
A

′

]
in circular coordinates.

The CORDIC usually operates in two different modes, such as

• Rotation Mode (RM), and

• Vectoring Mode (VM).

The mode of operation is characterized by directions of the micro-rotations (σi) and initial coor-
dinates of the rotation vector (x0, y0) given as follows.

σi =

{
sign(zi) for rotation mode

−sign(yi) for vectoring mode
(7.6)

where,

[
x0
y0

]
=

[
1
0

]
and

[
x0
y0

]
=

[
1
y0

]
is set for rotation mode and vectoring mode, respectively.

Also, z or y acts as an accumulator for storing the angle of the micro-rotations in these two modes.
And, direction of micro-rotations depends on the sign of zi or yi which is represented as follows.

σi =

{
+1 if zi ≥ 0 or yi < 0

−1 otherwise
(7.7)

The CORDIC is used for a circular, linear, or hyperbolic coordinate system by choosing µ0 = 1,
0 or -1 and θi = tan−1 (2−i) , 2−i or tanh−1 (2−i), respectively.

The generalized forms of CORDIC equations are summarized as follows.

xi+1 = xi + µ0σi2
−iyi (7.8)
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yi+1 = yi + σi2
−ixi (7.9)

zi+1 = zi + σiθi (7.10)

The iterative process continues until a predefined termination criterion (imax) is reached. Algo-
rithm 15 explains the standard CORDIC in a circular coordinate system to compute the sine/cosine
function below. It avoids the scale factor by initializing the rotation vector to x0 = 0.61, y0 = 0.
It uses coordinates, rotation angles, and iterations to obtain an acceptable value for the sine and
cosine functions. Therefore, they are considered as the input and output variables, respectively.

Algorithm 15 Pseudo-code for realizing the sine/cosine function in CORDIC

Input: X-coordinate of rotation vector (x), Y-coordinate of rotation vector (y), Accumulator for storing
angle (z), Angle of rotation (θ) and Maximum permissible iterations (imax)

Output: Sine function (sin θ): −y ; Cosine function (cos θ): x

1: Initialize: i = 0, x = 0.61, y = 0, z = θ, imax

2: for all iterations i do
3: if (z ≥ 0) then
4: σ ← 1
5: else
6: σ ← −1
7: end if
8: x← x+ σ ∗ 2−i ∗ y; y ← y − σ ∗ 2−i ∗ x; z ← z − σ ∗ tan−1(2−i)
9: end for

10: return −y;x

7.3 Design methodology

As mentioned in the previous chapter, antenna pattern control is very useful in mitigating
malicious attacks at the physical layer. Thus, suitable hardware for beamforming in a smart
antenna is also required to implement a robust localization system. We considered the same
network architecture and the same protocols where the smart antennas are integrated with a
few mobile anchors. Smart antennas are used to estimate Angle of Arrival (AoA) information
from signals (sj) received from neighboring nodes and transmit beacon messages serially over
point-to-point links to those nodes. For secure data transmission, the antenna pattern should
be highly directional with a narrower beamwidth and lower sidelobe level. In hostile radio
environments, this is the primary beamforming requirement. However, the flexibility of placing
deep nulls in the interference direction can extend the second layer of protection against malicious
attacks. Also, the beamforming architecture must be reconfigurable, generating a new pattern
from time to time as needed on the same antenna configuration.

In this work, a reconfigurable architecture for a smart antenna beamformer is realized
with CORDIC and PSO. For each node in a cluster, it operates in three successive phases, such
as

• the formation of an appropriate reference template based on the AoA information,

• creating an array steering vector using the CORDIC block, and

• generation of an optimal pattern using the PSO module which optimizes the excitation
coefficients of the antenna elements in a linear array.

Fig. 7.3 illustrates such a smart antenna beamforming architecture. The detailed description of
the proposed design methodology is given below.
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Fig. 7.3. Smart antenna beamforming system

7.3.1 Reference template

In WSNs, it is always possible to keep all adjacent nodes out of radio links by placing deep nulls
in their directions. Otherwise, all nearby malicious/compromised node can eavesdrop to access
localization data. Likewise, maintaining a lower SLL and narrower beamwidth would be effective,
while precise estimation of localization data remains difficult in a compromised radio environment.
This can improve gain and directivity to avoid packet drop (data loss) issues. A reference template
must include these desired pattern attributes. Considering all neighboring nodes, each time a link
is established with one, assuming the others are the interferers. A reference template contains its
AoA data as the desired direction (θd) for beam steering. And the rest of the AoA data is selected
as directions (θn) for the null positioning. Algorithm 16 explains the construction of a reference
template based on the AoA information of the nodes. Since the generation of a reference template
requires several data of the received signal and specifications for the design of the antenna pattern,
they are considered as input variables. Likewise, the desired attributes of an antenna pattern are
considered as output variables. In this work, a parabolic function defines the reference template
(AFd) which is expressed as follows.

AFd(θ) =


1−

{
2(θ−θd)
FNBW

}2

if |θ − θd| ≤ FNBW
2

K if θ = θn
SLL otherwise

(7.11)

Where, the beamwidth between the first nulls (FNBW ), the level of the sidelobes (SLL), and
the depth of the nulls (K) are three user-defined variables to synthesize the desired pattern.

7.3.2 Array steering vector

Considering the geometry of a linear and symmetrical array with a uniform spacing (∆) between
the elements (2N), the beamforming function (AFp) can be written by modifying equation (6.6).
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It is expressed as follows.

AFp =

N∑
n=1

Wn cos

[(
n− 1

2

)
ψ

]
(7.12)

where, ψ = β∆(sin θ − sin θd) is the progressive phase shift component in a phased array that
produces the pattern in the direction, θd. Also, β is the wave number. Wn denotes the excitation
coefficient of the n-th element. However, in matrix form, this equation can also be represented as
follows.

AFp = W T ā(θ) (7.13)

where, [W ]N×1 and [ā(θ)]N×1 are respectively the weight vector and the array steering vector of
the smart antenna. The steering vector consists of sine and cosine functions. Therefore, a suitable
CORDIC block can be used to evaluate it. Algorithm 17 explains the making of an array steering
vector for this beamforming system. Since this involves CORDIC and antenna design parameters
to generate an array steering vector, they are considered the input and output variables.

Algorithm 16 Pseudo-code to generate the reference template

Input: AoA of received signals (φ), Number of signals received (D
′
), Desired signal direction (θd),

Directions of interfering signals (θn), Dynamic ranges of scanning angle (θ): {−900, 900}, Beamwidth
between the first nulls (FNBW ), Sidelobe level (SLL), Depth of nulls (K)

Output: Beam pattern with desired attributes (AFd)

1: Initialize: j, k = 1, θ = −900,K,D
′
, SLL, FNBW

2: for all received signals j do
3: θd ← φ[1]
4: for all scanning angles θ do
5: if (|θ − θd| ≤ FNBW

2 ) then

6: AFd ← 1−
{

2 ∗ (θ−θd)
FNBW

}2

7: else
8: AFd ← SLL
9: end if

10: for all interfering signals k do
11: if (k ≤ D′ − 1) then
12: θn ← φ[k + 1]
13: end if
14: if (θ = θn) then
15: AFd ← K
16: end if
17: end for
18: end for
19: return AFd

20: for all interfering signals k do
21: if (k ≤ D′ − 1) then
22: φ[k]← φ[k + 1]
23: end if
24: end for
25: φ[D

′
]← θd

26: end for
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Algorithm 17 Pseudo-code for constructing an array steering vector

Input: Maximum permissible iterations (imax), Desired signal direction (θd), Number of symmetric array
elements (N), Spacing between elements (∆), Wave number (β), Dynamic ranges of scanning angle
(θ): {−900, 900}

Output: Array steering vector (ā)

1: Initialize: β = 2π
λ ,∆ = λ

2 , n = 1, i = 0, θ = −900, N, imax

2: z ← θd;Flag ← 0;x← 0.61; y ← 0
3: for all permissible iterations i do
4: if (z ≥ 0) then
5: σ ← 1
6: else
7: σ ← −1
8: end if
9: x← x+ σ ∗ 2−i ∗ y; y ← y − σ ∗ 2−i ∗ x; z ← z − σ ∗ tan−1(2−i)

10: end for
11: sin θd ← −y;ψ0 ← β ∗∆ ∗ sin θd;Flag ← 1
12: for all scanning angles θ do
13: z ← θ; sin θ ← −y;ψ1 ← β ∗∆ ∗ sin θ;ψ ← ψ1 − ψ0;Flag ← 2
14: for all vector elements n do
15: z ←

(
n− 1

2

)
∗ ψ; cos

[(
n− 1

2

)
∗ ψ
]
← x; ā← cos

[(
n− 1

2

)
∗ ψ
]

16: end for
17: Flag ← 1
18: end for
19: return ā

7.3.3 Optimal pattern

For pattern optimization, a well-known stochastic process called PSO is used in the beamforming
system. The array element excitation coefficients (N) are iteratively updated by the PSO. By
choosing a symmetric structure, the optimization problem is reduced to half of the actual/physical
dimensions of the array (2N). Also, the boundary limit is set to a value in the range {0,1} for
each vector element, simply giving a dynamic range of 1 in the optimization process. The fitness
function (F ) is formulated as the sum of all deviations (δ) obtained between the desired pattern
(AFd) and the produced pattern (AFp). It is expressed in equation (6.8) which is re-written as
follows.

F = min

{∑
∀θ

δ(θ)

}
(7.14)

Thus, the fitness value is evaluated for scanning angles ranging from −900 to 900 with an interval
of 10. Each deviation is usually assigned a penalty value of 1 each time it violates the design goal
(AFp ≤ AFd). This is also defined in the equation (6.9) which is re-written as follows.

δ =

{
1 if AFd − AFp < 0

0 otherwise
(7.15)

Thus, the process always converges towards a better design (having a minimal penalty). It keeps
record of the best solution ever achieved. Algorithm 18 explains the optimal pattern generation
of this beamforming system. Here, the PSO is used to produce an optimal pattern by taking the
template as a reference. Accordingly, the input and output variables are considered with their
attributes.
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Algorithm 18 Pseudo-code for generating the optimal pattern

Input: Maximum permissible search time (tmax), Array weight vector (W ), Weight update vector (V0),
Number of vector set (M), Number of vector elements (N), Dynamic ranges of the vector elements:
{0,1}, Array steering vector (ā), Dynamic ranges of the scanning angle: {−900, 900}, Desired beam
pattern (AFd) and Inertia weight (κ)

Output: Beam pattern (AFp) with the optimum weight vector (Wgbest)

1: Initialize: m,n, t = 1, θ = −900, κ = 0.9, κ0 = 0.5
tmax

, f(Wgbest) =∞,M,N, tmax

2: for all vector set m do
3: f(Wpbest)←∞
4: for all vector elements n do
5: W ← rand();V0 ← rand()
6: end for
7: end for
8: while (t ≤ tmax) do
9: for all vector set m do

10: F ← 0
11: for all scanning angles θ do
12: AFp ← 0
13: for all vector elements n do
14: AFp ← AFp +W ∗ ā
15: end for
16: if (AFp > AFd) then
17: δ ← 1;F ← F + δ
18: end if
19: end for
20: if (F < f(Wpbest)) then
21: Wpbest ←W ; f(Wpbest)← F
22: end if
23: if (F < f(Wgbest)) then
24: Wgbest ←W ; f(Wgbest)← F
25: end if
26: for all vector elements n do
27: V0 ← κ ∗ V0 + c1 ∗ rand1() ∗ (Wpbest −W ) + c2 ∗ rand2() ∗ (Wgbest −W )
28: if (1 < V0 < 0) then
29: V0 ← rand()
30: end if
31: W ←W + V0
32: if (1 < W < 0) then
33: W ← rand()
34: end if
35: end for
36: end for
37: κ← κ− κ0; t← t+ 1
38: end while
39: for all scanning angles θ do
40: AFp ← 0
41: for all vector elements n do
42: AFp ← AFp +Wgbest ∗ ā
43: end for
44: end for
45: return AFp
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7.4 System implementation

The beamforming system is implemented on an FPGA device. The FPGA enables parallel process-
ing in practice. Unlike conventional processors, it always develops a reconfigurable and distributed
arithmetic structure using the internal logic blocks. It avoids instruction fetch and data load/store
bottlenecks at runtime. Thus, it is now the most popular and flexible design solution in the digital
platform [132]. The digital beamforming architecture consists of two functional blocks, such as

• control unit, and

• data unit.

A digital beamforming system can be developed using Finite State Machine with Datapath
(FSMD) design methodology. The Finite State Machine (FSM) acts as a controller, and the
datapath performs digital signal (data) processing operations in this system. It translates the se-
quence of operations (statements) of the beamforming algorithm into states and represents them
by state diagrams. A state diagram includes several states and arcs that describe the operational
flow through a series of commands and actions specified by arithmetic expressions. Such expres-
sions involve external inputs, outputs, and other variables used in the algorithm. In this work,
we realized the functionality of the beamforming processor with three separate modules corre-
sponding to the reference template, CORDIC, and PSO, as in Fig. 7.3. According to the AoA
information, the template module first produces a suitable pattern, AFd to use as a reference.
Then, based on the antenna design parameters (N, β,∆, and θd), the CORDIC block forms the
array steering vector, ā. Finally, by comparing each candidate design with the reference, the
PSO module evaluates the fitness function, F and generates the optimal pattern, AFp with the
optimized weight vector, Wgbest after the prescribed iterations, tmax. A detailed description of the
FSMD design method and beamforming architecture is given below.

7.4.1 Finite state machine with datapath

The datapath is a collection of registers (store interim data), data processing units (compute
arithmetic expressions), and routing networks (transfer data via buses). It performs a specific
operation based on the command signal from the FSM and produces the internal status signal
(flag). The FSM has a state register, input and output logic for a state transition. It uses the
external commands and the datapath status signal as input. Thus, it generates the control signals
to specify the datapath operation. Also, it can generate an external status signal (reset/halt)
which indicates the operational status of the system.

Here, we used three distinct FSMDs to describe the behavioral model of the proposed
beamforming algorithm. Fig. 7.4 illustrates the state diagram for generating a reference
template based on AoA information. The first data, ϕ[1] in the register containing the AoA
information is selected as the direction of the orientation of the main lobe (θd) and the others
as the directions of placement of the deep nulls (θn). The register, ϕ is shifted left by one data
position in each case of a new template generation. The process repeats until the last data
comes first. Therefore, the number of reference templates produced is equal to the number of
data (D

′
) available in the register at any given time. The template is also defined by a specific

SLL, null depth (K), and FNBW . A parabolic function characterizes the main lobe in this work.

Fig. 7.5 shows the state diagram for creating an array steering vector. Three status sig-
nals (flag) are used to control the computation of the sine and cosine functions on the CORDIC
block. Thus, the trigonometric sine functions, sin θd and sin θ, are computed by setting the
register, Flag to a value of 0 and 1, respectively. The array steering vector described by
the trigonometric cosine function, cos

[(
n− 1

2

)
ψ
]
is further computed using the array design

parameters (β,∆, and N) when the contents of the register, Flag becomes 2.
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Likewise, Fig. 7.6 shows the state diagram for producing the optimal pattern on the PSO unit.
Fitness values are initialized to infinity for personal and global best position. Usually, this means
a high value obtained with the worst design condition, yielding the deviation, δ to 1 in all cases
(where, ∞ ≥ 181). Also, the position and velocity vectors are primarily defined by the variable,
rand() which represents a random distribution on the boundary of {0,1}. Table 7.1 also describes
the functionality of the beamforming processor in each state.

Fig. 7.4. State diagram of reference template module

Fig. 7.5. State diagram of CORDIC module
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Fig. 7.6. State diagram of the PSO module

Table 7.1: Beamforming processor behaviors in the FSM

State Command Action
S0 Reset/Start Activate counter j
S1 Clock, j ≤ D

′
Activate counter θ; Move first content
of register φ to register θd

S2 Clock, θ ≤ 900 Subtract register θd from register θ;

Compare difference with FNBW
2

S3 |θ − θd| ≤ FNBW
2

Set register AFd to 1−
{

2(θ−θd)
FNBW

}2

S4 |θ − θd| > FNBW
2

Set register AFd to SLL
S5 Clock Activate counter k
S6 Clock, k ≤ D

′ − 1 Move rest contents of register φ to
register θn one by one

S7 θ = θn Set register AFd to K
S8 θ ̸= θn Update counter k
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Table 7.1: Beamforming processor behaviors in the FSM

State Command Action

S9 Clock, k > D
′ − 1 Update counter θ

S10 θ > 900 Set Flag register to 0; Move register
θd to accumulator z

S11 Clock Activate counter i; Set register x to
0.61; Set register y to 0

S12 z ≥ 0 Set register σ to 1
S13 z < 0 Set register σ to -1
S14 Clock, i ≤ imax Update register x, y and z
S15 Clock Update counter i
S16 i > imax Check Flag register content
S17 Flag = 0 Load register ψ0; Set Flag register to 1
S18 Clock Activate counter θ
S19 Clock, θ ≤ 900 Move register θ to accumulator z
S20 Flag = 1 Load register ψ1 ; Subtract register ψ0

from ψ1 ; Set Flag register to 2
S21 Clock Activate counter n
S22 Clock, n ≤ N Set accumulator z to (n− 1

2
)ψ

S23 Clock Move register x to register ā
S24 Clock Update counter n
S25 Clock, n > N Set Flag register to 1; Update counter θ
S26 θ > 900 Set register κ to 0.9 and f(Wgbest) to

∞; Activate counter m and t
S27 Clock, m ≤M Set register f(Wpbest) to ∞; Activate counter n
S28 Clock, n ≤ N Move register LFSR to register W and V0
S29 Clock Update counter n
S30 n > N Update counter m
S31 m > M, t ≤ tmax Activate counter m
S32 Clock,m ≤M Set register F to 0; Activate counter θ
S33 Clock,θ ≤ 900 Set register AFp to 0; Activate counter n
S34 Clock,n ≤ N Update register AFp

S35 Clock Update counter n
S36 n > N,AFp > AFd Set register δ to 1; Update register F
S37 Clock,AFp ≤ AFd Update counter θ
S38 θ > 900, F < f(Wpbest) Move register W to register Wpbest;

Update register f(Wpbest)
S39 F < f(Wgbest) Move register W to register Wgbest;

Update register f(Wgbest)
S40 Clock, F ≥

f(Wpbest), F ≥ f(Wgbest)
Activate counter n

S41 Clock, n ≤ N Update register V0
S42 1 < V0 < 0 Move register LFSR to register V0
S43 Clock, 1 ≥ V0 ≥ 0 Update register W
S44 1 < W < 0 Move register LFSR to register W
S45 Clock, 1 ≥ W ≥ 0 Update counter n
S46 n > N Update counter m
S47 m > M Update counter t; Update register κ
S48 t > tmax Activate counter θ
S49 Clock, θ ≤ 900 Set register AFp to 0;Activate counter n
S50 Clock, n ≤ N Update register AFp
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Table 7.1: Beamforming processor behaviors in the FSM

State Command Action
S51 Clock Update counter n
S52 n > N Update counter θ
S53 θ > 900 Activate counter k
S54 Clock, k ≤ D

′ − 1 Shift contents of register φ left
S55 Clock Update counter k
S56 k > D

′ − 1 Move register θd to last content of
register φ; Update counter j

S57 j > D
′

Halt the process

7.4.2 Proposed architecture

FSMD design technology often implements a digital system as a Register Transfer Level (RTL)
circuit [133]. The RTL models a synchronous digital circuit that describes the flow of signals (data)
between registers and performs logical operations on these signals/data. It is very convenient to
represent the circuit at the register level by the Hardware Description Language (HDL). Also,
it may be easier to derive the gate-level representation and the actual wired connectivity of the
circuit. For the algorithm, an HDL (Verilog/VHDL) declares the variables with the registers
and describes the statements (if -then-else, arithmetic expressions) with the combinational logic
circuits. The system architecture is developed here as a combination of three modules, such as

• Template,

• CORDIC, and

• PSO.

It uses an embedded clock to synchronize the operation of each module. Fig. 7.7, Fig. 7.8, and
Fig. 7.9 respectively illustrate the internal circuits of each module in RTL. In RTL, a Boolean
expression (binary arithmetic) composed of variables, constants, and the content of registers, de-
fines the data processing operations. It can be implemented with a combinational logic circuit.
It always operates clock-by-clock and performs a state transition of the state register. Thus, a
data transfer occurs to a specific sequential logic circuit/register at the next rising edge of the
clock. The state register output is used to control the function of the multiplexer and selects the
data desired in a particular operation. Closed feedback loops preserve the current contents of
sequential logic circuits (registers) when they are not changed. Likewise, a data routing operation
is performed with a multiplexing circuit (multiplexer, tri-state buffers) which correctly transfers
the desired data to a specific register in each state. A conditional data assignment statement
(if -then-else) is implemented with a 2×1 multiplexer whose select input contains a Boolean (rela-
tional/logical) expression. When the condition is satisfied, it passes the data from the true (logic
1) input port to the output port. Otherwise, it transfers data from the false (logic 0) input port.
Also, a loop statement (for/while) in the algorithm is executed through three sequential data
operations: preliminary data assignment, conditional data assignment, and increment/decrement
data assignment. Thus, it realizes a loop counter composed of three-level hardware architectures,
such as

• a register (corresponding to the loop variable) which is loaded with the initial data and
updates it at each count,

• a 2×1 multiplexer (having a relational expression as select input) to check the status of an
update or keep the register contents unchanged, and

• a multiplexer (containing the output of the state register as a select input) which transfers
the data to the sequential logic circuit/register in a suitable clock.
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While the same loop counters are used in different modules, it resets them to separate clocks.
An FPGA chip can store all constants and parametric values of user-defined variables in Block
Random Access Memory (BRAM). Also, the random function, rand() is realized with a 16-bit
Linear Feedback Shift Register (LFSR). All other data storage/transfer operations are performed
with the 12-bit registers for this work.

Thus, the template module contains four data registers (AFd, ϕ, θd, θn) and three loop counters
(j, k, θ). Also, the CORDIC module includes eight data registers (Flag, x, y, z, ā, σ, ψ0, ψ1) and
three loop counters (i, n, θ). The PSO module involves four loop counters (t,m, n, θ) and eleven
data registers (AFp, κ,W, V0, F, δ, rand(), f(Wpbest), f(Wgbest),Wpbest,Wgbest).

Fig. 7.7. RTL schematic of the Template module

7.4.3 FPGA design flow

The FPGA-based design methodology is now considered a versatile platform for SoC (System-
on-Chip) development. It has a structural design that can integrate high-speed programmable
processors and resources into a single chip. Implementation performance is also greatly enhanced
by the introduction of efficient CAD (Computer Aided Design) tools to map the system design to
its architecture [127]. Generic CAD/software design flow has the ability to initiate the hardware
description of complex design features with a high-level language (VHDL/Verilog) known as HDL
(Hardware Description Language) which eventually converts them into bit-stream for program-
ming/loading to the FPGA [133].
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Fig. 7.8. RTL schematic of the CORDIC module

The entire implementation process is depicted by arranging its different modules in chronological
order as in Fig. 7.10. At design entry, the structural/behavioral modeling of the design is pre-
pared with a hardware description language for parallel execution. Then, a functional simulation
of the design is performed with given sets of test inputs for a certain period to ensure perfect
logical functionality. Subsequently, the hardware compilation phase involves several steps that
are summarized in synthesis, mapping, clustering/packing, placement and routing. At the syn-
thesis stage, the HDL description of the design at the Register Transfer Level (RTL) is translated
into an intermediate logical structure, namely the netlist, which is usually stored in a standard
format called EDIF (Electronic Design Interchange Format). The mapping algorithm transforms
the netlist into actual macrocells from the given design library, composed of k-input LUTs and
flip-flops. The clustering phase forms several clusters each having a group of k logic blocks (CLBs)
which are then mapped directly to the Basic Logic Elements (BLEs) on FPGA. The placement
algorithm recognizes the logic blocks required in the FPGA for a particular design implementation
and optimizes their configuration by packing them close enough to minimize required wiring or
balance wiring density or maximize speed. The routing scheme allocates nets to dedicated routing
resources.
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Fig. 7.9. RTL schematic of the PSO module
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Fig. 7.10. Block schematic of FPGA design flow

Thus, the compilation phase optimizes various design aspects like depth/slack, area or power, and
finally generates a bit-stream file using a loader. As the state of the memory bits in SRAM (Static
Random Access Memory) determines the behavior of the logical function, the file is also fed back
to the simulation stage for error checking in the desired design and impairment complications with
size or timing in hardware design. Now, these bit-stream/binary data files should be downloaded
to the FPGA chip to test the particular hardware design in a real environment.

7.5 Performance evaluation

The beamforming architecture should always provide a stable link with a highly directional pattern
for the desired node. It must also produce a lower sidelobe level and deep nulls to keep all nearby
nodes out of its radio coverage. Proper benchmark functions are often desirable for evaluating its
performance in a simulation environment.

7.5.1 Performance metrics

Performance depends on the accuracy of the beamforming process and the complexity of the
system (hardware resource usage, computational overhead, and power consumption). Therefore,
it is verified under four metrics as follows.

• Beamforming accuracy (Λb): It is a measure of exactness to produce the patterns according
to the beamforming attributes defined on the template. In other words, it represents all the
deviations of the optimal pattern from the desired specifications.
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It can be expressed (in percentage) as follows.

Λb =

(
1−

∑
∀k
δk

K0

)
× 100% (7.16)

where, K0 is the total number of sample points taken to measure deviations.

• Hardware resource utilization (υ): It is a quantitative measure that indicates the number
of resources used out of the total resources available in the FPGA device and is usually
expressed (in percentage) as a ratio between them as follows.

υ =
nu

nt

× 100% (7.17)

where, nu and nt represent the number of resources used and the total resources available in
the system, respectively.

• Computation time (τb): It measures the total time it takes for the system to execute the
weight vector computation and produce the optimal pattern. Therefore, it depends on the
total number of clock cycles needed to achieve convergence in the search process and ex-
pressed (in milliseconds) as follows.

τb = tconNctc (7.18)

where, Nc, tcon, and tc indicate the number of clock cycles per search, convergence time, and
clock period, respectively.

• Power consumption (ρt): It is the measurement of total power dissipation in internal circuits
which usually arises in two forms: static power (caused by leakage currents) and dynamic
power (caused by capacitive loads). So, it is expressed (in milliwatts) as the sum of these
two power components as follows.

ρt = ρs + ρd (7.19)

where, ρs and ρd denote the static and dynamic power in the system, respectively.

Table 7.2: Simulation parameters

Parameters Values

Number of antenna elements 20
Spacing between the elements 0.5λ
Sidelobe level 0.0316 (-30 dB)
Beamwidth between the first nulls 200

Depth of the nulls 0.00001 (-100 dB)
Angle of arrivals −450,−300,−100, 200, 400

FPGA board frequency 122.64 MHz
Number of particles 20
Maximum permissible search time in PSO 1000
Maximum permissible iterations in CORDIC 10

7.5.2 Simulation environments

A set of simulations are performed on the Xilinx Virtex-5 (device: XC5VFX30T, frequency: 122.64
MHz) FPGA board for beamforming accuracy, FPGA resource utilization, power consumption,
and computation time. Simulation parameters are chosen keeping compatibility with small wireless
measurement systems such as the Crossbow MICAz mote which operates with a 2.4 GHz RF
transceiver and uses IEEE 802.15.4 MAC protocols. Table 7.2 shows all the simulation parameters
for this work. The Verilog Hardware Description Language (HDL) maps the proposed design
directly to the FPGA board [132].

119



Chapter 7. Implementation of a smart antenna beamformer architecture on FPGA

7.5.3 Simulation results

The performance of the beamforming system is tested by taking a set of simulations for the
metrics mentioned above. Fig. 7.11(a), Fig. 7.11 (b), Fig. 7.11 (c), Fig. 7.11 (d), and Fig.
7.11 (e) show the optimal patterns for specific AoA data respectively. These figures explain that
reducing SLL can improve the protection layer in node localization if the null steering fails due
to poor AoA estimation. Table 7.3 provides the corresponding optimized values for the elements
of the weight vector. Also, Fig. 7.12 illustrates the convergence behaviors of the beamforming
process in each case. However, the accuracy and convergence in a beamforming process can vary
for different beam steering angles. Therefore, they are presented as the Empirical Cumulative
Distribution Function (ECDF) considering 30 runs of the program and plotted in Fig. 7.13 (a)
and Fig. 7.13 (b), respectively. Table 7.4 also lists the minimum and maximum levels of accuracy
and convergence achieved for these particular cases. It is observed that the accuracy always
decreases, and more iterations are required to complete the process when the magnitude of the
beam steering angle becomes larger.

The data obtained from the experiments on the Xilinx virtex 5 (version: ISE 14.7) FPGA
board verify the complexities of the system (both space and time). Table 7.5 and Table 7.6
provide these data respectively. It only uses fewer resources which remain almost consistent in all
cases. Here, we have computed the execution time for a minimum number of iterations needed,
and they are also within an acceptable limit. Table 7.7 gives the power consumption statistics.
It requires a low power which remains constant in all cases.

Simulation results for resource usage, computation time, and power consumption are com-
pared to some well-known methods and presented in Table 7.8 and Table 7.9, respectively. They
clarify that the proposed system often requires less power and can be realized with a minimum
of hardware resources. Also, its execution time is comparable to others.

Table 7.3: Optimal values of the weight vector (Wn)

Index Directions of beam orientations (θd)
n −450 −300 −100 200 400

1 0.9623 0.9110 0.9072 0.8864 0.9619
2 0.9190 0.8338 0.8897 0.8716 0.8959
3 0.8844 0.8030 0.7712 0.8391 0.8303
4 0.7528 0.7345 0.7075 0.7293 0.6914
5 0.6722 0.6203 0.5717 0.5760 0.6530
6 0.5950 0.4495 0.4968 0.5288 0.5393
7 0.4030 0.4417 0.3102 0.3836 0.4167
8 0.3415 0.2359 0.2028 0.3029 0.2521
9 0.2692 0.1952 0.1842 0.1789 0.2304
10 0.1860 0.0983 0.0680 0.1040 0.1422

Table 7.4: Accuracy and convergence of the beamforming process

Directions of beam
orientations (θd)

Accuracy (%) Iterations
Minimum Maximum Minimum Maximum

−450 93.37 93.92 9 901
−300 97.24 97.79 1 919
−100 97.79 98.34 1 968

200 97.79 98.34 2 899
400 95.03 95.58 1 932

120



Chapter 7. Implementation of a smart antenna beamformer architecture on FPGA

(a) θd = −450 (b) θd = −300

(c) θd = −100 (d) θd = 200

(e) θd = 400

Fig. 7.11. Optimal patterns for a cluster
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Fig. 7.12. Convergence in the beamforming process

(a) Beamforming accuracy (b) Convergence speed

Fig. 7.13. Efficiency of the beamforming process

Table 7.5: FPGA resource utilization

Parameters Directions of beam orientations (θd)
−450 −300 −100 200 400

FFs 724 out of
20480 (3 %)

724 out of
20480 (3 %)

724 out of
20480 (3 %)

724 out of
20480 (3 %)

724 out of
20480 (3 %)

LUTs 1079 out of
20480 (5 %)

1093 out of
20480 (5 %)

1092 out of
20480 (5 %)

1092 out of
20480 (5 %)

1091 out of
20480 (5 %)

Slices 447 out of
5120 (8 %)

442 out of
5120 (8 %)

435 out of
5120 (8 %)

396 out of
5120 (7 %)

453 out of
5120 (8 %)

IOBs 25 out of 360
(6 %)

25 out of 360
(6 %)

25 out of 360
(6 %)

25 out of 360
(6 %)

25 out of 360
(6 %)

BRAM 1 out of 68
(1 %)

1 out of 68
(1 %)

1 out of 68
(1 %)

1 out of 68
(1 %)

1 out of 68
(1 %)

DSP48 7 out of 64
(10 %)

7 out of 64
(10 %)

7 out of 64
(10 %)

7 out of 64
(10 %)

7 out of 64
(10 %)
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Table 7.9: Comparison of computation time and power consumption

Beamforming systems Computation time (ms) Power consumption (mW)

PSO-CORDIC 0.089 846.76
D3 [135] 6 4284
QRD-MGS [136] 0.037 2654
STAP [137] 0.144 6369

7.5.4 Performance analysis

The time complexity of the beamformer can be computed as the sum of the complexities obtained
in its three modules (e.g. Template, CORDIC, and PSO). Here, the template generation depends
on the number of received signals or the number of neighboring nodes and thus its complexity is
O(n). Likewise, the convergence of the PSO algorithm depends on the number of array elements
and the number of particles. So, it shows a complexity of O(n2). However, the CORDIC algorithm
normally converges after the 10-th iteration to compute the sine/cosine function and therefore has
constant complexity. Thus, the total complexity is O(n2).

7.6 Summary

In this chapter, we have proposed the design and implementation of a new beamformer for a smart
antenna. It has a reconfigurable architecture that provides a stable link to the desired node each
time with a higher directive gain pattern. Besides, patterns are produced with lower SLL and
by placing deep nulls in the directions of neighboring nodes, keeping them out of radio coverage.
Thus, it is well suited for the precise localization of wireless nodes in a hostile environment. The
beamformer works with three separate modules, such as Template, CORDIC, and PSO. Based on
the estimated AoA data, the Template module produces a reference pattern that has a prescribed
SLL, FNBW, and null depth. The CORDIC module produces the steering vector for the smart
antenna based on the array design parameters. The PSO module produces an optimal value for
the weight vector of the array evaluating the fitness function, resulting in an optimal pattern.
In this work, we used the FSMD design technique to realize the beamformer on a dedicated
FPGA chip and verified its performance with multiple fixed-point hardware-level simulations of
several metrics. It shows that higher beamforming accuracy is achieved using minimal hardware
resources. This validates its operational feasibility by tiny nodes with limited resources. However,
this system is developed with a behavioral model and reveals high latency. Thus, it is still possible
to test its performance on a parallel and pipeline architecture in the future.
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Chapter 8

Implementation of an anchor
coprocessor architecture on FPGA

8.1 Introduction

Localization systems must be robust, accurate, and energy-efficient in a WSN. A localization
system using a mobile anchor that computes location centrally can avoid computational overhead
at resource-constrained nodes. It speeds up the localization process and improves network
lifetime by reducing node power consumption. The anchor often plays a vital role in accurately
estimating the positions of nodes in the network. Equipped with a GPS receiver, it provides
reference information for position computations by trilateration/triangulation. Thus, an anchor
coprocessor on dedicated hardware performs the localization process faster with low power
consumption. Moreover, the localization process becomes secure by preserving the privacy of the
anchor (the introduction of mobility always ensures the lowest probability of being compromised).
An anchor often utilizes the CPU (Central Processing Unit) more efficiently by balancing the
loads between two processors. The coprocessor architecture must also be reconfigurable to
become scalable across the network, coping with radio irregularities. Although several digital
platforms currently exist in the literature, the FPGA-based technology is well suited to a WSN
infrastructure. FPGA families produce reconfigurable architectures to meet resource constraints
requiring relatively minimal hardware [138]. Despite this, only a few research proposals have
resulted in the hardware implementation of localization systems in WSNs. These were also
based on conventional RSS/AoA measurement techniques which cannot perform well in a harsh
environment.

In this chapter, we have proposed the design and implementation of a coprocessor archi-
tecture for a mobile anchor on an FPGA chip. The coprocessor operates on a localization
system that computes node positions centrally using RSS and AoA information obtained with
a smart antenna. It uses CORDIC to evaluate the sine/cosine function for particular AoA data
and the appropriate FSMD models. It provides robust and precise node localization with less
computation time.

The rest of this chapter is organized as follows. In Section 8.2, an overview of coprocessor
functionality in computing node positions is given. In Section 8.3, the design methodology of the
proposed coprocessor architecture is discussed. In Section 8.4, the hardware implementation on
FPGA is explained. In Section 8.5, the results of the simulation are presented. Finally, Section
8.6 discusses the limitations and possible modifications of this system in the future.
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8.2 Coprocessor features

The anchor distributes all the tasks of the localization process between its two processors: the
main processor and the coprocessor. Fig. 8.1 illustrates the data communications between the
different parts of the anchor for the operation of its coprocessor (the solid line and the dotted
line represent the data transfer in the coprocessor and the main processor, respectively). The
main processor performs various tasks such as mode switching, GPS data retrieval, smart antenna
control, etc. It transforms GPS data collected from geodetic coordinates (latitude, longitude) into
Cartesian coordinates enabling position computation with a trigonometric principle (triangula-
tion/trilateration). It collects angle of arrival and RSS data from the built-in AoA estimator and
signals intercepted on the smart antenna, respectively. It then passes this data to the coprocessor
for further processing. The coprocessor divides the entire localization process into three successive
phases, such as

• cluster formation,

• distance and angle (image) estimation, and

• position computation.

It only considers the signals received from neighboring nodes having an RSS exceeding a prescribed
threshold and thus forms a cluster. For each clustering node, it estimates the distance (d) using
the path loss and computes the angle (image) for the accumulated angle of arrival (θ) information.
It keeps all these data (ID, d, θ and θ

′
) and its current reference (xa, ya) retrieved from the GPS

receiver in a table. It then iteratively checks and modifies the table to have a few nodes/IDs twice
for two distinct anchor points. Finding a few of these nodes, it computes the position only for
them and keeps the data in a separate table. Finally, the main processor transmits the estimated
position data to the corresponding nodes using an appropriate scheduling mechanism. It also
updates the database for any nodes that are not yet localized. If it turns out that there are still
a few nodes to localize, it retains its current mode of operation (active/receive) and activates the
servo systems to move to a new reference along a random trajectory. Otherwise, it will switch
into a power-saving mode (idle/sleep).

Fig. 8.1. Functional diagram of the anchor coprocessor
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8.3 Design methodology

The coprocessor performs all tasks related to node position computation, such as cluster formation,
distance estimation, angle (image) calculation, deviation calculation, position estimation (origi-
nal/imaginary and mean), etc. Each time, it stores the mean position in memory. To achieve this,
it also involves evaluating a few mathematical functions like square root, modulus, sine/cosine,
etc.

8.3.1 Cluster formation

The coprocessor responds only to signals above a prescribed threshold in signal-to-noise ratio
(SNRth). It often forms a unique cluster with a few neighboring nodes whose RSS exceeds
the SNRth. It stores all information of clustering nodes in table, U. Algorithm 19 explains
cluster formation process given below. Each time, the process begins with a random anchor
point and a finite number of nodes. And this procedure continues until it reaches the maximum
permissible anchor points (tmax) or the localization of all nodes is finished. Since the formation
of the cluster requires several data about the signals received from nodes and anchor references,
they are considered as input variables. Likewise, the cluster size and the pointer to the data table
are considered output variables.

Algorithm 19 Pseudo-code for forming clusters and keeping their databases

Input: Maximum number of permissible anchor points (tmax), Number of nodes in active mode (Ns),
Threshold level in signal-to-noise ratio (SNRth), Received signal strength (RSS), Angle of arrivals of
the received signals (AoA), Neighboring node IDs: [ID], Position of the anchor (xa, ya) in Cartesian
coordinates, and Receive mode of anchor: mode state (ms) = ‘Set’

Output: Cluster size (CS), Pointer value in data table (Ptr), Idle mode of the anchor: mode state (ms)
= ‘Reset’

1: Initialize: Ptr,R = 0, t,ms =‘Set’,Ns, SNRth, tmax

2: while (t ≤ tmax) do
3: xa ← 1000 ∗ rand(); ya ← 1000 ∗ rand();CS ← 0; i← 1
4: while (i ≤ Ns) do
5: if (RSS[i] ≥ SNRth) then
6: CS ← CS + 1;Ptr ← Ptr + 1;U [Ptr][1]← ID[i];U [Ptr][2]← RSS[i];
7: U [Ptr][3]← AoA[i];U [Ptr][4]← xa;U [Ptr][5]← ya;U [Ptr][6]← 0
8: end if
9: i← i+ 1

10: end while
11: if (Ptr = 2Ns) then
12: break
13: end if
14: t← t+ 1
15: end while
16: ms← Reset
17: return ms,CS, P tr

8.3.2 Distance and angle (image) estimation

The coprocessor estimates the distance of clustering nodes using the path loss model. The path
loss (Lp) is a function of distance (d) which is estimated using equation (2.1). Considering log-
normal shadowing conditions in free space propagation, the distance is estimated by choosing the
parameters as Xση = 1, α = 2 and d0 = 1 meter in equation (2.1).
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Fig. 8.2. Generation of original and imaginary position for nodes

Usually, the smart antenna has a built-in AoA estimator. A high-resolution AoA estimator based
on ESPRIT is considered for this work. Assuming that the entire array is a combination of two
identical sub-arrays, the angle (θ) of the clustering node is estimated using equation (2.4). The
angle so derived remains in the range of {−900, 900}. However, the same angular value would
always be estimated for a clustering node located at one of the two positions in the WSNs. This
occurs due to the symmetry property of the geometry. These two positions (one is original, and
the other imaginary) are obtained by extending a line of length, d at this particular angle on both
sides keeping the anchor in the center, as shown in Fig. 8.2. Thus, each time the coprocessor must
also calculate the angle θ

′
, which is supposed to be an image of the estimated angle θ. The angle

(image) is evaluated counter-clockwise using equation (3.5). Algorithm 20 explains the process of
estimating distance and angle (image) for clustering nodes as below. It uses data of pointer value,
cluster size, EIRP, smart antenna gain, etc., to find the distance and angle (image) of a clustering
node. Accordingly, they become the input and output variables, respectively.

Algorithm 20 Pseudo-code for estimating distance and angle (image) of clustering nodes

Input: Cluster size (CS), Pointer value in data table (Ptr), Effective isotropic radiated power of nodes
(EIRP ), Gain of the smart antenna (Gr), and Idle mode of the anchor: mode state (ms) = ‘Reset’

Output: Clustering node distance: [d], Angle (image) for the signals received: [θ
′
] and Idle mode of the

anchor: mode state (ms) = ‘Reset’

1: Initialize: j = R+ 1, EIRP,Gr,ms =‘Reset’
2: if (CS ̸= 0) then
3: while (j ≤ Ptr) do

4: Lp[j]←
(
EIRP
U [j][2]

)
∗Gr; d[j]←

(
λ
4π

)
∗
√
Lp[j];U [j][2]← d[j]; θ[j]← U [j][3]

5: θ
′
[j]← π + θ[j];U [j][6]← θ

′
[j]

6: j ← j + 1
7: end while
8: end if
9: ms← Reset

10: return ms, d, θ
′

8.3.3 Position computation

The coprocessor computes the position of the nodes using the estimated distance, angle, and
reference data. Each time it checks the U table for nodes/IDs twice at two distinct anchor points.
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Fig. 8.3. Computation process in position estimation for nodes

Finding such a node, it produces two sets of position data with two anchor references and keeps
them in two separate tables, P and Q, shown in Fig. 8.3. However, each table also contains two
distinct positions for each node. One is original, and the other is imaginary as mentioned earlier.
It computes the original position and the imaginary position using the estimated angle and the
angle (image), respectively. For the i-th anchor point (i = 1, 2), it is expressed using equations
(3.6) and (3.7). Fig. 8.2 illustrates the generation of the original and imaginary positions of a
node with two anchor points. It shows that a node can exist at any of the three locations (one of
which is original and the other two are imaginary) of the network. However, the original location
may slightly deviate from two anchor points due to RSS/AoA measurement error. Thus, the
coprocessor must take into account a total of four locations. It uses two steps to compute the
correct position of a node, as illustrated in Fig. 8.3. First, it compares the P and Q tables for
the locations generated at the two reference points. Finally, it computes the mean position of
the tables producing the lowest deviation (D0). It stores the ID and location obtained for each
node in the V table. Algorithm 21 explains the position computation process for nodes as below.
It uses data of distance, angle, angle (image), anchor references, etc., to compute the position of
clustering nodes. Thus, they become the input and output variables, respectively.

However, the design of the coprocessor aims to speed up the position computation pro-
cess. It acts as a hardware accelerator. Accordingly, the Babylonian method is used to evaluate
the square root function in distance estimation. Algorithm 22 explains the steps for calculating
the square root of a given number (s0). Initially, it considers a random guess value (w0) in the
range {0,100} since the maximum communication range of 100 meters is chosen for the nodes.
Here, the function, rand() represents a random distribution on the boundary of {0,1}. It gives
an acceptable value for the square root function by iterations. Therefore, they are the input and
output variables, respectively.

Additionally, the standard CORDIC is used to evaluate the sine/cosine function which
should be used to estimate the original and imaginary position of a node. In the previous
chapter, Algorithm 15 explains the calculation of the sine/cosine function of a given angle (θ) in
a circular coordinate system. Similarly, the evaluation of a modulus function is used to estimate
deviation data. Algorithm 23 explains the steps for calculating the modulus of a given number
(f0). Regardless the value of the input number, it only finds its magnitude at the output.

8.4 System implementation

The coprocessor is implemented on an FPGA board. The FPGA enables parallel processing and
thus becomes the most popular and flexible design solution. Unlike conventional processors, it
avoids instruction fetch and data load/store bottlenecks at runtime.
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Algorithm 21 Pseudo-code for computing the position of clustering nodes

Input: Clustering node distance: [d], Angle of arrival and angle (image) for the signals received:[θ] and
[θ

′
], Position of the anchor (xa, ya), Pointer value in data table (Ptr), Number of nodes in active

mode (Ns), Node IDs in sleep mode: [s
′
ID], Node IDs in active mode: [n

′
ID] and Idle mode of the

anchor: mode state (ms) = ‘Reset’
Output: Position of the node (xk, yk) and Active mode of the anchor: mode state (ms) = ‘Set’

1: Initialize: k, idx1, idx2, idx3 = 1, l = k + 1, Dmin =∞,ms =‘Reset’
2: if (Ptr ≥ 2) then
3: while (k ≤ Ptr) do
4: while (l ≤ Ptr) do
5: if (U [k][1] = U [l][1]) then
6: r

′ ← l; idx1 ← idx1 + 1
7: end if
8: l← l + 1
9: end while

10: if (idx1 = 2) then
11: P [1][1]← U [k][4] + U [k][2] ∗ cos(U [k][3]);P [1][2]← U [k][5] + U [k][2] ∗ sin(U [k][3])
12: P [2][1]← U [k][4] + U [k][2] ∗ cos(U [k][6]);P [2][2]← U [k][5] + U [k][2] ∗ sin(U [k][6])
13: Q[1][1]← U [r

′
][4] + U [r

′
][2] ∗ cos(U [r

′
][3]);Q[1][2]← U [r

′
][5] + U [r

′
][2] ∗ sin(U [r

′
][3])

14: Q[2][1]← U [r
′
][4] + U [r

′
][2] ∗ cos(U [r

′
][6]);Q[2][2]← U [r

′
][5] + U [r

′
][2] ∗ sin(U [r

′
][6])

15: while (m ≤ 2) do
16: while (n ≤ 2) do
17: D0 ← (|P [m][1]−Q[n][1]|+ |P [m][2]−Q[n][2]|)
18: xtemp ← P [m][1]+Q[n][1]

2 ; ytemp ← P [m][2]+Q[n][2]
2

19: if (D0 ≤ Dmin) then
20: Dmin ← D0;xk ← xtemp; yk ← ytemp

21: end if
22: n← n+ 1
23: end while
24: m← m+ 1
25: end while
26: s

′
ID[idx2]← U [k][1];V [idx2][1]← s

′
ID;V [idx2][2]← xk;V [idx2][3]← yk; idx2 ← idx2+1

27: else
28: n

′
ID[idx3]← U [k][1];U [idx3][1]← n

′
ID;U [idx3][2]← U [k][2];U [idx3][3]← U [k][3];

29: U [idx3][4]← U [k][4];U [idx3][5]← U [k][5];U [idx3][6]← U [k][6]; idx3 ← idx3 + 1
30: end if
31: k ← k + 1
32: end while
33: Ptr ← idx3;Ns ← Ns − idx2 + 1;R← Ptr
34: if (Ns = 0) then
35: break
36: end if
37: end if
38: ms← Set
39: return ms, xk, yk
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Algorithm 22 Pseudo-code to realize the square root function using the Babylonian method

Input: Given number (s0), Guess value (w0) and Maximum permissible iterations (itmax)
Output: Square root function {√s0}: w0

1: Initialize: it = 0, w0 = 100 ∗ rand(), itmax

2: while (it ≤ itmax) do

3: w0 ←
(
w0 + s0

w0

)
∗ 0.5

4: it← it+ 1
5: end while
6: return w0

Algorithm 23 Pseudo-code to realize the Modulus function

Input: Given number (f0)
Output: Modulus function {mod(f0)}: Y0
1:

2: if (f0 ≥ 0) then
3: Y0 ← f0
4: else
5: Y0 ← −f0
6: end if
7: return Y0

It develops a reconfigurable and distributed arithmetic structure using its internal logic blocks.
The architecture of the coprocessor consists of two functional blocks, such as

• control unit, and

• data unit.

Thus, it is developed using the Finite State Machine with Datapath (FSMD) design methodology.
The Finite State Machine (FSM) acts as a controller, and the datapath performs signal (data)
processing operations in the system. It translates the sequence of operations (statements) of
the localization algorithm into states and represents them by state diagrams. A state diagram
includes several circles and arcs that describe the operational flow through a series of commands
and actions specified by arithmetic expressions. Such expressions involve external inputs, outputs,
and other variables used in the algorithm.

In this work, we realized the functionality of the coprocessor with four distinct modules,
such as

• cluster formation,

• distance and angle (image) estimation,

• CORDIC evaluation, and

• position computation.

Based on the RSS information, each time the first module forms a cluster of size, CS. Considering
the parameters of wave propagation (λ,Xσ, α, d0) and the antenna characteristics (EIRP,Gr), the
second module produces the distance, d and the angle (image), θ

′
. The third module evaluates the

sine/cosine function based on the Flag content. Finally, by comparing the (original/imaginary)
positions estimated at two anchor points, the fourth module evaluates the mean position, [xk, yk]
corresponding to the smallest difference, D0.
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8.4.1 Finite state machine with datapath

The datapath is a set of registers (to store interim data), data processing units (to compute
arithmetic expressions), and routing networks (to transfer data via buses). It performs a specific
operation based on the command signal from the FSM and produces the internal status signal
(flag). On the other hand, FSM has a state register and input and output logic for state
transition. It uses external commands and the datapath status signal as input. Thus, it generates
the control signals to specify the datapath operation. Also, it can produce an external status
signal (reset/halt) which indicates the functional status of the system.

We used four distinct FSMD modules that describe the behaviors of the proposed copro-
cessor architecture. Fig. 8.4 illustrates the state diagram for forming a cluster based on RSS
information. For each anchor point, the cluster forming module checks the signals received from
the nodes whose RSS exceeds the SNRth and collects the data to be kept in the U register. It
updates the CS and Ptr registers each time it finds a new node in the cluster. The verification
process for a particular cluster formation continues for all nodes in active mode. The cluster

Fig. 8.4. State diagram of cluster formation module

Fig. 8.5. State diagram of distance and angle (image) estimation module

formation process repeats itself until all nodes go into sleep mode or it reaches the maximum
allowed time. Likewise, Fig. 8.5 shows the state diagram for estimating distance and angle
(image) based on wave propagation and antenna characteristics. Each time, the distance and
angle (image) estimation module uses the data from the Lp register to calculate the distance for
each clustering node. It also calculates the angle (image) by taking the data from the appropriate
cell of the U register. It then updates the contents of the corresponding cells with this data. The
estimation process continues for all nodes in a cluster.
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If no cluster forms at a particular anchor point (this often occurs when most nodes go into sleep
mode), it updates the contents of the t counter. Fig. 8.6 shows the state diagram for generating
the original and imaginary positions for nodes encountered twice. It uses four status signals (flag)
to control the calculation of trigonometric sine and cosine functions on the CORDIC module.

Fig. 8.6. State diagram of the CORDIC module

Fig. 8.7. State diagram of position computation module

By setting the Flag register to a value from 0 to 3, the CORDIC module calculates the original
and imaginary positions based on the data stored in the U register for two anchor points. It
keeps this data in the P and Q registers, respectively. Also, Fig. 8.7 shows the state diagram for
node position computation.
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When the value of the register Ptr becomes greater than 2, the position computation module
checks the nodes encountered twice in the register U . It compares the positions (original or
imaginary) estimated at two anchor points for such nodes. It then calculates the mean positions
giving the minimum difference (Dmin). It initializes the minimum difference content to infinity
(∞ ≥ 100) to update with the first difference content (D0). It keeps the IDs and locations so
derived in the appropriate cell of the V register. Likewise, it updates the U register and the idx3
counter for the nodes encountered once. The computation and update process continues until it
becomes equal to the contents of the Ptr register. Then, it updates the Ns, P tr, and R registers
with the contents of the idx2 and idx3 counters. The coprocessor stops its operation if there is
no node in active mode or if it reaches the maximum allowed time. Otherwise, it passes control
to the cluster forming module or when the content of the Ptr register becomes less than 2. Table
8.1 describes the features of the anchor processor in each state.

8.4.2 Proposed architecture

The FSMD design technology implements the Register Transfer Level (RTL) circuit. The RTL
abstraction models a synchronous circuit that describes the flow of signals (data) between registers
and performs logical operations on those signals/data. It can conveniently represent the circuit
at register level by Hardware Description Language (HDL). Also, it is easier to derive gate-level
representation and wire connectivity. For the algorithm, an HDL (Verilog/VHDL) declares the
variables with the registers and describes the statements (if -then-else, arithmetic expressions) with
the combinational logic circuits. Here, the coprocessor architecture is developed as a combination
of four modules that perform clustering, distance/angle (image) calculation, CORDIC evaluation,
and position computation. It uses an embedded clock to synchronize the operation of each module.
Fig. 8.8, Fig. 8.9, Fig. 8.10, and Fig. 8.11 illustrate the internal circuits of each module,
respectively. In RTL theory, Boolean expressions (binary arithmetic) define data processing

Fig. 8.8. RTL schematic of cluster formation module

operations using variables, constants, and register contents as inputs. Combinational logic circuits
implement them. They always operate clock-by-clock and make a state transition of the state
register.
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Table 8.1: Anchor coprocessor behaviors in the FSM

State Command Action Mode

S0 Reset/Start Activate counter t; Set register Ptr and R to 0 Receive
S1 Clock, t ≤ tmax Activate counter i; Set register CS to 0; xa and ya to

{0,1000}
Receive

S2 Clock, i ≤ Ns Compare register RSS with SNRth Idle
S3 RSS ≥ SNRth Increment register CS and Ptr by 1; Load register U Idle
S4 Clock, RSS < SNRth Update counter i Idle
S5 Clock Activate counter j;Check register CS for Null Idle
S6 CS ̸= 0, j ≤ Ptr Set register w0 to {0,100}; Activate counter it Idle
S7 Clock, it ≤ itmax Update register w0 Idle
S8 Clock Update counter it Idle
S9 Clock Load register d ; Update register U [2] Idle

S10 Clock Load register θ
′

; Update register U [6] Idle
S11 Clock Update counter j Idle
S12 Clock, j > Ptr Activate counter k and l Idle
S13 k ≤ Ptr, l ≤

Ptr, P tr ≥ 2
Set register idx1, idx2 and idx3 to 1; Compare
register U1[k] with U1[l]

Idle

S14 U1[k] = U1[l] Update register idx1; Load register r
′

Idle
S15 Clock, U1[k] ̸= U1[l] Update counter l Idle
S16 Clock Set register Flag to 0 and Dmin to ∞ Idle
S17 idx1 = 2 Load register z Idle
S18 Clock Activate counter it; Set register x to 0.61 and y to 0 Idle
S19 z ≥ 0 Set register σ to 1 Idle
S20 z < 0 Set register σ to -1 Idle
S21 Clock, it ≤ itmax Update register x, y and z Idle
S22 Clock Update counter it; Check Flag register content Idle
S23 Flag = 0 Set register Flag to 1; Load register z; Load register

P11 and P12

Idle

S24 Flag = 1 Set register Flag to 2; Load register z; Load register
P21 and P22

Idle

S25 Flag = 2 Set register Flag to 3; Load register z; Load register
Q11 and Q12

Idle

S26 Flag = 3 Set register Flag to 0; Activate counter m and n;
Load register Q21 and Q22

Idle

S27 Clock,
m ≤ 2, n ≤ 2

Load register D0, xtemp and ytemp; Compare register
D0 with Dmin

Idle

S28 D0 ≤ Dmin Move register D0 to Dmin; Move register xtemp to xk;
Move register ytemp to yk

Idle

S29 Clock, D0 > Dmin Update counter n Idle
S30 Clock Update counter m Idle
S31 Clock Update register idx2; Load register V Active
S32 idx1 ̸= 2 Update register U and idx3 Idle
S33 Clock Update counter k Idle
S34 Clock Load register Ns; Move register idx3 to Ptr and R;

Check register Ns for Null
Idle

S35 Ns ̸= 0, P tr < 2 Update counter t Idle
S36 Ns = 0, t > tmax Halt the process Sleep

Thus, a data transfer occurs to a specific sequential logic circuit/register at the next rising edge of
the clock. The state register output is used to control the function of the multiplexer and selects
the data desired in a particular operation.
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Fig. 8.9. RTL schematic of distance/angle (image) calculation module

Closed feedback loops preserve the current contents of the sequential logic circuits (registers) when
they are not changed. Likewise, a multiplexing circuit (multiplexer, tri-state buffers) implements
a data routing operation. It correctly transfers the desired data to a specific register in each
state. Also, a 2×1 multiplexer executes any conditional data assignment statement (if -then-else)
in which the select input contains a Boolean (relational/logical) expression. When the condition
is satisfied, it passes the data from the true (logic 1) input port to the output port. Otherwise,
it transfers the data from the false (logic 0) input port. Likewise, the execution of any loop
statement (for/while) in the algorithm requires three sequential data operations: preliminary
data assignment, conditional data assignment, and increment/decrement data assignment. Thus,
we implemented a loop counter composed of three-level hardware architectures, such as

• a register (corresponding to the loop variable) which is loaded with the initial data and
updates itself at each count,

• a 2×1 multiplexer (having a relational expression as a select input) to check the status of an
update or keep the contents of the register unchanged, and

• a multiplexer (containing the output of the state register as a select input) which transfers
the data to the sequential logic circuit/register in a suitable clock.

An FPGA chip stores all constants and parametric values of user-defined variables in Block Ran-
dom Access Memory (BRAM).
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Fig. 8.10. RTL schematic of CORDIC evaluation module

We also implemented the random function, rand() with a 16-bit Linear Feedback Shift Register
(LFSR). We used 12-bit registers for performing all other data store/transfer operations and a
lookup table to load the pre-computed value of the arctan function for CORDIC evaluation.

8.5 Performance evaluation

The coprocessor must involve less hardware to compute the position of the nodes. It must also
ensure the minimum of time, power, and error in the computation process. Therefore, proper
benchmark functions are often desirable to evaluate its performance in the simulation environment.

8.5.1 Performance metrics

The performance of the coprocessor depends on the precision obtained in the localization of the
nodes and on the complexity of its system (use of the hardware resources, computational overhead,
and power consumption). Therefore, it is verified under four metrics as follows.

• Localization accuracy (Λl): It is a measure of the exactness of computing node positions
based on information from RSS, AoA, and anchor references. In other words, it represents
the number of deviations (ε) obtained between the estimated and actual positions of the
nodes. Thus, we expressed the localization accuracy (in percentage), taking an average for
all nodes as follows.

Λl =

{∑
∀k
(1− εk)

Ns

}
× 100% (8.1)

Here, Ns is the total number of nodes in WSN and k ∈ Ns.

• Hardware resource utilization (υ): It is a quantitative measure that indicates the number of
resources used out of the total resources available in the FPGA device.
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Fig. 8.11. RTL schematic of position computation module

Usually, it depends on the number of nodes, and we expressed the hardware resource utiliza-
tion (in percentage) as the ratio of these two factors as in equation (7.17).

• Computation time (τ
′

b): It measures the total time needed by the coprocessor to compute
the positions of the nodes. It depends on the total number of clock cycles required until it
finds all node IDs twice at distinct anchor points in the U register table. Therefore, we have
expressed the computation time (in milliseconds) for an individual node position as follows.

τ
′

b =
tconNctc
Ns

(8.2)

where, Nc, tcon, and tc indicate the number of clock cycles needed for the computation in
each anchor point, the total number of anchor points used, and the clock time, respectively.
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• Power consumption (ρt): It is the measurement of total power dissipation in internal circuits,
which arises in two forms: static power (caused by leakage currents) and dynamic power
(caused by capacitive loads). It depends on the number of nodes, and we expressed the
power consumption (in milliwatts) as the sum of these two factors as in equation (7.19).

8.5.2 Simulation environments

A set of simulations are performed on the Xilinx Virtex-5 FPGA board (device: XC5VFX30T,
frequency: 122.64 MHz) for localization accuracy, FPGA resource utilization, power consumption,
and computation time. Simulation parameters are chosen keeping compatibility with small wire-
less measurement systems such as the Crossbow MICAz mote which works with a 2.4 GHz RF
transceiver and uses IEEE 802.15.4 MAC protocols. Table 8.2 shows all the simulation parameters
for this work. Verilog programming code was used as a Hardware Description Language (HDL)
that maps the design directly to the FPGA board.

Table 8.2: Simulation parameters

Parameters Values

Network size 1000 m × 1000 m
Number of nodes 50, 100, 150
Number of anchor 1
Maximum communication range 80 m, 90 m, 100 m
SNR threshold level -40 dBm
FPGA board frequency 122.64 MHz
Maximum permissible anchor points 800
Maximum permissible iterations 10

8.5.3 Simulation results

The robustness of coprocessor performance is tested by performing simulations under different
network conditions. For this purpose, the node density is modified by considering three distinct
sets of nodes (Ns = 50, 100, and 150) in the network. Besides, three sets of communication ranges
(dmax = 80, 90, and 100 meters) are chosen to measure the accuracy and speed of the localization
process. Also, a total of 30 runs of the program are considered in each case to justify the results.
Fig. 8.12(a), Fig. 8.12(b), and Fig. 8.12(c) show the Empirical Cumulative Distribution Function
(ECDF) of average localization accuracy for different node densities. These plots illustrate that
the accuracy does not vary significantly for a variation in the density of nodes. But, it increases
with a reduction in the maximum communication range. This usually occurs because a reduction
in communication range always keeps the value of RSS well above the SNRth, which yields more
precision in estimating distance and angle. Likewise, the Empirical Cumulative Distribution
Function (ECDF) of anchor points required for localization under different node densities is shown
in Fig. 8.13(a), Fig. 8.13(b), and Fig. 8.13(c). These plots also illustrate that fewer anchor points
are needed in localization when it involves fewer nodes and higher communication range. This
occurs because an increase in communication range often includes more nodes in the cluster formed
at each anchor point. Thus, it speeds up the localization process. Table 8.3 provides the minimum
and maximum levels of accuracy and the anchor points attained in each case. Data obtained from
experiments on the Xilinx Virtex 5 (version: ISE 14.7) FPGA board verify the space and time
complexities of the coprocessor. Table 8.4 and Table 8.5 show these data, respectively. It uses
resources within an acceptable limit in all cases. It needs more resources for computation in higher
node density. Here, the execution time is computed for minimum number of iterations used, and
it also shows that it can perform with less time in any case. However, the computation time varies
slightly with node density and communication range.
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Table 8.6 gives the power consumption statistics. It requires low power which varies slightly with
node density. The simulation results are compared to some well-known methods in the literature

(a) Ns = 50 (b) Ns = 100

(c) Ns = 150

Fig. 8.12. Average localization accuracy

for localization accuracy, resource usage, computation time, and power consumption. These are
provided in Table 8.7 and Table 8.8, respectively. It is evident that the coprocessor architecture
often requires less execution time and yields greater localization accuracy. However, it requires
much more hardware and more power than others. This occurs because we realized a centralized
algorithm in which an anchor computes the positions of all nodes. It presents resource usage and
power consumption in the computation for all nodes that will be more. Instead, the others used
distributed algorithms that calculated the location of an individual node. Thus, they were always
less numerous to implement on the node side.

8.5.4 Performance analysis

The time complexity of the coprocessor is O(n). It is the sum of the complexities obtained in its
four modules (e.g., cluster formation, distance/angle (image) calculation, CORDIC evaluation, and
position computation). Here, the formation of the cluster depends on the number of neighboring
nodes whose RSS exceeds the SNRth. Thus, its complexity is O(n). Likewise, the distance/angle
(image) calculation depends on the value of the pointer to the data table U.
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(a) Ns = 50 (b) Ns = 100

(c) Ns = 150

Fig. 8.13. Number of anchor points

Table 8.3: Accuracy and anchor points in the localization process

Number of
nodes

Maximum communication
range (m)

Accuracy (%) Anchor points
Maximum Minimum Maximum Minimum

50
80 96.9214 95.9458 614 219
90 96.7978 95.5637 770 211
100 97.1057 95.6138 428 165

100
80 96.7418 96.0135 722 250
90 96.7523 95.8513 394 212
100 96.6412 95.8240 428 170

150
80 96.7504 95.9366 773 309
90 96.7999 96.0384 574 242
100 96.6756 95.9224 520 179

And its complexity is also O(n). The CORDIC algorithm generally converges after the 10-th
iteration to compute the sine/cosine function and thus has constant complexity. The convergence
of the position computation algorithm depends on the number of nodes encountered twice in the
data table U or on the number of anchor points required. Therefore, it also has the complexity of
O(n).
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Chapter 8. Implementation of an anchor coprocessor architecture on FPGA

8.6 Summary

In this chapter, we have proposed a coprocessor architecture for an anchor to locate nodes in
WSNs. It works on a localization system where the anchor has random mobility. It computes the
positions of all nodes centrally. It works in three phases: cluster formation, distance and angle
(image) calculation, and position computation. By comparing the RSS of neighboring nodes with
a prescribed threshold, it performs a clustering of nodes in each anchor point. Using the path loss
model of signal propagation in free space, it estimates the distance to each clustering node. It then
keeps all the estimated data with the anchor reference in a table. By iteratively checking this table
and finding a few nodes in common with two distinct anchor points, it computes the positions of
these nodes through the triangulation. The architecture is realized on a dedicated FPGA chip
using FSMD design technology and its performance has been verified with several fixed-point
hardware-level simulations of a few benchmark metrics. It requires less time and yields higher
computational accuracy for an RSS/AoA-based hybrid localization system. This is a more flexible
design and can also be used in ToA/TDoA-based systems. However, this system is developed with
a centralized algorithm. It requires higher hardware resources and power than distributed ones.
Therefore, it is still possible to design a low-power architecture with minimal hardware resources
in the future.
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Chapter 9

Conclusion

9.1 Thesis outcomes

In this thesis, we studied the difficulties of localization systems in wireless sensor networks,
focusing on attacks in the physical layer. Such attacks arise in the form of misbehavior in
a few benevolent nodes or tampered radio environments in particular regions. The main
objective of our study is to verify the operational feasibility and performance of localization
systems based on smart antennas. We used the concept of adaptive beamforming and di-
rection finding features to design the secure localization framework capable of detecting and
eliminating malicious nodes from the network. For this purpose, and assuming resource con-
straints in the network, we considered the integration of smart antennas on a few mobile anchors.
This is a new area of research at the nascent stage and has great potential for further development.

Chapter 2 presents a review of the most common security attacks and their effects on lo-
calization systems in wireless sensor networks. It includes a detailed description of all range-based
secure localization algorithms developed over the past decades. It also contains a discussion of
their application limits in the physical layer.

Chapter 3 presents the development of a robust localization system based on RSS and
AoA using smart antennas, namely Row Matching Algorithm (RMA). It includes two new
mobility control strategies (centroid and fuzzy). It also explains the robustness of the system to
achieve significant improvement in results (localization accuracy and energy efficiency) through
simulations under different anchor mobility models (e.g., random, centroid, and fuzzy).

Chapter 4 presents the development of a secure localization system against node capture
attacks (Sybil and replay) using a two-step anchor mobility strategy via a centroid-based/fuzzy
logic controller. It reports higher accuracy in locating benevolent nodes and a higher success rate
in detecting malicious nodes.

Chapter 5 also presents the development of a secure localization system, namely Consis-
tent Variant Assortment (CVA), against attacks by altering the radio environments in particular
regions. It explains the efficiency of the system with simulation results compared to existing
methods.

Chapter 6 presents the development of a security framework for anchor using antenna
pattern control against PHY layer attacks altering GPS data. For a localization system, it
describes the merits of protecting the privacy of anchors and relaying a pseudo-reference to
estimate a node position with higher accuracy.
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Chapter 9. Conclusion

Chapter 7 presents the methodology for designing and implementing a reconfigurable beamform-
ing architecture on an FPGA board. It describes the operational feasibility of smart antennas to
easily integrate such an architecture with anchors requiring less hardware.

Chapter 8 also presents the methodology for designing and implementing a coprocessor ar-
chitecture for anchors on an FPGA board. It describes the reduction of computational overhead
in nodes since such an architecture computes the location of nodes centrally at a faster rate.

In summary, we listed the findings of this thesis as follows.

• The outcome of the literature survey on security attacks and existing localization systems
for wireless sensor networks reveals that schemes using only cryptography or transmission
power control and jamming cannot provide the complete solutions to improve localization
accuracy in a corrupted radio environment or against attacks in the physical layer.

• The situation also becomes worse when adversaries eavesdrop to capture a few benevolent
nodes and relay misleading information into the network by reprogramming them with ma-
licious codes.

• The development of localization systems based on smart antennas is a new research concept
that uses adaptive beamforming and direction finding features to isolate malicious nodes and
secure the localization process in wireless sensor networks.

• The introduction of two new anchor mobility control schemes (centroid and fuzzy) is very
useful to keep all nodes encountered first in a cluster to the succeeding cluster. Upon iden-
tifying any discrepancy between two successive clusters, such schemes iteratively separate
benevolent nodes from malicious nodes. These methods are easier and more efficient in
removing malicious nodes from the network.

• The proposal of a new scheme (CVA) is very effective in securing the localization process in
a hostile radio environment. By dynamically adjusting the threshold level of the signal-to-
noise ratio and the maximum permissible variation, such a scheme ensures the estimation of
localization data (e.g., RSS, AoA, ToA, TDoA, etc.) from signals propagating on an identical
radio. For any node, this method considers only the positions making consistent variations
of all the estimations and removes those that are inconsistent. The simulation results show
a significant improvement in energy consumption and localization accuracy.

• The proposal of a new scheme (antenna pattern control and pseudo-reference generation) is
very worthwhile to preserve the privacy of the anchors in the network. By keeping adversaries
outside the beam, such a scheme minimizes the chances of successful attacks on the anchor
reference. Again, relaying pseudo-references to nodes ensures that data confidentiality is
maintained. The simulation results show an acceptable success rate to protect the privacy
of the anchors against attacks.

• The proposed implementation of reconfigurable beamforming architecture for smart antennas
is very convenient to integrate with anchors. Such an architecture on dedicated FPGA
hardware requires minimal resources and performs beamforming with acceptable accuracy.

• The proposed implementation of the coprocessor architecture for anchors is well suited to cen-
trally compute node positions based on RSS and AoA information. Such an architecture on
dedicated FPGA hardware performs the localization faster and improves network lifetime by
avoiding computational overhead and reducing power consumption at resource-constrained
nodes.
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Chapter 9. Conclusion

9.2 Future scope

We have also listed some possible modifications to the proposed systems to give it complete form
in the future as follows.

• It is still possible to study the operational feasibility of secure localization systems based on
smart antennas with real-time outdoor deployment of MICAz motes.

• The results presented in this thesis are based on a sparse and homogeneous network infras-
tructure with a finite number of nodes. Thus, it is still possible to study the scalability issues
of the proposed systems on a dense and heterogeneous network infrastructure.

• The proposed architecture for the smart antenna beamformer and anchor coprocessor is
implemented with a behavioral model in an FPGA design environment. Thus, it is always
possible to verify the complexities of the system (space and time) and its adaptability with
a parallel and pipelined model in an ASIC design environment.

• In all cases, system performance is evaluated for some common and simple attacks producing
compromised nodes/anchors, and a compromised environment. Thus, it is always possible
to verify its effectiveness against more complex attacks.

• The present research work only considers the basic form of PSO, CORDIC and fuzzy logic
yielding more iterations to converge. Thus, it is always possible to improve the speed of
convergence by using the most recent versions of such heuristic search methods.

9.3 Summary

This research work claims the merits of secure localization systems based on smart antennas in
wireless sensor networks. The outcomes of this research proposal reveal an effective means to
mitigate security issues in the physical layer. Integrating smart antennas with anchors is an
effective way to restrict the negative impact of malicious nodes on the localization process. The
simulation results show a significant improvement in energy efficiency and localization accuracy
compared to existing methods. The success rate in detecting and blocking misbehaving nodes is
more impressive compared to conventional secure localization systems. However, the simulation
environment of this research only considers offline data generated on a personal computer. Thus,
the feasibility and usefulness of the proposed schemes still need to be tested in real-time.
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