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ABSTRACT

So far, the manufacturing industries have adapted the carbon pricing policies to max-

imize the financial benefits and for better environmental protection. In the thesis, a

stochastic deteriorating and stochastic demand item production inventory model in the

environment of two echelon supply chain management (SCM) is proposed. We as-

sessed the model through a numerical example and graphical demonstration and also

comparison with different scenarios is provided. Our model is more generalized than

other peer models because, both the deterioration rate of the item and the demand are

stochastic rather than deterministic in our model. We found the stochastic nature of

various parameters is more realistic than deterministic nature and the carbon emission

cost is applied to optimize the whole SCM cost, which has a significant role in the

reduction of carbon footprint.

In the thesis considered a two echelon supply chain (SC) under aspect of carbon cap

and trade, where the two players of the SC are manufacturer, distributors. We have

considered price and carbon emission dependent stochastic demand for single manu-

facturer and many distributors. We found the optimal values of distributor's base selling

price, carbon foot print (emission) after carbon emission mitigation and manufacturer's

wholesale price for unit product.

In the thesis, also considered the significant role of wireless communications for mon-

itoring and to controlling supply-chain management of any organization.The system

(we named it WARKS) can be implemented in home, industrial, hospital, farms, for-

est, agriculture and many more. To verify the system capabilities and work perfor-

mance, we performed the experiment in indoor and outdoor using required hardware

and software.

Also, in the thesis we have taken a single item probabilistic deterioration and consid-

ered two types of continuous probabilistic demand along with a fixed demand. Also

we have considered carbon emission cost per delivery. Here we estimated minimum

production quantity under probabilistic environment and used algebraic method to de-

termine the minimum cost associated with the whole SCM. The objective of this paper
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is to find the minimum production quantity, minimum cost and optimum lot size with

integer valued deliveries.

We developed a multi-retailer supply chain model, where single vendor supplies prod-

ucts to multiple buyers to satisfy stochastic and carbon emission dependent demand.

The production rate and production cost are considered as a variable quantities. We

have considered production cost as a function of production rate, which developed a

special ‘U’-shaped function and is used to develop the model. We have considered

a single-setup-multi-delivery (SSMD) policy for delivering products to buyers from

supplier. At the buyer’s end, partial backorder is considered for shortages. The lead

time demand is considered as stochastic and follows a normal distribution. Consider-

ing the market demand is affected by consumer’s environmental awareness in addition

form, the manufacturer considered the technological up-gradation under carbon cap

and trade mechanism. Considering all such aspects this paper proposes the methods to

determine the optimal order quantity and the optimal level of carbon emissions through

model optimization.
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CHAPTER 1

Introduction

In the supply chain(s) (SC), the devastating environmental impacts have resulted in

government law formulation, customer awareness and pressure from various stake-

holders to implement environmentally sustainable strategies in SC. A sustainable SC

requires management policies that minimize the SC cost and reduce consumption of

resources and environmental pollution. Therefore carbon emission cost (28; 73; 77;

83; 64; 59) has to be incorporated to develop any new SC model. In real life, it is

quite common for different inventory items, such as milk, fruits, blood, pharmaceutical

products, vegetables etc, to perish or depreciate over time. Therefore, it is important to

study the behaviour of such decaying and deteriorating items (44), toward the formu-

lation of appropriate inventory control policies that explicitly take such behaviour into

account. The deterioration rate is different among various products and depends on

several physical and environmental situations. Thus, the deterioration rate is stochas-

tic (44; 35; 74) in nature, rather than deterministic. This feature has to be considered

when modelling the real life SC scenario. In reality the demand of any product has

a seasonal effect. Thus, in SC the demand has to be considered in two factors: one

part is constant and another is stochastic. In our proposed model we have considered

the above features to develop a realistic model that can be adopted by different SC

managers and practitioners for achieving utmost economic goals and minimum envi-

ronmental impacts i.e., carbon footprints.

The inventory system is taking an important part of cost controlling in business and

organization. Inventory consists of usable but idle resources which are materials and

goods. The volume of material, a company has in stock at a specific time, is known

as inventory or in terms of money it can be defined as the total capital investment over

all the materials stocked in the company at any specific time. Inventory may be in the

form of raw material inventory, in process inventory, finished goods inventory, among

others. Inventory management is a key component in any production environment.

This has been recognized not only in the operations research literature but also in the

management science and industrial engineering domains. Inventory Control (IC) is the
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supervision of supply, storage and accessibility of items to ensure an adequate sup-

ply without excessive oversupply. The integrated inventory management system is a

common practice in the global markets and provides economic advantages for both the

vendor and the buyer. Globalization of market and increased competition force orga-

nizations to rely on effective supply chains to improve their overall performance. The

goal in many research and development efforts that are related to the SC management

(SCM) is to have practical models that can effectively reduce operational costs.

Transportation has a major role in SC management. The ever growing volume of such

activity not only benefits the growth and sustainability of international economy and

globalization but also has its own consequences, particularly those pertaining to the

environment. Transportation activities are considerable sources of air pollution and

greenhouse gas emissions, with the former known to have harmful effects on human

health and the latter is responsible for global warming. These issues have raised con-

cerns on reducing the amount of emissions worldwide. In this respect, many countries,

including both developed countries and developing countries, have set strict targets on

reducing their carbon emissions now and in future. There is a large amount of literature

on supply chain management regarding environmental issues through the emerging

concept “green supply chain management” (GrSCM) (72). In the carbon emissions re-

duction literatures, the decision problem of carbon emissions reduction in supply chain

is a hot topic. Benjaafar et. al. (32) illustrated how carbon emission concerns could

be integrated into operational decision making and analyzed the impact of operational

decisions on carbon emissions.

Deterioration inventory model research has received increasing attentions in recent

years, extending existing models with a variety of deterioration patterns, demand func-

tions and back- ordering policies. In most cases, deterioration is assumed to be a con-

stant fraction of total on-hand inventory. But the deterioration rate taken as stochastic

by Ghare and Schrader (44) and Chakrabarty et al. (33) among several researchers.

The Weibull distribution has been used to model item decay by Chakrabarty et al. (33)

and some attention has been focused on deteriorating items with expiration dates by

Hsu et al. (52) and Lo et al. (55).

In inventory and SC models, several researchers considered the demand as constant,

but in reality the demand has some seasonal effects. As a result, the total demand

is a combination of a constant demand, which is constant throughout the year, and a

variable demand, which is stochastic in nature. For example, the demand of garments

throughout the year.

In recent years global warming is a foremost hazard to our planet. It’s having se-

vere threat to the human health, and well-being and nature. It has many disastrous
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effects, such as rise of sea level, flood, drought, storm (44), disruption in ecosystems

and increased clear-air turbulence (7). The world ecosystem, environment and human

society facing the most severe problems of eco-environment deterioration and imbal-

ance. The main reason behind this crisis is excessive emission of greenhouse gases.

To control and reduce the emission of greenhouse gases effectively, many countries

and regions (44; 35) have been proposed some legislations and regulations. By cap-

and-trade mechanisms (74; 58) i.e., the emission trading scheme is one of the widely

accepted mechanisms to make possible the enterprises for conservation of energy and

reduction of emission of the greenhouse gases. Some countries already have taken

remarkable measures to reduce the emission of green house gases. The Kyoto Proto-

col, in 1997, have issued by United Nations (UN), which get on a scheme to involved

enterprises members’ production process under the regulation of cap-and-trade (69).

In 2005, European Union Trading Systems (EU-ETS) was initiated the biggest in-

ternational scheme for the trading of greenhouse gasses. European Union, covering

more than 31 counties which contribute almost half of the carbon emission, controls

the emission of greenhouse gases through the implementation of a series of financial

policies which includes CCA (Climate Change Agreements), CCT (Climate Change

Tax) and CPS (Carbon Price Support)(56). Being a large scale manufacturing coun-

try China has taken continuous drives to reduce emission of greenhouse gases. At

some provinces and cities like Beijing, Tianjin, the trading market of carbon emis-

sion was framed, in 2013. The emission reduction and efficiency of energy saving is

promoted by the carbon emission trading scheme. It is evident that, irrespective of

developed or developing country, adapting the measures for reduction of carbon emis-

sion. Therefore, with the low-carbon economy becoming a global trend and national

strategic behaviour. Use of the cap-and trade regulation encourage enterprises to raise

the environmental performance which has the characteristics of external public inter-

ests. Therefore, being the primary carrier of greenhouse gases, enterprises have been

faced a challenge, due to carbon emission limit and also put in many restrictions in

the operations. Due to consumer awareness, they are inclined to the choice to pur-

chase a low-carbon and environment friendly products. Under this situation, the enter-

prises focus on the technological up-gradation and improved operational management

of enterprises to comply with cap-and-trade regulation (60). Also profit disagreement

among the players (upstream and downstream) in supply chain is increasing seriously,

since the technological up-gradation in the carbon emission mitigation incurred huge

investment. Here we consider that the market demand is stochastic and also affected

by selling price and carbon footprint with linear relationship.

Wireless devices have grown tremendously within recent few years due to the appear-

ance of global adoption, various functionality and wide applications. Future WiFi
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probably dedicate broadband speeds. Wireless access is consider to both indoor and

outdoor environments. For high quality of service (QoS), WiFi enabled devices (i.e.,

smartphones, tablets, laptops, smart TVs, cameras, sensors etc.) improve user experi-

ence and attract them to this technologies. The communication technologies currently

used in D2D (device-to-device) communications, to interconnect multiple sensor nodes

spread into a particular area. Access to communication technology can play a pivotal

role in social and economic development. The choice of technology to achieve this a

significant aspect (157). If the network has to cover a larger area than router is not ca-

pable of transmitting to, or if signals have to penetrate through obstacles, performance

will take a hit. Interference is also a big issue, signals from other wireless networks

and electronics can impact speeds.

The goal of this work is to analyse WiFi feasibility and evaluate its performance and

applications in different fields by using a WiFi network with sensors, kits and multime-

dia support. This work improve D2D communications in a significant way, appointing

intermediate multi hop WiFi nodes with different network topology. The objective

of this work to retain the WiFi communications without boosting the signals for both

static and dynamic cases (maintaining the order and range of WiFi nodes). For static

purpose this network is usable in house, colony, factory, hospital, office, hostel, restau-

rant, forest etc. Also for dynamic purpose this network is usable in agriculture, animal

monitoring, mountain, train, army and rivers etc. Authors intention to establish a on-

line/offline data processing enable network for communication (158).

WiFi deals with the specification of an unlicensed bands worldwide use in wireless lo-

cal area network supporting a set of scenarios based on number of devices, range, and

energy constraints. WiFi offers a simple, robust, and efficient solution in the industrial,

scientific, and medical radio band (ISM band) compared with other existing technolo-

gies. WiFi technology enables devices to exchange information and perform actions

without human intervention. Due to their short wireless range and high obstruction

losses, current WiFi require the use of intermediate nodes, to reduce complexity of the

network.

In the modern marketing environment, it is more relevant to optimize the total system

cost jointly for all parties involved in the supply chain system than to optimize the indi-

vidual cost of each party (114). Currently, a vendor or manufacturer typically delivers

products to numerous buyers. Many vendors build their own retail outlet to deliver

products to multiple buyers. Thus, a single-vendor multi-buyer model is applicable

in many cases. Goyal (101) proposed the integrated inventory model with coordina-
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tion between a single buyer and a single vendor as a pioneering approach. Banerjee

(87) extended Goyal’s (101) model by assuming a lot-for-lot policy, which was again

extended by Goyal (103) with SSMD policy. Goyel (103) suggested a supply chain

model, where the vendor’s production quantity is an integer multiple of the buyer’s

order quantity. Ha and Kim (105) developed a lot splitting supply chain model with

a single retailer and a single supplier. Ouyang et al. (112) investigated an integrated

vendor-buyer cooperative model with controllable lead time and stochastic demand.

Sarkar and Majumder (114) developed an integrated inventory model with vendor’s

setup cost reduction and solved by a distribution free-approach. Cardenas-Barron et al.

(91) surveyed a number of research articles regarding economic order quantity model.

Cardenas-Barron and Sana (91) investigated the channel coordination of a two-echelon

supply chain, where the demand pattern is dependent on sales’ teams initiatives. Moon

et al. (110) introduced a service level constrain in a continuous review model with

variable stochastic lead time. Regarding backorder rate, Sarkar et al. (116) introduced

random defective production rate with variable backorder rate. Sarkar et al. (118)

introduced fill rate in a continuous review inventory model to minimize the total sys-

tem cost with setup cost reduction. Sarkar and Mahapatra [M33] developed a periodic

review inventory model with fuzzy demand to minimize the total cost by considering

setup cost reduction of vendor. Sarkar et al. (118) considered backorder price discount

in an integrated inventory model, where they developed two models with lead time de-

mand as normally distributed and without having any distribution. Sarkar et al. (121)

introduced product specific (products having fixed lifetime) back-ordering policy in a

two-echelon supply chain model with coordination between the supply chain players.

Based on the imperfect quality of products, Sarkar et al. (122) discussed the way to

improve the quality by additional investment.

Banerjee and Burton (89) discussed a comparison between coordinated and indepen-

dent replenishment policies in a single-vendor multi-buyer supply chain model. Baner-

jee and Banerjee (88) developed a multi-buyer inventory model using electronic data

interchange with an order-up-to inventory control policy. Sarmah et al. (123) con-

sidered a single-supplier multi-buyer coordinated supply chain model with a trade

credit policy. Hoque (106) discussed three different single-vendor multi-buyer mod-

els by synchronizing the production ow with equal and unequal sized batch transfer

for the first two models and the last model, respectively. Guan and Zhao (104) de-

veloped a multi-retailer inventory system with a continuous review policy, which opti-

mizes the decisions of pricing and inventory management with the aim of maximizing

profit. Jha and Shankar (107) developed a singlevendor multi-buyer constrained non-

linear model under service level constraint and solved it using a Lagrangian multiplier

method. Cardenas-Barron and Trevi no-Garza (91) developed a three-echelon sup-
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ply chain model with multiple products and multiple periods. Glock and Kim (100)

studied the effect of forward integration in a multi-retailer supply chain under retailer

competition. Cardenas-Barron and Sana (94) studied a two-layer supply chain model

with multiple items and a promotional effort.

To improve customer service and to reduce stockout loss, it is important to reduce lead

time. Liao and Shyu (109) first incorporated a probabilistic inventory model assum-

ing lead time as a unique decision variable. Ben- Daya and Rauf (90) considered an

inventory model as an extension of Liao and Shyu’s (109) model, where lead time is

one of the decision variables. Ben-Daya and Rauf’s (90) model dealt with no shortage

and continuous lead time. Ouyang et al. (111) extended Ben-Daya and Rauf’s (90)]

model by assuming discrete lead time and shortages. Pan and Yang (113) analyzed

an integrated inventory model with lead time in a controllable manner. Annadurai and

Uthayakumar (86) developed a periodic review inventory model under controllable

lead time and lost sales reduction. Gholami-Qadikolaei et al. (98) developed a proba-

bilistic inventory model with lead time and ordering cost reduction under budget and

space constraint. Shin et al. (124) studied an integrated inventory model with control-

lable lead time and a service level constraint. You (126) studied an inventory model

with partial backorder under vertical shift demand. Chung (96) assumed an integrated

production-inventory model with backorder and used the method of comprising cost

difference rate. Sarkar and Moon (116) developed an inventory model with variable

backorder and deduced the procedure to reduce setup cost and quality improvement.

The production rate is assumed to be constant in the classical supply chain model,

however, in many cases, the machine production rate may change (108). Conard and

McClamrock’s (97) analysis stated that a 10 percent change in processing rate resulting

a 50 percent change in machine tool cost. Moreover, the possibility of failure in the

production process gradually increases with increasing production rate. As a result,

the product quality may deteriorate at some rate. Thus, it is reasonable to consider the

production rate as a decision variable not constant. Unit production cost also depends

on the production rate and should be treated as one of the decision variables. Giri and

Dohi (99) considered a generalized extended EMQ model with variable production rate

by assuming stochastic machine breakdown and repair. Chang et al. (95) developed an

EMQ model with variable production rate for a two-stage assembly system. Soni and

Patel (125) studied an integrated single-supplier single-retailer inventory model with

variable production rate and trade-credit policy.

Also, to control and reduce carbon emissions is a global problem. With “United Na-

tions Framework Convention on Climate Change” and “Kyoto Protocol” signed and

coming into force, carbon emissions reduction and the cap-and-trade system have be-

come the consensus and inevitable trend. Enterprises are the main bodies of carbon
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emissions reduction; however the development of modern market economy makes

any enterprise be placed in some supply chain systems. Then if we control carbon

emissions from the perspective of single enterprise, the spillover effects generated by

other enterprises’ carbon emissions control in the supply chain will be ignored. Only

when we solve the problem of carbon emissions reduction cooperation and coordina-

tion among supply chain enterprises effectively can we fundamentally promote carbon

emissions reduction work. Otherwise it will be difficult for us to achieve the goal of

carbon emissions reduction. With the improvement of cap-and-trade system, the car-

bon trading price, as the most direct market signal,will regulate the manufacturer’s

carbon emissions in his production process, thereby affecting the manufacturer’s per

unit carbon emissions. For example, Baosteel Group, one of the largest steel enter-

prises in China, has launched two carbon trading projects from 2007 to 2012, aiming

to reduce per-unit carbon emissions through energy saving and emissions reduction

technologies (127). Then Baosteel Group sold excess carbon credits at the appropriate

price in the carbon trading market and profited more than 150 million RMB (128). In

addition, with the development of social civilization and low-carbon education, there

are more environmentally conscious consumers who prefer low-carbon products. How

to meet consumers’ low-carbon preference has become a key guarantee to win over in

the fierce market competition (129). Therefore, it is of great value and practical sig-

nificance to study the carbon emissions reduction in the supply chain with considering

carbon trading price and consumers’ environmental awareness (CEA). The investi-

gated supply chain in this paper consists of single vendor supplies products to multiple

buyers to satisfy stochastic and carbon emission dependent demand. At the beginning

of production, the manufacturer obtains an initial carbon emissions limit from the gov-

ernment that has established a carbon emissions center. The manufacturer can buy

carbon emissions rights from the carbon emissions center if he exceeds his initial car-

bon emissions limit at the end of production cycle; otherwise, he can sell his unused

carbon emissions rights to the carbon emissions center. The manufacturer also can

upgrade his production technology to reduce carbon emissions; then he needs to bear

the cost of carbon emissions reduction. The consumers have environmental awareness,

which means the products’ carbon emissions will influence the market demand.
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CHAPTER 2

Literature review

In the field of production–inventory literature, articles considering carbon policies are

few but increasing rapidly. Dobos (84) introduced limit of carbon trading permits in

the well-known Arrow–Karlin production–inventory model. Also, Dobos (38) further

extended his earlier work considering the aspects of time-dependent unit tradable per-

mit and calculated the immediate procurement cost of environmental licenses. The

basic EOQ model with carbon emission mitigation investment, has extended by Top-

tal et. al. (14), under carbon cap, carbon tax and cap-and-trade policies. An optimal

model for an SC to minimize opportunity cost considering carbon cap developed by

Diabat and Simchi-Levi (79). A model for a green SC, developed by Abdallah et. al.

(16), to determine lot sizes of production and shipment for raw materials and finished

products assuming the constraints over carbon emission. Benjaafar et. al. (17) con-

sidered carbon tax, strict cap on emission, cap-and-trade and carbon-offset policies

to determine optimal production, inventory, backorder quantity and amount of carbon

traded to minimize the total SC cost for a single firm and also extended their models

for multiple firms with or without coordination. Chen et al (41) depicted how with

operational adjustments emissions can be reduced without significant increase in cost

under different carbon policies. Wahab et. al. (29) incorporated screening and holding

cost of defective items in their model taking the fixed and variable carbon costs in their

model. Du et al. (20) developed a model using game theoretical approach for central-

ized and decentralized decisions of the manufacturer and the retailer in an SC where

both the parties induce low-carbon efforts.

Mostly the papers in the field of production-inventory and supply chain management

with carbon policies have considered deterministic demand. But in real life scenario,

enterprises regularly experience stochastic demand due to shrinking product life cy-

cles, seasonality, buying patterns of customers, and other relevant issues (31). Few

research articles recently considered random or stochastic demand to reflect realistic

aspects while considering different carbon policies. Rosic and Jammernegg (80) op-

timized a dual sourcing problem with carbon tax and carbon cap-and-trade policies
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considering stochastic demand in the newsboy environment. Dong et. al. (37) sug-

gested a profit maximization multi-stage SC model considering carbon-cap-and-trade

policy and stochastic demand in single-period planning horizon. Zhang and Xu (53)

also considered stochastic demand at the time of developing a multi-item production

planning model to maximize profit with carbon trading cost, and assumed newsvendor-

type products while developed the model. Arikan and Jammernegg (36) suggested a

single-period inventory model considering carbon footprint constraint and demand as

a positive random variable.

Deteriorating item inventory models has drawn a remarkable attention after the work

developed by of Ghare and Schrader (44). In real life scenario, it is impossible to

prevent deterioration of highly volatile and/or explosive items (e.g., alcohol, fuels),

degradable items (such as blood), several pharmaceutical products and some daily

consumable products (viz., milk, fruit, vegetables, etc.) for decaying or deteriorating

the nature over time. Hence, it is very imperative to explicitly consider the charac-

teristics of the decaying and deteriorating items in the notion of the formulation of

apposite SCM models. Ghare and Schrader (44) addressed the characteristics of those

deteriorating items as “inventory decay”, that described the direct spoilage, physical

depletion and deterioration. They had not considered the entire SCM, but only devel-

oped a general EOQ (economic order quantity) model in which demand considered

as constant and decay rate following the exponential distribution. Considering the

Weibull and gamma distribution as deterioration rate, the work developed by Ghare

and Schrader (44) was then further extended by Covert and Philip (1973) (35) and

Tadikamalla (1978) (74), respectively. They had considered instantaneous replenish-

ment, i.e., inventory growth of Just-In-Time (JIT) and did not allow back orders or

shortages. Misra (1975) (58) suggested EOQ type models with finite production rates

without shortages or backorders and discussed the cases of varying and constant de-

terioration rates. Exponential and Weibull deterioration rates along with the backo-

rders even though with instantaneous replenishment (JIT) had been developed by Shah

(1977) (69). Mak (1982) (56) suggested a production lot size inventory framework

with backorders for the items following exponentially deterioration rate.

Research on the inventory models with deteriorating item has cached growing attention

during the recent years and extended the different models with the diversified deterio-

ration patterns, demand functions along with the shortages, and different backordering

policies. In most cases, deterioration has been considered as a constant fraction of to-

tal on-hand inventory. Raafat (60) conducted a literature survey on the existing models

for deteriorating the items. The (T, Si) model was extended by Dave and Patel (41)

considering the time proportional demand and deterioration. In 1998, Chakrabarty et

al.(33) used Weibull distribution to model the item decay. Hsu et al.(52) in 2006 and
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Lo et al.(55) in 2007 worked on deteriorating items that have the expiration dates,

while the deteriorating item economic ordering policy over an infinite time horizon

was adopted by Goyal (47). Researchers such as B. Sarkar (62; 61), Datta and Pal

(40), Hariga (49), Goyal and Giri (48), Skouri and Papachristos (71), Goswami and

Chaudhuri (45), Skouri et al. (70), T. Sarkar et. al. (65; 66; 67; 68) etc. have expanded

the literature of the inventory models in the direction of various types of deterioration

rates. In 1930, Harris (50) introduced the basic but now well-known EOQ model us-

ing differential calculus. In 1934, Wilson (79) derived the same type of model. In

the literature of inventory models, differentiation method has been applied by most

of the researchers to develop various types of algorithms for the inventory model in

SCM milieu. In the SCM system, there are different parties (viz., buyers, suppliers,

producers, distributors and retailers, etc.) that take different roles of the customers.

Furthermore, SCM consisted of carbon emission cost for transportation of items. In

the study of SCM, the purpose was to optimize the entire system simultaneously. In

1975 Goyal (46) developed a single supplier-single buyer problem for an integrated in-

ventory model. In 1986, Banerjee (29) introduced a joint economic lot size model for

the vendor and purchaser. The integrated production inventory model in the context of

single vendor-single buyer as generalized policy was extended by Hill (51). The coor-

dinating supply chain inventory through common replenishment epochs was discussed

by Viswanathan and Piplani (76). The EOQ for deteriorating items in the multi-item

lot size integrated vendor-buyer inventory model with JIT environment model with

out differentiation was discussed by Yang and Wee (81; 82). Using the analytic ge-

ometry and algebraical methods, Cardenas-Barron (30; 31) discussed a multi-stage

multi-customer supply chain model for optimizing the inventory decisions and the de-

rived EPQ/EOQ inventory models with multiple backordering costs. In the same paper

the author Cardenas-Barron suggested a series of optimization procedure for differ-

ent class of algebraic functions using basic algebra. Items with constant deterioration

was considered and extended by Yan et al. (80). Khouja (53) discussed optimiza-

tion procedure of a multi-stage multi-customer supply chain model. Recently Duan

et.al. derived a mathematical model for buffer capacity optimization was established

and optimized using an extended vector universal generating function (UGF) and an

improved adaptive non-dominated sorting genetic algorithm II (NSGA-II) (42).

In reference (36), Cardenas-Barron developed a model using optimum manufactur-

ing batch-size in a single-stage production system with rework. Imperfect quality and

quantity discounts in an EOQ model was noted by Cardenas-Barron (37). Some out-

standing notes to find the integer valued lot-size in the basic EOQ and EPQ model

were suggested by Garcia-Laguna et al. (84) and Cardenas-Barron et al. (38). Using

arithmetic geometric inequality the vendor–buyer inventory model was extended by

10



Cardenas-Barron et al. (39). For the EOQ and EPQ inventory models with the linear

and fixed backorder costs (63), a complete solution procedure was suggested by Chung

and Cardenas-Barron (34). For rework and stochastic preventive maintenance time

with deteriorating items, an EPQ model was presented by Wee and Widyadana (78).

An EOQ model for buyer-distributor-vendor supply chain with backlogging without

using derivatives was extended by Teng et al. (75).

Recently, by addressing the environmental effect as a part of the supply chain, the

transportation cost and carbon emission cost due to the transportation gained attention

by the researchers in inventory and supply chain modeling. In practice, SC decisions

are strongly affected by the flow paths and mode of transportation and transportation

frequency (or quantity) of the inventory items. Regardless of its significance, very few

researchers have developed SC and close loop supply chain (CLSC) models consider-

ing transportation costs and carbon emission cost. Some of the works related to the

transportation costs and carbon emission cost were developed by Andriolo et al.(28),

Swenseth and Godfrey (73), Vroblefski et al. (77), Zhao et al. (83), Sarkar et al. (64).

Paksoy et al. (59) and Sarkar et al. (64) considered transportation costs and carbon

emission cost in CLSC model.

It is a basic work to evaluate and manage supply chain’s carbon footprint to control

carbon emissions in supply chain. Braithwaite and Knivett (130) proposed a method-

ology to evaluate supply chain’s carbon footprint by introducing the “carbon-to-serve”

concept. Cholette and Venkat (131) found that different supply chain configurations

can result in vastly different energy and emissions’ profiles by using a web-based tool

to calculate carbon emissions. Sundarakani et al. (132) examine the carbon footprint

across supply chains and use transport methods to construct the analytical model. Lam

et al. (133) presented a newmethod for supply chain synthesis and used a demand-

driven approach to assess the feasible ways for transferring energy from renewable

sources to customers in a given region. Xu and Fan (134) established the carbon foot-

print calculation models of fixed emissions sources and dynamic emissions sources in

the supply chain. Compared with these surveyed papers, ourwork is based on these

studies and focuses on the impacts of carbon trading price and CEA on carbon emis-

sions reduction. In the carbon emissions reduction literatures, the decision problem

of carbon emissions reduction in supply chain is a hot topic. Benjaafar et al. (135)

illustrated how carbon emission concerns could be integrated into operational decision

making and analyzed the impact of operational decisions on carbon emissions. Rosiˇc

and Jammernegg (136) extended the dual sourcing model based on the newsvendor

framework by considering the environmental impact of transport with emission taxes.

Song and Leng (137) investigated the classical single-period problem under different

carbon emissions policies. Du et al. (138) focused on the impact of “cap-and-trade”
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mechanism, proposed a game-theoretical analytical model, and derived a unique Nash

equilibrium. Jaber et al. (139) presented a supply chain coordination model while ac-

counting for greenhouse gas emissions from manufacturing processes. Xu et al. (140)

proposed three differential game models with the emission reduction of the product

and the retailer’s promotion dependent demand. Li et al. (141) proposed a carbon

trading model discussed between enterprises under strict carbon cap. Zhao et al. (142)

developed a retailer-driven revenue-sharing contract to coordinate the supply chain

with the constraint of product carbon emissions. Lu and Chen (143) studied the supply

chain coordination with buyback contract under different carbon emissions policies

and found buyback contract can coordinate supply chain. Compared with the surveyed

papers in this scope, our work focuses on the coordination mechanism about carbon

emissions reduction and order quantity in the supply chain.

CEA affects market demand, which has an impact on the enterprise’s carbon emis-

sions. Liu et al. (144) found that asCEA increases, retailers and manufacturers with

superior ecofriendly operations will benefit. Zhang et al. (145) analyzed the impact

of CEA on order quantities and channel coordination, in which the manufacturer pro-

duces the environmental products and the traditional products. Wang and Zhao (146)

studied how to determine the optimum order quantity and which situation the supplier

should choose to reduce carbon emissions. Xie et al. (147) studied carbon emission

reduction and sharing decision-making of supply chain system with the carbon emis-

sions level dependent demand. Chen (148) proposed several important topics for future

research based on a brief overview of the current research in the field of low-carbon

supply chain management, including the impacts of CEA on carbon emissions reduc-

tion. Compared with the literatures in this scope, ourworknot only considers the CEA,

but also considers the carbon trading price. Through coordination, supply chain can

fully exploit its potential and improve its performance (149). There are many works

in the field of supply chain coordination. Heydari and Norouzinasab (150) proposed

a coordination mechanism to coordinate both pricing and ordering decisions simulta-

neously based on quantity discount. Chakraborty and Chatterjee (151) developed the

economics of surcharge pricing as a supply chain coordinating mechanism under JIT

environment.

The above-mentioned literatures all carry out in-depth studies on the supply chain car-

bon emissions reduction. They put forward many carbon emissions control methods

and models, which are a great contribution to the field of carbon emissions reduction.

Meanwhile it is also needed to be pointed out that there are three issues that should

be explored in depth: (1) There are few literatures concerning the impacts of carbon

trading price on the supply chain carbon emissions reduction. In fact, carbon trading

12



price has important impact on the supply chain carbon emissions reduction and the

carbon emissions allocation. (2)There are also few literatures that take both the carbon

trading price andCEAinto account. It has become an important problem to study the

impacts of carbon trading price on supply chain carbon emissions reduction while tak-

ing CEA into account. (3) It is necessary to further study the coordination mechanism

in supply chain carbon emissions reduction. Under the constraint of carbon emissions,

if the supply chain members try to optimize their own profits to reduce their carbon

emissions, carbon emissions reduction of the whole supply chain will often not be the

optimal; that is, there is a “marginal double” effect. So it is also needed to explore how

to achieve the supply chain carbon emissions reduction coordination.
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CHAPTER 3

Product pricing in a two-echelon supply chain with stochastic
demand under carbon cap and trade regulations

3.1 Introduction

0

In recent years global warming is a foremost hazard to our planet. It’s having se-

vere threat to the human health, and well-being and nature. It has many disastrous

effects, such as rise of sea level, flood, drought, storm (44), disruption in ecosystems

and increased clear-air turbulence (7). The world ecosystem, environment and human

society facing the most severe problems of eco-environment deterioration and imbal-

ance. The main reason behind this crisis is excessive emission of greenhouse gases.

To control and reduce the emission of greenhouse gases effectively, many countries

and regions (44; 35) have been proposed some legislations and regulations. By cap-

and-trade mechanisms (74; 58) i.e., the emission trading scheme is one of the widely

accepted mechanisms to make possible the enterprises for conservation of energy and

reduction of emission of the greenhouse gases. Some countries already have taken

remarkable measures to reduce the emission of green house gases. The Kyoto Proto-

col, in 1997, have issued by United Nations (UN), which get on a scheme to involved

enterprises members’ production process under the regulation of cap-and-trade (69).

In 2005, European Union Trading Systems (EU-ETS) was initiated the biggest in-

ternational scheme for the trading of greenhouse gasses. European Union, covering

more than 31 counties which contribute almost half of the carbon emission, controls

the emission of greenhouse gases through the implementation of a series of financial

policies which includes CCA (Climate Change Agreements), CCT (Climate Change

Tax) and CPS (Carbon Price Support)(56). Being a large scale manufacturing coun-

try China has taken continuous drives to reduce emission of greenhouse gases. At

some provinces and cities like Beijing, Tianjin, the trading market of carbon emis-

0This paper published in International Journal of Mathematics And its Applications, 10(1)(2022),
67–77
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sion was framed, in 2013. The emission reduction and efficiency of energy saving is

promoted by the carbon emission trading scheme. It is evident that, irrespective of

developed or developing country, adapting the measures for reduction of carbon emis-

sion. Therefore, with the low-carbon economy becoming a global trend and national

strategic behaviour. Use of the cap-and trade regulation encourage enterprises to raise

the environmental performance which has the characteristics of external public inter-

ests. Therefore, being the primary carrier of greenhouse gases, enterprises have been

faced a challenge, due to carbon emission limit and also put in many restrictions in

the operations. Due to consumer awareness, they are inclined to the choice to pur-

chase a low-carbon and environment friendly products. Under this situation, the enter-

prises focus on the technological up-gradation and improved operational management

of enterprises to comply with cap-and-trade regulation (60). Also profit disagreement

among the players (upstream and downstream) in supply chain is increasing seriously,

since the technological up-gradation in the carbon emission mitigation incurred huge

investment. Here we consider that the market demand is stochastic and also affected

by selling price and carbon footprint with linear relationship.

3.2 Literature review

In the field of production–inventory literature, articles considering carbon policies are

few but increasing rapidly. Dobos (84) introduced limit of carbon trading permits in

the well-known Arrow–Karlin production–inventory model. Also, Dobos (38) further

extended his earlier work considering the aspects of time-dependent unit tradable per-

mit and calculated the immediate procurement cost of environmental licenses. The

basic EOQ model with carbon emission mitigation investment, has extended by Top-

tal et. al. (14), under carbon cap, carbon tax and cap-and-trade policies. An optimal

model for an SC to minimize opportunity cost considering carbon cap developed by

Diabat and Simchi-Levi (79). A model for a green SC, developed by Abdallah et. al.

(16), to determine lot sizes of production and shipment for raw materials and finished

products assuming the constraints over carbon emission. Benjaafar et. al. (17) con-

sidered carbon tax, strict cap on emission, cap-and-trade and carbon-offset policies

to determine optimal production, inventory, backorder quantity and amount of carbon

traded to minimize the total SC cost for a single firm and also extended their models

for multiple firms with or without coordination. Chen et al (41) depicted how with

operational adjustments emissions can be reduced without significant increase in cost

under different carbon policies. Wahab et. al. (29) incorporated screening and holding

cost of defective items in their model taking the fixed and variable carbon costs in their

model. Du et al. (20) developed a model using game theoretical approach for central-
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ized and decentralized decisions of the manufacturer and the retailer in an SC where

both the parties induce low-carbon efforts.

Mostly the papers in the field of production-inventory and supply chain management

with carbon policies have considered deterministic demand. But in real life scenario,

enterprises regularly experience stochastic demand due to shrinking product life cy-

cles, seasonality, buying patterns of customers, and other relevant issues (31). Few

research articles recently considered random or stochastic demand to reflect realistic

aspects while considering different carbon policies. Rosic and Jammernegg (80) op-

timized a dual sourcing problem with carbon tax and carbon cap-and-trade policies

considering stochastic demand in the newsboy environment. Dong et. al. (37) sug-

gested a profit maximization multi-stage SC model considering carbon-cap-and-trade

policy and stochastic demand in single-period planning horizon. Zhang and Xu (53)

also considered stochastic demand at the time of developing a multi-item production

planning model to maximize profit with carbon trading cost, and assumed newsvendor-

type products while developed the model. Arikan and Jammernegg (36) suggested a

single-period inventory model considering carbon footprint constraint and demand as

a positive random variable.

The literature review reveals that the authors have considered stochastic demand with

different carbon policies either in single-period or multi-period time horizon. To our

knowledge, only a few authors in the literature considered carbon policies with ran-

dom/stochastic demand in infinite planning horizon.

3.3 Problem definition

In this paper, we considered infinite planning horizon, stochastic demand in a two-

echelon supply chain under cap-and-trade regulation, which consists of single manu-

facturer and many distributors. The manufacturer uses raw materials to produce prod-

uct with a wholesale price and adopts emission reduction technologies to reduce carbon

footprint. Meanwhile, the distributors buy the single type of product. The relation-

ship between the manufacturer and distributors in supply chain can be considered as

two-stage Stackelberg game, where the manufacturer and the distributors having same

power or someone is leader and someone is follower. Under cap-and-trade mechanism,

the government or regulatory body directs the related laws and regulations to impose on

manufacturer during production process. Further, the manufacturer trades with other

firms in carbon emission market, which has surplus or insufficient carbon emission

quotas. Also we have considered that consumers have an environmental awareness to

pay more buying interest for products with lower carbon footprint.
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3.4 Notations and assumptions

3.4.1 Notations

In this paper we have used following notations to develop the model:

Parameters

• di Potential market demand for ith distributor

• MC Manufacturer’s production cost for unit product

• e0 Initial amount of carbon emission for unit product

• µ Cost coefficient in carbon emission mitigation

• E Total carbon emission quota allowed (carbon cap) by government

• Pe Unit trading price for carbon credit (carbon quota)

• ξi Sensitivity coefficient of consumer’s awareness to carbon emission mitiga-

tion for ith distributor

• ai Sensitivity coefficient of consumer’s preference to selling price for ith dis-

tributor

• Πi
j Profit in different scenarios, i ∈ C,D refers to centralize and decentralize

models, j ∈ m, d, sc refers to manufacturer, distributor and supply chain.

• n Number of distributor

• xd Percentage of minimal ensured or restricted profit of the distributors (for

the existence of the business process), in decentralized model where manufac-

turer is leader

• xm Percentage of minimal ensured or restricted profit of the manufacturer (for

the existence of the business process), in decentralized model where distributor

is leader

Decision variables

– Pd Distributors’ base selling price for unit product
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– e Carbon foot print (emission) for unit product after carbon emission

mitigation

– w Manufacturer’s wholesale price for unit product

3.4.2 Assumptions

(1) In this supply chain we have two players, namely, manufacturer, dis-

tributers. Here first we consider different competitive scenario of profit

maximizing between manufacturer and distributors.

(2) Here we assume that di is a random variable following some distribu-

tion function with known mean and standard deviation (s.d.). Also refer-

ring to the related literature, such as, (60; 51) we assume that the market

demand is affected by selling price and carbon foot print, which indicates

the consumer’s preference for selling price and carbon foot print (emis-

sion level) will generate a negative contribution effect on market demand.

With out loss of generality the demand function for ith distributor can be

modelled as Di = di − aiPd − ξie.

(3) As in the existing literature (76; 81) the initial amount of carbon emis-

sion for unit product is e0, is a known constant. After technological upgra-

dation adopted by manufacturer the carbon foot print reduced from e0 to e

, where 0 < e ≤ e0, for unit product. The cost function for such technological

up-gradation is given by C(e) = 1
2
µ(e0 − e)2.

(4) The carbon credit under the cap and trade mechanism i.e., the total cap

of carbon emission E during production process is allowed by the govern-

ment, which is called carbon credit (82; 30). Here we have assumed that

after adopting carbon emission mitigation the carbon foot print is e. So,

the total carbon emission is e
∑n

i=1Di. Thus the cost of surplus or deficit

carbon credit is Pe[E − e
∑n

i=1(di − aiPd − ξie)].

(5) In the real life scenario, the carbon emission mitigation investment

results in diseconomy of scale. That is through the changes in products

design and manufacturing process the mitigation of carbon emission will

come easily and the mitigation of carbon emission is more difficult with di-

minishing profit.Therefor we assume that the coefficient for carbon emis-

sion mitigation µ should be large enough and the conditions

(a) 1
2
∑n

i=1 ai
(
∑n

i=1(ξi + Peai))
2 − µ < 0,

(b) 1
4
∑n

i=1 ai
(
∑n

i=1(ξi + Peai))
2 − µ < 0,

(c) 2Pe
∑n

i=1 ξi − µ < 0.

(d) (µ− Pe
∑n

i=1 ξi)(
∑n

i=1 ξi − µ
∑n

i=1 ai) > 0.
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3.5 Mathematical modelling of the system considering manu-
facturer and distributors

Here depending up on the dominating scenario of the manufacturer and the

distributors, we derived two types of models namely centralized model and

decentralized model.

3.5.1 Centralized model

In the centralized scenario, the model consider the manufacturer and the
distributors of entire supply chain as one system, where the manufacturer
and distributors jointly make the optimal decision with selling price Pd
of distributors and carbon emission e to maximize the total profit ΠC

sc.
Here we consider that on mutual understanding basis the total profit ΠC

sc
is equally shared among the manufacturer and distributors. So, the model
of the supply chain system under centralized scenario can be expressed as
follows:

Max ΠC
sc(Pd, e) = (Pd −MC)

∑n
i=1Di + Pe(E − e

∑n
i=1Di)− C(e), i.e.,

Max ΠC
sc(Pd, e) = (Pd −MC)

n∑
i=1

(di − aiPd − ξie)

+Pe[E − e

n∑
i=1

(di − aiPd − ξie)]

−
1

2
µ(e0 − e)2 (3.1)

Proposition 1: In the model under centralized scenario the optimal selling
price Pr and carbon emission e are as follows:

PC
d =

1

2
∑n

i=1 ai
[

n∑
i=1

(di +MCai)− e
n∑

i=1

(ξi + Peai)] (3.2)

eC =

∑n
i=1(ξi − Peai)

∑n
i=1(di −MCai)− 2µe0

∑n
i=1 ai

(
∑n

i=1(ξi − Peai))2 − 2µ
∑n

i=1 ai
(3.3)

with the condition
1

2
∑n

i=1 ai
(

n∑
i=1

(ξi + Peai))
2 − µ < 0 (3.4)

Proof: Here first we find the optimal value of Pd and put that value in ΠC
sc

and then find the optimal value of e as follows:
δ

δPd
Πc

sc =
∑n

i=1(di − aiPd − ξie) + (Pd − MC)(−
∑n

i=1 ai) + ePe
∑n

i=1 ai and δ2

δP2
d

Πc
sc =

−2
∑n

i=1 ai < 0.

Now, δ
δPd

Πc
sc = 0 gives, Pd = 1

2
∑n

i=1 ai
[
∑n

i=1(di +MCai)− e
∑n

i=1(ξi − Peai)].

Now putting Pd in Πc
sc we get,

πc
sc = 1

4
∑n

i=1 ai
[(
∑n

i=1(di − eξi −MCai))
2 − (ePe

∑n
i=1 ai)

2] + Pe[E − 1
2

∑n
i=1(edi − e2ξi −

eMCai − e2Peai)]− 1
2
µ(e0 − e)2
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and δ
δe

Πc
sc = 0 gives, e =

∑n
i=1(ξi−Peai)

∑n
i=1(di−MCai)−2µe0

∑n
i=1 ai

(
∑n

i=1(ξi−Peai))2−2µ
∑n

i=1 ai
.

Also, δ2

δe2
Πc

sc = 1
2
∑n

i=1 ai
(
∑n

i=1(ξi + Peai))
2 − µ < 0 provided,

µ > (
∑n

i=1(ξi + Peai))
2.

3.5.2 Decentralized model

In a supply chain it is not always possible to take centralized decision.

Thus the decentralized scenario is unavoidable. Within the supply chain

it is not always possible that manufacturer and distributors are of equal

power. Some times, distributors (retailers) are more power full, like dif-

ferent shopping malls, some times manufacturer is more power full, like

Microsoft. Then under decentralized scenarios, it is required to assume

some one as leader and some one as follower based on the dominating na-

ture of the players. So for the decentralized model each one is considered

as leader and each one is considered as follower and optimize the supply

chain cost to determine the best possible combination. Also we consider

all distributors (retailers) are independent and have same power, i.e., either

they together act as leader or as follower. So we classify the decentralized

model as following two cases:

3.5.2.1 Case 1: Manufacturer is leader and distributors are follower

While manufacturer is leader and distributors are follower in the Stackel-
berg game of supply chain which maximize their own profits as the goal.
Thus the game between members is as follows:
First the manufacture determines the wholesale price w and emission level
e for unit product and then the distributors decides the optimal strategy of
selling price Pd accordingly to the best response of manufacturer. We can
easily find the dynamic game under complete information where subgame
should be perfect Nash equilibrium. Also to protect the minimal profit of
the distributors (for the existence of the business process) a minimum xd
percentage of profit is ensured or restricted. So the decision models of
manufacturer and distributors can be expresses as follows:
MaxΠD

m(w, e) = (w −MC)
∑n

i=1Di + Pe(E − e
∑n

i=1Di)− C(e), i.e.,

MaxΠD
m(w, e) = (w −MC)

n∑
i=1

(di − Pdai − eξi)

+Pe[E − e

n∑
i=1

(di − Pdai − eξi)]

−
1

2
µ(e0 − e)2 (3.5)

and MaxΠD
d (Pd) = (Pd − w)

∑n
i=1Di i.e.,

MaxΠD
d (Pd) = (Pd − w)

n∑
i=1

(di − Pdai − eξi), (3.6)
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subject to the constraint,Pd ≥ (1 + xd
100

)w.

Proposition 2: In the model under decentralized scenario, where manu-

facturer is leader and distributors are follower, the optimal selling price

Pd, wholesale price w and carbon emission e are as follows:

PD
d = 1

2
∑n

i=1 ai

∑n
i=1(di + wai − eξi)

wD = 1
2
∑n

i=1 ai

∑n
i=1[di +MCai − e(ξi − Peai)]

eD =
∑n

i=1(di−MCai)
∑n

i=1(ξi+Peai)−4µe0
∑n

i=1 ai

(
∑n

i=1(Pe+ξi))2−4µ
∑n

i=1 ai

with the condition
1

4
∑n

i=1 ai
(
∑n

i=1(ξi + Peai))
2 − µ < 0

Proof: Here first we find the optimal value of Pd for the maximum value

of ΠD
d (Pd) and we substitute Pd in ΠD

m(w, e). For maximum value of

ΠD
m(w, e) we find the optimal value of w and substitute it in ΠD

m(w, e)

and derive the reduced function ΠD
m(e) to find the optimal value of e for

maximum ΠD
m(e) as follows:

Here, δ
δPd

ΠD
d =

∑n
i=1(di − Pdai − eξi)− (Pd − w)

∑n
i=1 ai

and δ
δPd

ΠD
d = −2

∑n
i=1 ai < 0.

Now δ
δPd

ΠD
d = 0 gives, Pd = 1

2
∑n

i=1 ai

∑n
i=1(di + wai − eξi).

3.5.2.2 Case 2: Distributors are leaders and Manufacturer is follower

While distributors are leaders and manufacturer is follower in the Stackel-
berg game of supply chain which maximizes their own profits as the goal.
Thus the game between members is as follows: First the distributors de-
termine the base selling price Pd and wholesale price w for unit product
and then the manufacturer decides the emission level e for unit product.
As before we can easily find dynamic game under complete information
where subgame should be perfect Nash equilibrium and also to protect the
minimal profit of the manufacturer (for the existence of the business pro-
cess) a minimum xm percentage of profit is ensured or restricted. So the
decision models of manufacturer and retailers can be expresses as follows:
MaxΠD

d (Pd, w) = (Pd − w)
∑n

i=1Di i.e.,

MaxΠD
d (Pd, w) = (Pd − w)

n∑
i=1

(di − Pdai − eξi) (3.7)

and MaxΠD
m(e) = (w −MC)

∑n
i=1Di + Pe(E − e

∑n
i=1Di)− C(e), i.e.,

MaxΠD
m(e) = (w −MC)

n∑
i=1

(di − Pdai − eξi)

+Pe[E − e

n∑
i=1

(di − Pdai − eξi)]

−
1

2
µ(e0 − e)2, (3.8)
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subject to the constraint,w ≥ (1 + xm
100

)MC .

Proposition 3: In the model under decentralized scenario, where retail-

ers are leaders and manufacturer is follower, the optimal selling price Pr,

wholesale price w and carbon emission e are as follows:

eD =
(w−MC)

∑n
i=1 ξi−Pe

∑n
i=1(Prai−di)−µe0

2Pe
∑n

i=1 ξi−µ

wD =
∑n

i=1(di−aiPr)
∑n

i=1(2Peξi−µ)+(MC+Pr)(
∑n

i=1 ξi)
2+e0µ

∑n
i=1 ξi

2(
∑n

i=1 ξi)2

PD
d = (−µ

∑n
i=1 ai

∑n
i=1 di(µ−Pe

∑n
i=1 ξi))+

∑n
i=1 ai

∑n
i=1 ξi(e0µ+

∑n
i=1 diPe+MC

∑n
i=1 ξ)(µ−

Pe
∑n

i=1 ξi)+µ
∑n

i=1 di(−µ
∑n

i=1 ai+
∑n

i=1 ξi)(
∑n

i=1 aiPe+
∑n

i=1 ξi)−
∑n

i=1 ξi(e0µ+
∑n

i=1 diPe−∑n
i=1 ξi(w +MC))

− −µ
∑n

i=1 ai+
∑n

i=1 ξi(
∑n

i=1 aiPe+
∑n

i=1 ξi)

2
∑n

i=1 ai(µ−Pe
∑n

i= ξi)(−µ
∑n

i=1 ai+
∑n

i=1 ξi(
∑n

i=1 aiPe+
∑n

i=1 ξi))

with the condition,

2Pe
∑n

i=1 ξi − µ < 0 and

(µ− Pe
∑n

i=1 ξi)(
∑n

i=1 ξi − µ
∑n

i=1 ai) > 0.

Proof: Here first we find the optimal value of Pd and w taking δ
δPd

ΠD
d = 0

and δ
δw
ΠD
d = 0 for the maximum value of ΠD

d (Pd, w). We put the optimal

values of Pd and w in ΠD
m, which will become a function of e only. Then

we find the optimal value of e taking δ
δe
ΠD
m(e) = 0 for which ΠD

m(e) is

minimum.

3.6 Numerical example

In this section, we present some numerical examples to demonstrate the

impact of consumers’ awareness and initial carbon emission on the per-

formance and social welfare, as well as present the performances of co-

ordination contract under centralized scenario. Also we consider the both

decentralized scenarios with the same input data and compare all the eval-

uated results. We consider that di follows uniform distribution with known

parameters and consider the specific values for different parameters as fol-

lows (all data are with usual unit ): n = 3,MC = 2, e0 = 2.5, µ = 5, E =

5, Pe0.5, ξ1 = 0.2, ξ2 = 0.2, ξ3 = 0.1, a1 = 0.2, a2 = 0.3, a3 = 0.1, di ∼
Uniform(mi, ni),m1 = 5, n1 = 3,m2 = 5, n2 = 2,m3 = 4, n3 = 3

and for decentralized models xm = 30 and xd = 30. We replace di by the

mean of di i.e., by E[di] = mi+ni

2
.

We have solved the models using Mathematica 7.0, using the above input

data. In Table 1, the obtained results are given.
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Case Type Manufacturer’s
total profit

Distributors’
total profit

Manufacturer’s
Whole-
sale Price
/unit

Distributors’
base sell-
ing price/
unit

Emission
level/unit
after miti-
gation

Centralized
(Manu-
facturer
and dis-
tributors
having
same
power)

15.44 15.44 NA 9.94 1.34

Decentralized
(Manu-
facturer is
leader and
distribu-
tors are
follower)

15.89 7.07 9.84 13.27 1.95

Decentralized
(Distrib-
utors are
leaders
and Man-
ufacturer
is fol-
lower)

2.58 29.26 2.60 9.40 2.12

Table 3.1 Result analysis
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Fig. 3.1 Distributors Selling price Vs Emission level in Centralized Model

3.7 Result analysis and conclusion

In the centralized model, when manufacturer and distributors having same

power, the total profit is distributed equally within manufacturer and dis-

tributors, where distributers directly sell the products. We can observe

in Figure 1, that the selling price of distributors increases as the carbon

emission level decreases, which results in over all maximum profit shared

among manufacturer and distributors.

In the decentralized model, when manufacturer is leader and distributors

are follower, the emission level after mitigation is higher than that of cen-

tralized model. Also, as the distributors base selling price increases and

affect the total sell, which results in remarkably less profit of the distribu-

tors. In the Figure 2, we also observed that,as the emission level decreases

the manufacturer’s wholesale price decreases.

Again, in the decentralized model, when distributors are leaders and man-

ufacturer is follower, the emission level after mitigation is highest than

that of all the models. It indicates that being the leader under decentral-

ized scenario, the distributors have not taken care of about carbon emis-

sion mitigation. Also the manufacturer’s profit decreased remarkably and

the distributors profit increased unnaturally. In the Figure 3, the distribu-

tors dominated the manufacturer by keeping the manufacturer’s wholesale

Price as less as possible and hiking the distributors base selling price for

more profit making, ignoring the carbon emission effects.

Thus, it has been found that the centralized model worked best under the

coordination system. In centralized model the distributors selling price is
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Fig. 3.2 Manufacturer’s wholesale price Vs Emission level in Decentralized
Model(when manufacturer is leader and distributors are follower)

Fig. 3.3 Distributors base selling price Vs manufacturer’s wholesale Price in Decen-
tralized Model(when distributors are leaders and manufacturer is follower)
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under control and also the emission level after mitigation is the least due

to joint contribution of both manufacturer and distributors.

This model can be further be extended to three-echelon supply chain model

by introducing the retailers with auction concept as buyers of the distribu-

tors.
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CHAPTER 4

Development of WARKS for Accessing Supply-chain
management

4.1 Introduction

0

Wireless devices have grown tremendously within recent few years due

to the appearance of global adoption, various functionality and wide ap-

plications. Future WiFi probably dedicate broadband speeds. Wireless

access is consider to both indoor and outdoor environments. For high

quality of service (QoS), WiFi enabled devices (i.e., smartphones, tablets,

laptops, smart TVs, cameras, sensors etc.) improve user experience and at-

tract them to this technologies. The communication technologies currently

used in D2D (device-to-device) communications, to interconnect multiple

sensor nodes spread into a particular area. Access to communication tech-

nology can play a pivotal role in social and economic development. The

choice of technology to achieve this a significant aspect (157). If the net-

work has to cover a larger area than router is not capable of transmitting

to, or if signals have to penetrate through obstacles, performance will take

a hit. Interference is also a big issue, signals from other wireless networks

and electronics can impact speeds.

The goal of this work is to analyse WiFi feasibility and evaluate its perfor-

mance and applications in different fields by using a WiFi network with

sensors, kits and multimedia support. This work improve D2D communi-

cations in a significant way, appointing intermediate multi hop WiFi nodes

with different network topology. The objective of this work to retain the

WiFi communications without boosting the signals for both static and dy-

0This paper published in International Journal of Recent Technology and Engineering (IJRTE) ISSN:
2277-3878 (Online), Volume-11, Issue-1, May 2022
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namic cases (maintaining the order and range of WiFi nodes). For static

purpose this network is usable in house, colony, factory, hospital, office,

hostel, restaurant, forest etc. Also for dynamic purpose this network is

usable in agriculture, animal monitoring, mountain, train, army and rivers

etc. Authors intention to establish a online/offline data processing enable

network for communication (158).

WiFi deals with the specification of an unlicensed bands worldwide use in

wireless local area network supporting a set of scenarios based on number

of devices, range, and energy constraints. WiFi offers a simple, robust,

and efficient solution in the industrial, scientific, and medical radio band

(ISM band) compared with other existing technologies. WiFi technology

enables devices to exchange information and perform actions without hu-

man intervention. Due to their short wireless range and high obstruction

losses, current WiFi require the use of intermediate nodes, to reduce com-

plexity of the network.

This paper upsurge our experiences, should create a revolution in offline

WiFi network and keep the impression at peoples mind (159). In the fol-

lowing sections we describe four different perspective relevant to the WiFi

networks,

* Introduction

* Network Models

* Network Applications

* Conclusion and Future Plan

* Acknowledgment

* Reference

This network will be adoptable for future communication technologies to

establish a convenient environment.

4.2 Network Models

Authors intention to construct a network which can be use in different field

and for different purpose with various functionality. Which produce a se-
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cure, reliable, energy shaven, portable and simple local area network, that

favor in both cellular and ad hoc compositions.

4.2.0.1 Concepts

Multiple walkie talkies use a single radio channel, and only one radio on

the channel can transmit at a time, and others walkie talkies receive it.

The goal of authors is to build a network, which can work as both cellu-

lar and ad hoc, with multi hop connection. Which can use in home for

static network and in outdoor dynamic network for natural disaster. By

walkie talkie the voice data can transfer, but this WiFi network must in-

clude various sensors, kits and enable multimedia support. So the concepts

are increase the capability of network with different functions. Such that

it is possible to form different topology by this network.

4.2.0.2 Opportunities

This technique implement for various field of applications. By this net-

work it is possible multi hop nodes communication. If any person con-

trol a device/machine of 7th node with mobile connection from 1st node

Fig. 4.1, then it is also possible to monitor another device/machine of 4th

node with mobile connection from 8th node, and so on simultaneously. In

this way multiple device can be control by one clients. WiFi devices are

easily portable, so they are use in both static and dynamic purpose. This

technique increase the range and the number of connections. Also both

short and long range WiFi connection may use to provide good services.

4.2.0.3 Hardware

In this network an AP, a STA, a Controller, various sensors and kits have

been used to model the WiFi network. AP and STA are connected each

other with wire connections, STA/Master connected to a Controller and a

display with wire. At each nodes different type of sensors and kits have

used, which are connected with wire to Controller. AP, STA and Con-

troller are connected with power bank by USB (Universal Serial Bus). In

each node same type of WiFi device have been used for AP and STA, AP
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Table 4.1 comparison with existing technologies

Technology WiFi Bluetooth LE ZigBee WiMAX LoRa LTE 4G

Standard IEEE 802.11 IEEE 802.15.1 IEEE 802.15.4a IEEE 802.16a IEEE 802.15.4g IEEE 802.16 IEEE 802.16m

Frequency 2.4 GHz, 5 GHz 2.4 GHz 2.4 GHz, 868
MHz, 915 MHz

2.5−5.8 GHz 433, 868, 780,
915 MHz

824−1990
MHz

1.8−2.5 GHz

Bandwidth 20−40 MHz 1 MHz 1 MHz 1.25−20 MHz 125−500 KHz 1.4 MHz 5−20 MHz

Range 10−150 m 10−50 m 10−100 m 5−30 km 2−15 km 10−30 km 10−30 km

Protocol CSMA/CA BR/EDR CSMA CSMA/CA ALOHA TCP/IP TCP/IP

Modulation BPSK, QPSK,
QAM

GFSK BPSK, QPSK CSK CSS QPSK, QAM PSK, QAM

Data Rate 54 Mb/s, 6.75
Gb/s

1 Mb/s 20−250 Kb/s 30−40 Mb/s 50 Kb/s 50−100 Mb/s 50−100 Mb/s

Network Topol-
ogy

Star Star, P2P Star, Tree,
Mesh

Star, Tree,
Mesh

Star Cellular Cellular

Band ISM ISM Wireless Wireless Wireless Wireless Wireless

Duplex Half Half Half Full Half Full Full

Spectrum Unlicense Unlicense Unlicense License Unlicense License License

Transmission
Technique

OFDM FHSS DSSS CDMA OFDM OFDMA OFDMA

Latency 3 ms 6 ms 20 ms 5 ms 2 ms 2 ms 2 ms

Power Use 6 W 0.01−0.5 W Low High Low High High

Battery Life Months to
Years

Days to Weeks Months to
Years

Months to
Years

Months to
Years

Days to Weeks Days to Weeks

Transmit Power 1−100 mW 1−10 mW 1−100 mW 200−20000
mW

10−2000 mW 200−20000
mW

200−20000
mW

Sensitivity -95 dBm -97 dBm -100 dBm -100 dBm -149 dBm -120 dBm -122 dBm

Packet Length 100 bytes 200 bytes 100 bytes 100 bytes 200 bytes 1200 bytes 1240 bytes

Security WEP, WPA,
WPS

128 bit AES
with counter
mode CBC
MAC

Low Low Low Low Low

Module Price $10 $10 $40 $50 $60 $70 $80
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Fig. 4.1 WiFi Communications using WARKS

works as Server and STA as Client.

4.2.0.4 Duplex

Four type of half-duplex protocol have been used in this network. WiFi

communication between AP and STA is half-duplex, UART communica-

tion between AP and STA is half-duplex, I2C communication between

STA and Controller is half-duplex and HTTP communication between AP

and Client (mobile) is also half-duplex. This means no device can send

and receive, or upload and download, simultaneously.

4.2.0.5 Mapping

By mathematics, since ‘STAs’ and ‘APs’ are two sets and by some given

rule, element of STAs corresponds to a unique element of APs, so the rule

is called a mapping of ‘STAs’ into ‘APs’. Here ‘STAs/ Clients’ set include

mobile, laptop, wireless sensors etc. and ‘APs’ set include all Servers/APs

in the network. Mapping are two types “one one” and “many one”. Since

many STAs can connect with one Server therefore the map are many one

mapping. And STAs/Clients connected to a Server/AP of a node with wire

connection is a many one mapping, Similarly Controllers connected to a

STA with wire in this node also a many one mapping, Sensors/Kits are
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Fig. 4.2 (a) STA/Clients map into APs/Servers, (b) Hardware design of ith Node with
communication protocol and sensors/kits of the Network

connected to a Controller with wire is also form a many one mapping.

4.2.0.6 Topology

The topology of this network can form tree, star, bus, line, chain or com-

bination of them. But that nodes of this network should not form ring or

mesh topology. Because the data will forward from one node to all others

nodes. Since each node forward data to all others nodes, which nodes are

connected to it. Therefore if some nodes form a ring or mesh topology of

this network then the data will turn around in, which happen continuously

and will hang this network. For n nodes network, total 2n numbers of AP

and STA are need.

4.2.0.7 Security

For establish a connection to a node of this network by mobile or com-

puter, peoples should go through some authentication password. After

network authentication, users also should go through Second password

for access specific node of this network. A web server has been design

for receive/request instruction of specific node of this network from mo-

bile/computer. By this web server peoples can control or monitor specific

node’s relay, sensors, devices and also can do, multimedia communica-

tions online/offline.
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4.2.0.8 Experiment

The experiment has done in the Hostel and in the Department of Jadavpur

University. Which cover different floors of building with distributed rooms

for indoor purpose. This experiment also has done in the playground of

University for outdoor purpose, where each node placed at 20 meters dis-

tance from others. All external clients (mobile) Fig.4.1 are connect to

the AP/Server of a node of this network for monitoring or controlling any

sensor/kits of other nodes. AP of any node receive and request the instruc-

tion from clients and forward to all STA and AP (both wire and wireless)

by these Serial and WiFi connections. Total eight nodes are used, each

node have one AP, one STA and one Controller. STA work like a Client,

one display and one controller are connected to it. Controller works like

a Slave of STA/Master. Various sensors/kits are connected to the Slave by

wire. Seven mobile are used as an external clients. Both command and

request are done simultaneously. Message of any client flash to the screen

of display. In case of connection lost of any node to this network, this

also flash to all nodes display that which node lost the connection. The

connection speed was approximately 112kbps for using seven mobiles to

receive/request instructions of eight nodes network. The receive/request

instruction also work if maximum three STA/Clients connected to one AP

and access to other different nodes.

4.2.0.9 Challenges

For static/dynamic situation, if some nodes lost connection, then it auto-

matically reconnect to its previous node, that it was connected to in this

network. Since STA can connect only one AP and many station can con-

nected to a AP Fig.4.1. If some cases, connection is not define (i.e STA

can randomly select an AP). In this type of cases if connection lost, STA

of any node search random AP within its range. If it get another node

(not previously connected node) and connect it’s AP. Then the network

may form two or more disconnected sub network with different topology.

Same node STA and AP can connect each other. This is a great challenge

to this network. Since one STA can connect only one AP wirelessly there-

fore the whole system will suffer for it. So for random connection, should
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make a manual connection configuration.

Fig. 4.3 WARKS user interface

String Processing

DNID SNID CMD REQ MSG TERM

16 bits 16 bits 32 bits 32 bits N bits 8 bits
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Table 4.2 Comparison of different board we used for this system

Specs/Board ESP32 ESP8266 Arduino Uno

Number of Cores 2 1 1

Architecture 32 Bit 32 Bit 8 Bit

CPU Frequency 160 MHz 80 MHz 16 MHz

WiFi Yes Yes No

Bluetooth Yes No No

RAM 512 Kb 160 Kb 2 Kb

Flash 16 Mb 16 Mb 32 Mb

GPIO Pins 36 17 14

Busses SPI, I2C, UART, SPI, I2C, SPI, I2C,

I2S, CAN UART, I2S UART

ADC Pines 18 1 6

DAC Pines 2 0 0

Command Descriptions

RLY[number] It will control the relay board

FAN[O/F] Control Fan On/ofF

Li [O/F] Light

WIN[O/F] Windows close or open

DOR[O/F] Door close or open

Ref[O/F] Refrigerator On/oFf

ALL[O/F] All control on or off

MSG Message from requested node
to source node

Request Descriptions

TEM Temperature

HUM Humidity RSS Received Signal
strength

LDR Light intensity measurement

DIS Ultra-Sonic range finder

SMK Smoke Sensor MOS Motion
Sensor
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4.3 Network Applications

Several scope of applications (160) of this network are present in multiple

fields Fig.4.3, some of them are describe as follows,

4.3.1 Industry

Automatic control has played a vital role in the advance of engineering

and science and it has become an important and integral part of modern

manufacturing and industrial processes. It makes the process easier and

time shaven. One of the main ingredients of automation is undoubtedly

control, which means information being collected, processed and deliv-

ered back to each sensors. Workers of a factory can easily control various

machine with their mobile, using WiFi connections. Also they can receive

real time temperature, humidity, gas, radio frequency, fire, smoke, alarm

etc., to their mobile app. Moving robots or vehicles can be control. Work-

ers can get access to this network by connecting moving robots or vehicles,

they act as multi hop nodes of WiFi network. From first WiFi connection

from mobile, workers can control a robot and by second connection from

mobile to robot’s node (this time robot’s node work as multi hop node)

can monitor/control another device or machine. All data will store to the

servers through multi hop connections.

Fig. 4.4 Applications in Industry

4.3.2 Train

WiFi network connections enable operators to manage carriage to carriage

and train to ground communications with increased efficiency and create

attractive onboard multimedia services that give passengers safe and en-

vironmentally friendly transportation. At each carriage of a train should

have some WiFi nodes which have some sensors. Passengers can access

this network using mobile by connecting to a single node of the network.
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They can receive information about temperature, humidity, fire, smoke,

alcohol etc., can access movie, music to their mobile from the network

servers. Passenger can do, chat to other coaches passengers, order foods,

complaints, take necessary helps from other passengers or securities. This

network should distributed among authority, security, kitchen and coaches.

Train authority can control air conditioner, doors, send massage, alarms to

passengers. The authority can collect all information to server by this multi

hop nodes. In this way restaurants, shopping mall can provide services to

their customers.

Fig. 4.5 Applications in Train

4.3.3 Hospital

In a hospital constant health care monitoring system is necessary for the

patient’s physiological parameters. In case of emergency patient should

need medical treatment or shifted to other hospital. For this purpose a

communication network need among patient, doctors, patient relatives,

nurses, inquiry, pharmacy, ambulances and offices. This WiFi network

full fill all functionality and take care about hospital emergency manage-

ment. Patients are placed in different ward, it is difficult to look after all

patients if lack of doctors or nurses in hospital. So by WiFi sensors, cam-

era and various devices, it is easy to monitoring to all patients physical

conditions from different places with mobile or computer by this network.

Using real time data this system will be faster.

Fig. 4.6 Applications in Hospital
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4.3.4 Agriculture

WiFi reduce effort and time for monitoring agricultural environment (161).

The utilization of WiFi technology allow for remote measurement of tem-

perature, humidity, crop condition, atmospheric pressure, soil moisture,

water level and insects detection, observation etc. The WiFi system will

reduce the cost. Sensor location can easily repositioning. Also enhance

the flexibility and mobility of sensing points. Greenhouse farming growth,

germination, sprouting, flowering and fruit development monitoring with

WiFi reduce the labor of farmers. This proposed idea introduce together a

controlling and monitoring system which activate or deactivate automatic

irrigation, reaper, seed planter and agricultural vehicles of an agricultural

fields with short and long range multi hop WiFi nodes. A farmer can fly

a drone by mobile, together with drone node WiFi (i.e. three hop connec-

tion) the farmer can communicate with other farmers. Any animals, birds

or human activity to the crop field can easily identify from any corner or

share data to each other by multi hop WiFi network. Dairy farming easily

look after with deploying various WiFi sensors. For short of connection

farmers can access to network with moving agricultural vehicles. Fisher-

men can communicate each other by this WiFi network from fishing boats.

Fig. 4.7 Applications in Agriculture

4.3.5 Mountain

Mountaineering is the set of activities which involves ascending moun-

tains. Mountaineering related activities include traditional outdoor climb-

ing (rock and ice), hiking, backpacking, skiing, and traversing via ferratas.

Mountaineer are travel long distance for climb up to horn of the mountain.

Sometime they leave behind their accompany or needs to medical helps.

As there is no network coverage, so it is impossible to communicate each

other. For this purpose they should need both short and long range WiFi
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communication networks. Long range WiFi (162) are deploy like mo-

bile tower (base station) and short range WiFi communicate among the

group of mountaineer. If any group want to communicate another group

to whom they leave behind, simply connect to long range WiFi network,

by mobile WiFi and can communicate with each other. In case of medical

emergency, can get help from administrator or rescue camp by connecting

to long range WiFi network. Administrator or mountaineer can share any

problem with others by connecting one node of this network such that rest

of group can avoid this difficulties. Since each and everyone are connected

to the long range WiFi network. So by RSSI values (163) one group can

find other groups node location to the mountain and how far away this

group traveling from a WiFi tower can be identify. In the same way, this

technology can be use in desert.

Fig. 4.8 Applications in Mountain

4.3.6 Forest

The forest is a complex ecosystem consisting mainly of trees that buffer

the earth and support a myriad of life form. Wild animals graze in forest,

sometime herd of several wild animals or birds migrate together one forest

to another. They are need monitoring from different place of forest. Also

the forest needs security from poaching, forest fire etc. To get away from

this problem this WiFi network is a good solution. Each node of this WiFi

network should have camera, fire detector, motion sensors, sound detector

etc., and will be a combination of short and long range WiFi network. By

this network, animal, birds or any unauthorized human activity can easily

track for taking necessary steps.
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Fig. 4.9 Applications in Forest

4.3.7 Army

Military automation has changed the face of battle, and WiFi devices have

played a key role. The air force, the army and the navy all get benefit

and improve their function. Army communicate each other for battlefield

operations. It may be take place in forest, hill, sea, urban or rural areas.

Army can communicate among them, using drone or vehicles to aerial

vehicles by WiFi network. Even inside the army camp this technology

may use. In case of natural disaster, i.e. earthquake, flood, fire etc. this

technology will use. The advantage of this network is, it can use dynamic,

static and both together.

Fig. 4.10 Applications in Army

4.3.8 Home

A home automation system will control TV, light, fan, door, window, cli-

mate, entertainment etc (164). It may also include home security, such

as alarm, motion, gas, fire, smoke, baby care systems. All of this sen-

sor devices can control and monitor connecting with one node by mobile,

present in any place of network coverage area. Use this multi hop WiFi

connection people can communicate among multi floors with multi build-

ings. Any person can send message to any people or a group of people by

this WiFi networks. Also can control their cars from multi floor building

using this network. The same technique may use in office buildings.
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Fig. 4.11 Applications in Home

4.4 Conclusion and future plan

This work is done to make the living environment easier for controlling

and monitoring remotely using mobile or computer. The proposed system

can be used in agriculture, home automation, industrial automation, smart

cities, army, fishing, mountain tracking etc. Distance can be find using

RSSI technique (171; 165; 166; 167; 168; 173). In this model all the AP

has variant SSID but unique IP address and port number. Making unique

SSID for all AP and variant IP address is under process.

Our future plan is to implement this system into swarm robotics to cre-

ate dynamic formation using wireless communication to solve the com-

plex problem which can be finding shortest path of path following robot

(159; 169; 170; 172), rescue people from danger, battle field fighting tech-

nique and many more. To improve the hardwares, we have to use the LiFi

or future technology to create a super speed wireless data transfer. To

improve softwares, we plan to develop a new programming language to

configure required wireless network hardwares easily.

41



CHAPTER 5

Mathematical models for optimization of economic and
environmental effects in a two-echelon supply chain
management system with stochastic deterioration,

seasonal stochastic demand and carbon emission cost

5.1 Introduction

0

In the supply chain(s) (SC), the devastating environmental impacts have

resulted in government law formulation, customer awareness and pres-

sure from various stakeholders to implement environmentally sustainable

strategies in SC. A sustainable SC requires management policies that min-

imize the SC cost and reduce consumption of resources and environmental

pollution. Therefore carbon emission cost (28; 73; 77; 83; 64; 59) has to

be incorporated to develop any new SC model. In real life, it is quite com-

mon for different inventory items, such as milk, fruits, blood, pharmaceu-

tical products, vegetables etc, to perish or depreciate over time. Therefore,

it is important to study the behaviour of such decaying and deteriorating

items (44), toward the formulation of appropriate inventory control poli-

cies that explicitly take such behaviour into account. The deterioration

rate is different among various products and depends on several physi-

cal and environmental situations. Thus, the deterioration rate is stochastic

(44; 35; 74) in nature, rather than deterministic. This feature has to be con-

sidered when modelling the real life SC scenario. In reality the demand

of any product has a seasonal effect. Thus, in SC the demand has to be

considered in two factors: one part is constant and another is stochastic.

In our proposed model we have considered the above features to develop

a realistic model that can be adopted by different SC managers and practi-

0This paper communicated to the journal Operational Research - An International Journal (ORIJ) ,
Electronic ISSN: 1866-1505
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tioners for achieving utmost economic goals and minimum environmental

impacts i.e., carbon footprints.

The inventory system is taking an important part of cost controlling in

business and organization. Inventory consists of usable but idle resources

which are materials and goods. The volume of material, a company has

in stock at a specific time, is known as inventory or in terms of money it

can be defined as the total capital investment over all the materials stocked

in the company at any specific time. Inventory may be in the form of raw

material inventory, in process inventory, finished goods inventory, among

others. Inventory management is a key component in any production en-

vironment. This has been recognized not only in the operations research

literature but also in the management science and industrial engineering

domains. Inventory Control (IC) is the supervision of supply, storage and

accessibility of items to ensure an adequate supply without excessive over-

supply. The integrated inventory management system is a common prac-

tice in the global markets and provides economic advantages for both the

vendor and the buyer. Globalization of market and increased competi-

tion force organizations to rely on effective supply chains to improve their

overall performance. The goal in many research and development efforts

that are related to the SC management (SCM) is to have practical models

that can effectively reduce operational costs.

Transportation has a major role in SC management. The ever growing vol-

ume of such activity not only benefits the growth and sustainability of in-

ternational economy and globalization but also has its own consequences,

particularly those pertaining to the environment. Transportation activities

are considerable sources of air pollution and greenhouse gas emissions,

with the former known to have harmful effects on human health and the

latter is responsible for global warming. These issues have raised con-

cerns on reducing the amount of emissions worldwide. In this respect,

many countries, including both developed countries and developing coun-

tries, have set strict targets on reducing their carbon emissions now and in

future. There is a large amount of literature on supply chain management

regarding environmental issues through the emerging concept “green sup-

ply chain management” (GrSCM) (72). In the carbon emissions reduction

literatures, the decision problem of carbon emissions reduction in supply

chain is a hot topic. Benjaafar et. al. (32) illustrated how carbon emis-

sion concerns could be integrated into operational decision making and

analyzed the impact of operational decisions on carbon emissions.
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Deterioration inventory model research has received increasing attentions

in recent years, extending existing models with a variety of deterioration

patterns, demand functions and back- ordering policies. In most cases,

deterioration is assumed to be a constant fraction of total on-hand inven-

tory. But the deterioration rate taken as stochastic by Ghare and Schrader

(44) and Chakrabarty et al. (33) among several researchers. The Weibull

distribution has been used to model item decay by Chakrabarty et al. (33)

and some attention has been focused on deteriorating items with expiration

dates by Hsu et al. (52) and Lo et al. (55).

In inventory and SC models, several researchers considered the demand as

constant, but in reality the demand has some seasonal effects. As a result,

the total demand is a combination of a constant demand, which is constant

throughout the year, and a variable demand, which is stochastic in nature.

For example, the demand of garments throughout the year.

In this paper, we proposed a SC model with stochastic deterioration rate.

We considered a part of the demand as stochastic. We have also consid-

ered carbon emission cost due to the shipment of the items over a period

of time. We estimated minimum production rate under probabilistic en-

vironment and used algebraic method to determine the minimum cost as-

sociated with the whole SCM. The objective of this article is to find the

minimum production quantity, minimum SC cost and optimum lot size

with optimum integer valued number of deliveries. In sections 1 and 2, we

had introduction and literature survey, and defined different parameters

under some assumptions. In section 3, we described the proposed model.

Sections 4 and 5 described the integrated SCM cost and customization of

that under different probabilistic scenario. In section 6, we discussed the

technique and graphical representation of the solutions along with the sen-

sitivity analysis of the solution in terms of changes in different parameters.

Finally, section 7 concludes the article.

5.2 Literature Survey

Deteriorating item inventory models has drawn a remarkable attention af-

ter the work developed by of Ghare and Schrader (44). In real life scenario,

it is impossible to prevent deterioration of highly volatile and/or explo-

sive items (e.g., alcohol, fuels), degradable items (such as blood), several

pharmaceutical products and some daily consumable products (viz., milk,

fruit, vegetables, etc.) for decaying or deteriorating the nature over time.
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Hence, it is very imperative to explicitly consider the characteristics of

the decaying and deteriorating items in the notion of the formulation of

apposite SCM models. Ghare and Schrader (44) addressed the charac-

teristics of those deteriorating items as “inventory decay”, that described

the direct spoilage, physical depletion and deterioration. They had not

considered the entire SCM, but only developed a general EOQ (economic

order quantity) model in which demand considered as constant and decay

rate following the exponential distribution. Considering the Weibull and

gamma distribution as deterioration rate, the work developed by Ghare and

Schrader (44) was then further extended by Covert and Philip (1973) (35)

and Tadikamalla (1978) (74), respectively. They had considered instanta-

neous replenishment, i.e., inventory growth of Just-In-Time (JIT) and did

not allow back orders or shortages. Misra (1975) (58) suggested EOQ

type models with finite production rates without shortages or backorders

and discussed the cases of varying and constant deterioration rates. Ex-

ponential and Weibull deterioration rates along with the backorders even

though with instantaneous replenishment (JIT) had been developed by

Shah (1977) (69). Mak (1982) (56) suggested a production lot size in-

ventory framework with backorders for the items following exponentially

deterioration rate.

Research on the inventory models with deteriorating item has cached grow-

ing attention during the recent years and extended the different models

with the diversified deterioration patterns, demand functions along with

the shortages, and different backordering policies. In most cases, deteri-

oration has been considered as a constant fraction of total on-hand inven-

tory. Raafat (60) conducted a literature survey on the existing models for

deteriorating the items. The (T, Si) model was extended by Dave and Patel

(41) considering the time proportional demand and deterioration. In 1998,

Chakrabarty et al.(33) used Weibull distribution to model the item decay.

Hsu et al.(52) in 2006 and Lo et al.(55) in 2007 worked on deteriorating

items that have the expiration dates, while the deteriorating item economic

ordering policy over an infinite time horizon was adopted by Goyal (47).

Researchers such as B. Sarkar (62; 61), Datta and Pal (40), Hariga (49),

Goyal and Giri (48), Skouri and Papachristos (71), Goswami and Chaud-

huri (45), Skouri et al. (70), T. Sarkar et. al. (65; 66; 67; 68) etc. have

expanded the literature of the inventory models in the direction of various

types of deterioration rates. In 1930, Harris (50) introduced the basic but

now well-known EOQ model using differential calculus. In 1934, Wilson
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(79) derived the same type of model. In the literature of inventory mod-

els, differentiation method has been applied by most of the researchers

to develop various types of algorithms for the inventory model in SCM

milieu. In the SCM system, there are different parties (viz., buyers, sup-

pliers, producers, distributors and retailers, etc.) that take different roles of

the customers. Furthermore, SCM consisted of carbon emission cost for

transportation of items. In the study of SCM, the purpose was to optimize

the entire system simultaneously. In 1975 Goyal (46) developed a single

supplier-single buyer problem for an integrated inventory model. In 1986,

Banerjee (29) introduced a joint economic lot size model for the vendor

and purchaser. The integrated production inventory model in the context

of single vendor-single buyer as generalized policy was extended by Hill

(51). The coordinating supply chain inventory through common replenish-

ment epochs was discussed by Viswanathan and Piplani (76). The EOQ

for deteriorating items in the multi-item lot size integrated vendor-buyer

inventory model with JIT environment model with out differentiation was

discussed by Yang and Wee (81; 82). Using the analytic geometry and

algebraical methods, Cardenas-Barron (30; 31) discussed a multi-stage

multi-customer supply chain model for optimizing the inventory decisions

and the derived EPQ/EOQ inventory models with multiple backordering

costs. In the same paper the author Cardenas-Barron suggested a series

of optimization procedure for different class of algebraic functions us-

ing basic algebra. Items with constant deterioration was considered and

extended by Yan et al. (80). Khouja (53) discussed optimization proce-

dure of a multi-stage multi-customer supply chain model. Recently Duan

et.al. derived a mathematical model for buffer capacity optimization was

established and optimized using an extended vector universal generating

function (UGF) and an improved adaptive non-dominated sorting genetic

algorithm II (NSGA-II) (42).

In reference (36), Cardenas-Barron developed a model using optimum

manufacturing batch-size in a single-stage production system with rework.

Imperfect quality and quantity discounts in an EOQ model was noted by

Cardenas-Barron (37). Some outstanding notes to find the integer val-

ued lot-size in the basic EOQ and EPQ model were suggested by Garcia-

Laguna et al. (84) and Cardenas-Barron et al. (38). Using arithmetic

geometric inequality the vendor–buyer inventory model was extended by

Cardenas-Barron et al. (39). For the EOQ and EPQ inventory models

with the linear and fixed backorder costs (63), a complete solution pro-
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cedure was suggested by Chung and Cardenas-Barron (34). For rework

and stochastic preventive maintenance time with deteriorating items, an

EPQ model was presented by Wee and Widyadana (78). An EOQ model

for buyer-distributor-vendor supply chain with backlogging without using

derivatives was extended by Teng et al. (75).

Recently, by addressing the environmental effect as a part of the supply

chain, the transportation cost and carbon emission cost due to the trans-

portation gained attention by the researchers in inventory and supply chain

modeling. In practice, SC decisions are strongly affected by the flow paths

and mode of transportation and transportation frequency (or quantity) of

the inventory items. Regardless of its significance, very few researchers

have developed SC and close loop supply chain (CLSC) models consider-

ing transportation costs and carbon emission cost. Some of the works re-

lated to the transportation costs and carbon emission cost were developed

by Andriolo et al.(28), Swenseth and Godfrey (73), Vroblefski et al. (77),

Zhao et al. (83), Sarkar et al. (64). Paksoy et al. (59) and Sarkar et al. (64)

considered transportation costs and carbon emission cost in CLSC model.

Of note, our proposed work is an extension of Yan et al. (80) and Sarkar

(62) with Cardenas-Barron’s (31) algebraic procedure under various types

of probabilistic deterioration function and probabilistic demand. In this

article, we derived a SCM model to identify the optimum lot size and the

integral number of deliveries per production batch cycle which minimizes

the total cost of the entire SCM. Yan et al. (80) and Sarkar (62) considered

constant demand in their model, while in numerical example, Sarkar (62)

considered an arbitrary production quantity which affected the total cost

associated with entire SCM and leads to a conditional optimal solution in-

stead of the absolute optimal solution. However, the most realistic scenario

is that part of the demand is stochastic considering the seasonal demand

rate. In our article, the stochastic seasonal demand as a part of demand is

considered, while the requirement of a minimum production quantity with

a certain aspiration level is obtained. In addition, Yan et al. (80) and Sarkar

(62) had not considered carbon emission cost in their models. The carbon

emission cost depends on several factors including distance between SC

members, fuel and engine efficiency, the amount of emission per unit of

fuel, among others. Ultimately all these above factors can be accumulated

and reflected as the number of shipment or deliveries. We have also con-

sidered carbon emission cost, which has a significant contribution in the

total cost, associated with the SCM. We derived the minimum production
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quantity and the expression for the total cost and optimum lot-size and

the number of deliveries (integer valued) per production batch cycle using

algebraic method without using calculus.

5.2.1 Notations and assumptions

Notations: In this paper, we have used the following notations in the de-

velopment of our model, which is similarly used by Yan et. al. (80) and

Sarkar (62):

P Production rate ($ /unit time)

CS Setup cost for production batch ($ / batch)

HS Holding cost for the supplier ($ / unit / unit time)

IS Area under the supplier’s inventory level

CO Ordering cost for the buyer

CE Derived per unit time carbon emission cost per delivery ($ / deliv-

ery / unit time)

D Stochastic demand

HB Holding cost for buyer ($ / unit / unit time)

IB Area under the buyer’s inventory level

Tr Constant transportation cost per delivery ($ / delivery)

Vc Unit variable cost for order handling and receiving ($ / unit)

δ Deterioration rate

T Duration of the inventory cycle

Cδ Deterioration cost per unit ($ / unit)

N Number of deliveries per production batch (N ≥ 1)

Q Production lot-size per batch cycle (units)

q Delivery lot-size (units)

TP Production time duration for the supplier

TNP Non production time duration for the supplier

Tg Duration between two successive deliveries

TC Total cost of the system

Assumptions:

(i) The stochastic operation environment is considered.

(ii) The system of the production inventory consists of single supplier

single buyer for a single type of item.

48



(iii) Supplier always updated with the information of demand and buyer’s

inventory position.

(iv) Shortages and back ordering are not allowed.

(v) Buyer pays transportation and other handling costs.

(vi) Production rate is constant and greater than the demand rate i.e.,

P > D with at least probability (1− α).

(vii) Cash and / or quantity discount is not allowed.

(viii) Demand D = D1 +D2, where D1 is constant and D2 is a random

variable with known probability density function f(x).

(ix) Deterioration rate of the inventory item is a random fraction (δ) of

the present inventory, where δ is a random variable with continuous

probability distribution. Here we have considered

δ ∼ Gamma distribution.

(x) Deterioration rate is sufficiently small, such that it’s square and higher

powers can be ignored.

5.2.2 Determination of minimum production rate

Before we calculate different inventory costs, we find the expression for

minimum production rate P ∗ = MinP satisfying the condition P > D.

Here D = D1 + D2, where D1 is constant and deterministic but D2 is a

random variable with known probability density function f(x). We con-

sider two cases: (1) D2 follows normal distribution and (2) D2 follows

probability distribution other than normal.

5.2.2.1 D2 follows normal distribution

Here we assume that D2 ∼ N(µ), σ) distribution. Again, though produc-

tion rate P of the supplier is assumed as constant but we also assumed

that P > D = D1 + D2 with at least probability (1 − α), for a given α.

Therefore,

Prob[P > D] ≥ 1− α

i.e., Prob[D2 < P −D1] ≥ 1− α

i.e., Prob[D2−E(D2)
s.d.(D2)

< P−D1−E(D2)
s.d.(D2)

] ≥ 1− α

i.e., Prob[Z < P−D1−E(D2)
s.d.(D2)

] ≥ (1− α), where, Z ∼ N(0, 1)

i.e.,
∫ τ
−∞Φ(z)dz ≥

∫ Kα

−∞ Φ(t)dt, where, τ = P−D1−E(D2)
s.d.(D2)

and the value of

Kα can be obtained from normal distribution table. Thus, τ ≥ Kα

i.e., P ≥ Kαs.d.(D2) +D1 + E(D2).
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To ensure that P ≥ D with at least probability (1 − α), the minimum

value of P is P ∗ = Kαs.d.(D2) + D1 + E(D2). Thus, instead of P , we

use expected optimum value of P , i.e., P ∗.

5.2.2.2 D2 follows probability distribution other than normal

Here, we consider D2 being a random variable with probability density

function f(x) and not a normal random variate. Then, to ensure P > D =

D1 + D2 with at least probability (1 − α), for a given α, we consider

Prob[P > D] ≥ 1− α,

i.e., Prob[D2 < P −D1] ≥ 1− α

i.e.,
∫ P−D1

−∞ f(x)dx ≥ 1− α i.e., P ≥ g(D1, α).

Thus, the minimum value of P is P ∗ = g(D1, α).

5.3 Proposed mathematical model

A single supply multiple delivery (SSMD) system is that, a product pro-

duced once and delivered multiple times with a constant time gap, i.e.,

the buyer’s order quantity of a product is manufactured once and to be

supplied by the supplier to the buyer’s place (store or warehouse) with a

regular interval. We consider it as JIT environment(54), i.e., the supplier

delivers the item just in that time, when previously delivered items are

exhausted.

In our proposed model we have considered a SSMD system with proba-

bilistic demand of deteriorating items with probabilistic deterioration rate.

Also, we have incorporated carbon emission cost in the proposed model

to minimize the carbon footprint. Here, we have separately shown the

inventory models for buyer and supplier in the figure 5.1 and figure 5.2,

respectively (62). We considered T as total inventory cycle time and di-

vided it into two segments depending upon the scenarios as follows (figure

5.2):

* TP being the time when supplier produces the product,

* TNP being the time when supplier does not produce the product.

In addition, the time gap between successive deliveries is defined as Tg.
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Fig. 5.1 Buyer’s inventory model: inventory versus time.

Fig. 5.2 Supplier’s inventory model: inventory versus time.

5.3.1 Buyer’s inventory cost

The different types of costs associated with buyer’s inventory are as fol-

lows:

(i) Ordering cost for the buyer per unit time = CO

T
,

(ii) Holding cost for the buyer per unit time = HB .IB
T

,

(iii) Deterioration cost for the buyer per unit time = Cδ.(δ.IB)
T

,

(iv) Transportation and handling cost for the buyer per unit time = N.Tr+Vc.N.q
T

.

Let us assume that η be the number of deteriorating items during time Tg
and q = number of deteriorating items in time Tg + consumption during

Tg. Then, q will be q = η + (D1 + E(D2)).Tg = η + D1.Tg + µ.Tg. As

per the assumption (5.2.1), deterioration rate is small, and we here neglect

quadratic terms and higher order terms. Therefore, η is the deterioration

of q units of items in the time interval Tg for the buyer. So, η = δ. q.Tg
2

.

Thus, q = D1Tg + µTg + δ. q.Tg
2

= Tg.(∆ + δ.q
2
), whereas D1 + µ = ∆.

Now putting Tg = T
N

(see figure 5.1), we obtain the following:

q =
T

N
.(∆ +

δ.q

2
) (5.1)
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So, T = 2.N.q
2∆+δ.q

.

i.e.,
1

T
=

1

q.N
.(∆ +

δ.q

2
) =

∆

q.N
+

δ

2.N
(5.2)

Also at buyer’s end, total deterioration is given by

δ.IB = N.q −∆.T i.e., IB = N.q
δ

− ∆.T
δ

or, IB
T

= N.q
δT

− ∆
δ

.

So using (6.1),
IB
T

=
q

2
. (5.3)

Thus, the inventory cost function for buyer is constructed as follows:
TCB(q,N) = CO

T
+ HB .IB

T
+ N.Tr+Vc.N.q

T
+ Cδ.δ.IB

T
.

Now using (6.2) and (6.3), we have

TCB(q,N) = (
∆

q.N
+

δ

2N
)(CO +N.Tr + Vc.N.q) +

q

2
(HB + δ.Cδ) (5.4)

5.3.2 Supplier inventory cost

Different types of cost associated with supplier’s inventory are as follows:

(i) Per unit time setup cost for supplier = CS

T
,

(ii) Per unit time holding cost for supplier = HS .IS
T

,

(iii) Per unit time deterioration cost for supplier = Cδ.δ.IS
T

,

(iv) Per unit time carbon emission cost for N deliveries = N.CE .

Let ξ be the number of deteriorating units of the item for the supplier.

Therefore, ξ = δ.IS i.e., IS = ξ
δ
.

Hence in the whole SCM, the total number of deteriorating units = ξ +

δ. q.T
2

.

Since Q = N.q + ξ and TP = Q
P
= N.q+ξ

P
, considering the average inven-

tory of entire SCM and initial inventory we have the following:

ξ + δ. q.T
2

= δ.T (1
2
TP (P −∆) + ∆

P
.q), where ∆ = D1 + µ.

i.e., ξ + δ. q.T
2

= δ.T (∆
P
.q + N.q+ξ

P
.P−∆

2
).

To ensure P > D, with at least probability (1 − α), the minimum value

of P is P ∗, (see section 5.2.2). Thus, we have ξ + δ. q.T
2

= δ.T ( ∆
P ∗ .q +

N.q+ξ
P ∗ .P

∗−∆
2

).

After simplification, we obtain, ξ + δ. q.T
2

= δ.T ( ∆
P ∗ .q +

Q(1− ∆
P∗ )

2
)

i.e., ξ + δ. q.T
2

= δ.T ( ∆
P ∗ .q + (N

2
− ∆N

2P ∗ )q)
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i.e., IS = ξ
δ
= qT ( ∆

P ∗ +
N−1
2

− ∆N
2P ∗ ) i.e.,

IS
T

= q[(1− N

2
)(

∆

P ∗ − 1) +
1

2
] (5.5)

Then, total cost function for supplier, using (6.1) and (6.5), can be written

as

TCS(q,N) = CS

T
+ HS .IS

T
+ Cδ.δ.IS

T
+N.CE (see equation 6.6)

i.e., TCS(q,N) = (
∆

q.N
+

δ

2N
)CS + q[(1 −

N

2
)(

∆

P∗
− 1) +

1

2
](HS + δ.Cδ) + N.CE (5.6)

5.4 Integrated inventory cost for the entire system

The average total cost associated with the integrated production inventory

model for the complete SCM calculated as cumulative average cost of the

supplier and buyer is as follows (for instance, see Yan et. al. (80) and

Sarkar (62)): TC(q,N) = TCS(q,N) + TCB(q,N) (see equation 6.7).

TC(q,N) = (
∆

q.N
+

δ

2N
)(CS + CO +N.Tr + Vc.N.q) +

q

2
[(HB + δ.Cδ) + (HS + δ.Cδ)((2−N).

∆

P ∗ +N − 1] +N.CE (5.7)

For zero deterioration, i.e., δ = 0 and CE = 0 and deterministic demand

this production inventory model reduced to the JIT (62) model without

deterioration.

5.5 Customization of the total cost function as per the proba-
bility distribution of δ and D2

In our model, deterioration δ follows gamma distribution, which is a two-

parameter family of continuous probability distribution. In the total cost

function we replace δ with E[δ]. In our model we have considered the

demandD = D1+D2, whereD1 is constant whileD2 follows is stochastic

distribution i.e., a random variable with (a) normal distribution and (b)

exponential distribution. We consider that P > D, with at least probability

(1− α) and find minimum value of P , denoted by P ∗.
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5.5.1 Total cost function for D2 ∼ N(m,σ) and δ ∼ gamma(k, θ), k >

0 and θ > 0

Here D2 ∼ N(µ, σ), so µ = E[D2] and s.d.(D2) = σ. Therefore ∆ =
D1 +µ and to comply Prob(P > D) ≥ (1−α), we have minimum value
of P as P ∗ = Kα.σ +D1 + µ. As δ ∼ gamma(k, θ), E(δ) = k.θ. Now
from (6.7) we have

TC(q,N) = (
D1 + µ

q.N
+

kθ

2N
)(CS + CO +N.Tr + Vc.N.q)

+
q

2
[(HB + k.θ.Cδ) + (HS + k.θ.Cδ)

((2−N)
D1 + µ

Kα.σ +D1 + µ
) +N − 1] +N.CE (5.8)

For given N equation (5.8) becomes,

TC(q)|N = q
2
[k.θ.Vc+(HB+k.θ.Cδ)+(HS+k.θ.Cδ)((2−N) D1+µ

Kασ+D1+µ
+

N − 1)]

+ 1
q
[(D1+µ

N
)(CS+CO+N.Tr)]+[(D1+µ)Vc+

k.θ
2N

(CS+CO+N.Tr)]+N.CE

Therefore,

TC(q)|N = q.b1 +
1

q
.b2 + b3, (5.9)

where

b1 =
1
2
[k.θ.Vc+(HB+k.θ.Cδ)+(HS+k.θ.Cδ)((2−N) D1+µ

Kασ+D1+µ
+N−1)],

b2 = [(D1+µ
N

)(CS + CO +N.Tr)],

b3 = [(D1 + µ)Vc +
k.θ
2N

(CS + CO +N.Tr)] +N.CE .

Now let us consider the expression ψ(q) = q.b1 +
1
q
.b2 + b3, which can

be written as ψ(q) = b1q(1 − 1
q

√
b2
b1
)2 + 2

√
b1b2 + b3 and it attains it’s

minimum for q =
√

b2
b1

and ψmin = 2
√
b1b2 + b3, (see Cárdenas-Barrón

(31)).

Therefore, TC(q)|N is minimum when q is as given in equation (5.10) and

the minimum cost for given N is TC(q)|N = 2
√
b1b2 + b3, i.e., TC(q)|N

is as given in equation (5.11).

q =

√
b2

b1
=

√√√√ (D1 + µ)(CS + CO +N.Tr)
N
2
[k.θ.Vc + (HB + k.θ.Cδ) + (HS + k.θ.Cδ)((2−N) D1+µ

Kα.σ+D1+µ
+N − 1]

(5.10)

TC(q)|N =

√
2[k.θ.Vc + (HB + k.θ.Cδ) + (HS + k.θ.Cδ)((2 − N)

D1 + µ

Kασ + D1 + µ
+ N − 1)][(

D1 + µ

N
)(CS + CO + N.Tr)] (5.11)

+[(D1 + µ)Vc +
k.θ

2N
(CS + CO + N.Tr)] + N.CE

Now given q, equation (5.8) becomes
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TC(N)|q = 2

√
[
q

2
(HS + k.θ.Cδ)(1−

D1 + µ

Kασ +D1 + µ
) + CE](

D1 + µ

q
+
k.θ

2
)(CS + CO)

+[(
D1 + µ

q
+
kθ

2
)(Tr + q.Vc) +

q

2
(HB + k.θ.Cδ) + q(HS + k.θ.Cδ)(

D1 + µ

Kασ +D1 + µ
− 1

2
) (5.14)

TC(N)|q = N [
q

2
(HS + k.θCδ)(1−

D1 + µ

Kασ +D1 + µ
) + CE]

+
1

N
(
D1 + µ

q
+
k.θ

2
)(CS + CO)

+[(
D1 + µ

q
+
kθ

2
)(Tr + q.Vc) +

q

2
(HB + k.θCδ) +

q(HS + k.θCδ)(
D1 + µ

Kασ +D1 + µ
)− q

2
(HB + k.θCδ)]

i.e., TC(N)|q = b4N + b5
1

N
+ b6 (5.12)

where, b4 = [ q
2
(HS + k.θCδ)(1− D1+µ

Kασ+D1+µ
) + CE],

b5 = (D1+µ
q

+ k.θ
2
)(CS + CO),

b6 = [(D1+µ
q

+kθ
2
)(Tr+q.Vc)+

q
2
(HB+k.θCδ)+q(HS+k.θCδ)(

D1+µ
Kασ+D1+µ

)−
q
2
(HB + k.θCδ)]

Proceeding as previously, TC(N)|q is minimum when N =
√

b5
b4

, i.e.

N =

√√√√ (D1+µ
q

+ k.θ
2
)(CS + CO)

[ q
2
(HS + k.θCδ)(1− D1+µ

Kασ+D1+µ
) + CE]

(5.13)

and the minimum cost for given q is TC(N)|q = 2
√
b4b5 + b6, i.e., q is as

given in equation (5.14).

5.5.1.1 Optimal range of lot-size q

As per our assumption N ≥ 1. Therefore, from the expression of q given

in (5.10), the maximum value of q is atN = 1. Again, from the expression

of q, it decreases as N increases. Thus, the bounds of q are as given in the

equation (15).
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q ≤
√

(D1 + µ)(CS + CO + Tr)
1
2
[k.θ.Vc + (HB + k.θ.Cδ) + (HS + k.θ.Cδ)(

D1+µ
Kα.σ+D1+µ

]

q ≥
√

(D1 + µ)(CS + CO +N.Tr)
N
2
[k.θ.Vc + (HB + k.θ.Cδ) + (HS + k.θ.Cδ)((2−N) D1+µ

Kα.σ+D1+µ
+N − 1)]

.(5.15)

TC(q,N) = (
D1 +

1
λ

q.N
+
kθ

2N
)(CS + CO +N.Tr + Vc.N.q)

+
q

2
[(HB + k.θ.Cδ) + (HS + k.θ.Cδ)

((2−N)
D1 +

1
λ

D1 − 1
λ
log(α)

) +N − 1] +N.CE (5.16)

5.5.2 Total cost function forD2 ∼ exponential(λ) and δ ∼ gamma(k, θ), k >

0 and θ > 0

Here D2 ∼ exponential(λ), so E(D2) =
1
λ

and s.d.(D2) =
1
λ

. Therefore,

∆ = D1 +
1
λ

and to comply Prob(P > D) ≥ (1− α), we have minimum

value of P as P ∗ = D1 − 1
λ
log(α). As δ ∼ gamma(k, θ), E(δ) = k.θ.

Hence, from equation (6.7), we have TC(q,N) as given in equation (16).

As previously, for a given N , the equation (5.16) reduced to equation

(5.17). Here TC(q)|N is minimum when q is given as given in equation

(5.18) and minimum cost for given N is as given TC(q)|N in equation

(5.19).

Now for given q, equation (5.16) reduces to equation (20).

Here, TC(N)|q is minimum when N is given by equation (21).

N =

√√√√√√√√
(
D1+ 1

λ
q

+ k.θ
2

)(CS + CO)

[ q
2
(HS + k.θCδ)(1 −

D1+ 1
λ

D1− 1
λ

logα
) + CE ]

(5.21)

The minimum cost for given q is TC(N)|q as given in equation (22).

TC(q)|N =
q

2
[k.θ.Vc + (HB + k.θ.Cδ) + (HS + k.θ.Cδ)((2 − N)

D1 + 1
λ

D1 − 1
λ
log(α)

+ N − 1)]

+
1

q
[(

D1 + 1
λ

N
)(CS + CO + N.Tr)] + [(D1 +

1

λ
)Vc +

k.θ

2N
(CS + CO + N.Tr) + N.CE ] (5.17)
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q =

√√√√√√ (D1 + 1
λ
)(CS + CO + N.Tr)

N
2
[k.θ.Vc + (HB + k.θ.Cδ) + (HS + k.θ.Cδ)((2 − N)

D1+ 1
λ

D1− 1
λ

log(α)
+ N − 1)]

(5.18)

TC(q)|N =

√√√√2[k.θ.Vc + (HB + k.θ.Cδ) + (HS + k.θ.Cδ)((2 − N)
D1 + 1

λ

D1 − 1
λ
log(α)

+ N − 1)]
(D1 + 1

λ

N
(CS + CO + N.Tr)

+[(D1 +
1

λ
)Vc +

k.θ

2N
(CS + CO + N.Tr) + N.CE ] (5.19)

5.5.2.1 Optimal range of lot size q

As per our assumption N ≥ 1. Therefore, from the expression of q given

in (5.18), the maximum value of q is when N = 1. Again, from the

expression of q, it decreases as N increases. Thus, the bounds of q are as

given in equation (5.23).

5.6 Solution technique

In our proposed model, we will find optimal value of q and N , where

N is integer value. We solve the eq. (5.8) , eq. (5.9) and eq. (5.12)

for the case considered in section 5.5.1 and eq. (5.16), eq. (5.17) and

eq. (5.20) for the case considered in section 5.5.2 to determine optimal

solution, where N may be non-integral. In these solutions, if N is found

to be integral value, we keep the solutions as it is. However, when N is

not an integral value, we examine the value of TC for the value greater or

less than N (i.e., ceiling or floor) and consider that integral value of N as

the optimal integral value of N for which TC is minimum and recalculate

values of q and associated TC using the eq. 5.10 and eq. 5.11 for the

case considered in Section 5.5.1 and eq. (5.18) and eq. (5.19) for the case

considered in Section 5.5.2. Finally, we summarize the realistic modified

optimal solutions N∗ (integral valued) , q∗ and TC∗ for each of the cases,

separately, and also consider different graphs and sensitivity analysis of

the solution.

TC(N)|q = N [
q

2
(HS + k.θCδ)(1 −

D1 + 1
λ

D1 − 1
λ
logα

) + CE ] +
1

N
(
D1 + 1

λ

q
+

k.θ

2
)(CS + CO)

+[(
D1 + 1

λ

q
+

kθ

2
)(Tr + q.Vc) +

q

2
(HB + k.θCδ) + q(HS + k.θCδ)(

D1 + 1
λ

D1 − 1
λ
logα

) −

q

2
(HB + k.θCδ)] (5.20)
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TC(N)|q = 2

√
[
q

2
(HS + k.θCδ)(1−

D1 +
1
λ

D1 − 1
λ
logα

) + CE](
D1 +

1
λ

q
+
k.θ

2
)(CS + CO)

+[(
D1 +

1
λ

q
+
kθ

2
)(Tr + q.Vc) +

q

2
(HB + k.θCδ) + q(HS + k.θCδ)(

D1 +
1
λ

D1 − 1
λ
logα

− 1

2
)](5.22)

q ≤

√√√√ (D1 +
1
λ
)(CS + CO + Tr)

1
2
[k.θ.Vc + (HB + k.θ.Cδ) + (HS + k.θ.Cδ)(

D1+
1
λ

D1− 1
λ
logα

)]

q ≥
√

(D1 + µ)(CS + CO +N.Tr)
N
2
[k.θ.Vc + (HB + k.θ.Cδ) + (HS + k.θ.Cδ)((2−N) D1+µ

Kα.σ+D1+µ
+N − 1]

(5.23)

5.6.1 Numerical analysis and graphical representation

We used Mathematica 7.0 (57) to solve the different numerical examples.

In our examples, some parameter values (data sets) are considered from

the article by Sarkar (62). The parameter values are considered with units

as described in the section (5.2.1), where notations are described.

5.6.1.1 Example 1

This example is associated with the case considered in section (5.5.1).

Different parameter values are: D1 = 5000;µ = 1000;σ = 60;Kα =

1.65;PO = Kα ∗ σ + D1 + µ; ∆ = D1 + µ; δ = 0.4;CS = 800;HB =

7;HS = 6;C0 = 25;Tr = 50;VC = 1;Cδ = 50;CE = 50. After this

solving, we had TC = 15175.4, q = 129.906 and N = 22.2342. Since

N is not integral valued, we recalculated the value of TC for N = 22 and

N = 23 and found that forN = 22 the value of TC is minimum. Thus, the

optimal solution is N∗ = 22 / production batch cycle, TC∗ = $15175.6 /

year, q∗ = 130.304 units (see Figure 5.3).

5.6.1.2 Example 2

This example is associated with the case considered in section (5.5.2).

Different parameter values are: D1 = 5000;λ = 0.02;α = 0.1;PO =

D1 − logα 1
λ
; ∆ = D1 +

1
λ
; δ = 0.4;CS = 800;HB = 7;HS = 6;C0 =

25;TR = 50;VC = 1;Cδ = 50;CE = 50. After this solving, we obtained

TC = 13450.5, q = 121.001 and N = 22.2268. As N is not an integral
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Fig. 5.3 Number of deliveries per production and lot size versus total cost as the case
considered in section (5.5.1).

value, we recalculated the value of TC for N = 22 and N = 23 and

identified that forN = 22, the value of TC is minimum. Thus, the optimal

solution is N∗ = 22 / production batch cycle, TC∗ = $13450.6 / year,

q∗ = 121.343 units (see Figure 5.4).

5.6.1.3 Cost and lot-size comparison of the models for different values
of N with combined graphical representation

Here, we mark Case-1 for the model scenario referred in section 5.5.1 and

Case-2 for the model scenario referred in section 5.5.2. Table 5.1 shows

the analysis of the cost and lot size. It has been found that for both the

cases the minimum total cost (TC) is achieved for N = 22 and for Case -

1 the minimum cost is $15175.6 / year with lot-size is 130.304 units and

for Case - 2 the minimum cost is $13450.6 / year with lot-size is 121.343

units. A graphical representation is given in Figure 5.5.

5.6.1.4 Managerial insights in the view of sensitivity analysis for change
in parameter value

The sensitivity analysis for change in different parameter values has been

given in Tables 5.2 and 5.3. In this analysis, the following features have

been observed, some of which are almost the same as those observed by
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Fig. 5.4 Total cost versus number of deliveries per production batch and lot-size the
case considered in section (5.5.2).

Fig. 5.5 Comparison of number of deliveries versus total cost per production and lot
size for the models.
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Table 5.1 Comparison of cost and lot size

Number of
deliveries

Case 1 Case 2

Lot size (q) Total cost
(TC)

Lot size (q) Total cost (TC)

1 445.192 29810.3 408.079 26931.3
2 322.386 23407.9 295.764 21036.3
3 269.186 20703.1 247.167 18545.5
4 238.093 19166.4 218.799 17130.0
5 217.245 18169. 0 199.806 16211.1
6 202.098 17470.7 186.025 15567.6
7 190.491 16957.8 175.481 15094.7
8 181.252 16568.4 167.102 14735.8
9 173.685 16266.2 160.25 14457.1
10 167.346 16027.8 154.521 14237.1
11 161.94 15837.7 149.643 14061.8
12 157.26 15685.2 145.427 13921.0
13 153.159 15562.4 141.739 13807.7
14 149.526 15463.7 138.478 13716.6
15 146.277 15384.8 135.567 13643.7
16 143.35 15322.2 132.949 13585.9
17 140.694 15273.4 130.576 13540.9
18 138.268 15236.3 128.414 13506.6
19 136.04 15209.3 126.431 13481.7
20 133.984 15190.8 124.605 13464.6
21 132.078 15179.9 122.914 13454.6
22 130.304 15175.6 121.343 13450.6 a

23 128.646 15177. 0 119.877 13452.0
24 127.091 15183.6 118.504 13458.1
25 125.629 15194.7 117.215 13468.4

aThe values in bold indicate the optimal solution.

Sarkar (62):

* The increase in production quantity increases the total cost.

* As we have used the optimum value of the production quantity P ∗,

very low percentage of decrease in production value is possible in

the system (this variation is allowed by the system due to consider-

ation of standard deviation of stochastic demand).

* Total cost increases when we increase the setup cost.

* Increasing value of the holding cost, the total cost for the whole

system increases.

* If the other costs (e.g., demand, ordering cost of the buyer, trans-

portation cost, handling and receiving cost) as well as deterioration

cost increase, the total cost of the system increases.

* Holding cost of the supplier is less than the holding cost of the buyer.

Hence supplier will try to produce as much as possible and buyer
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Table 5.2 Sensitivity analysis of the parameters

Parameter Parameter % change % change
change (%) in TC (Case 1) in TC (Case 2)

P < - 3.1 No feasible <-2.8 % change
solution no feasible solu-

tion
-3 -9.13

-2 -5.28 -5.60

-1 -2.39 -2.53

1 2.07 2.18

2 3.92 4.10

3 5.56 5.86

10 14.26 14.92

20 22.19 23.16

25 25.12 26.19

50 34.70 36.14

CS
-50 -6.46 -6.60

-25 -2.95 -3.00

25 2.59 2.64

50 4.93 5.02

HB
-50 -1.53 -1.60

-25 -0.76 -0.80

25 0.74 0.78

50 1.47 1.55

HS
-50 -1.73 -1.73

-25 -0.86 -0.86

25 0.85 0.84

50 1.68 1.67

CO
-50 -0.17 -0.18

-25 -0.09 -0.09

25 0.08 0.09

50 0.17 0.17

TR
-50 -8.49 -8.63

-25 -4.01 -4.08

25 3.66 3.74

50 7.06 7.22
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Table 5.3 Continued table 5.2: Sensitivity analysis of the parameters

ParameterParameter % change % change
change (%) in TC (Case 1) in TC (Case 2)

VC -50 -19.86 -18.86
-25 -9.93 -9.43

25 9.93 9.43

50 19.86 18.86

Cδ
-50 -11.21 -11.43

-25 -5.26 -5.36

25 4.76 4.84

50 9.13 9.30

will seek for multiple deliveries. Furthermore, as the suppliers re-

sponsible for paying carbon emission cost for each delivery, the sup-

pliers need to minimize the number of deliveries. So a trade off is

made considering all these aspects.

5.7 Conclusion

Our proposed model is the extended version of the existing literature in

SCM with stochastic seasonal demand (i.e., a part of demand is stochas-

tic) and stochastic deterioration rate with algebraic procedure. Here, we

have derived the optimal production quantity complying that the produc-

tion quantity is always greater than stochastic demand satisfying an aspira-

tion level. We have considered the carbon emission cost to reduce the envi-

ronmental effects due to the supply chain activity. The demand is taken in

two segments, one part is deterministic and another part is stochastic fol-

lowing gamma distribution. We have considered two types of stochastic

deterioration rate: (a) normal probability distribution and (b) exponential

probability distribution. For different cases, we have already identified the

integral number of deliveries, optimal lot-size and minimum total system

cost associated with the entire SCM. We have also considered the compar-

ison of the models along with the graphical representation and sensitivity

analysis in the view of managerial insight. Instead of using differential cal-

culus for finding optimal system solution, we have used algebraic method

to make the calculation procedure easiest. We suggest various possible ex-

tensions in future work. These future extension include other probability
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distribution for the stochastic parameters, shortages / backlog, effect of in-

flation, etc.. This model can be extended to the multi-item multi-supplier

inventory model for the two-echelon SCM considering the aspects of car-

bon trading.
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CHAPTER 6

A multi-retailer supply chain model with stochastic
demand, backorder and production rate dependent

production cost under aspect of carbon cap and trade

6.1 Introduction

In the modern marketing environment, it is more relevant to optimize the

total system cost jointly for all parties involved in the supply chain sys-

tem than to optimize the individual cost of each party (114). Currently, a

vendor or manufacturer typically delivers products to numerous buyers.

Many vendors build their own retail outlet to deliver products to mul-

tiple buyers. Thus, a single-vendor multi-buyer model is applicable in

many cases. Goyal (101) proposed the integrated inventory model with

coordination between a single buyer and a single vendor as a pioneer-

ing approach. Banerjee (87) extended Goyal’s (101) model by assum-

ing a lot-for-lot policy, which was again extended by Goyal (103) with

SSMD policy. Goyel (103) suggested a supply chain model, where the

vendor’s production quantity is an integer multiple of the buyer’s order

quantity. Ha and Kim (105) developed a lot splitting supply chain model

with a single retailer and a single supplier. Ouyang et al. (112) investi-

gated an integrated vendor-buyer cooperative model with controllable lead

time and stochastic demand. Sarkar and Majumder (114) developed an in-

tegrated inventory model with vendor’s setup cost reduction and solved

by a distribution free-approach. Cardenas-Barron et al. (91) surveyed

a number of research articles regarding economic order quantity model.

Cardenas-Barron and Sana (91) investigated the channel coordination of

a two-echelon supply chain, where the demand pattern is dependent on

sales’ teams initiatives. Moon et al. (110) introduced a service level con-

strain in a continuous review model with variable stochastic lead time.

Regarding backorder rate, Sarkar et al. (116) introduced random defective
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production rate with variable backorder rate. Sarkar et al. (118) intro-

duced fill rate in a continuous review inventory model to minimize the

total system cost with setup cost reduction. Sarkar and Mahapatra [M33]

developed a periodic review inventory model with fuzzy demand to mini-

mize the total cost by considering setup cost reduction of vendor. Sarkar

et al. (118) considered backorder price discount in an integrated inventory

model, where they developed two models with lead time demand as nor-

mally distributed and without having any distribution. Sarkar et al. (121)

introduced product specific (products having fixed lifetime) back-ordering

policy in a two-echelon supply chain model with coordination between the

supply chain players. Based on the imperfect quality of products, Sarkar

et al. (122) discussed the way to improve the quality by additional invest-

ment.

Banerjee and Burton (89) discussed a comparison between coordinated

and independent replenishment policies in a single-vendor multi-buyer

supply chain model. Banerjee and Banerjee (88) developed a multi-buyer

inventory model using electronic data interchange with an order-up-to in-

ventory control policy. Sarmah et al. (123) considered a single-supplier

multi-buyer coordinated supply chain model with a trade credit policy.

Hoque (106) discussed three different single-vendor multi-buyer models

by synchronizing the production ow with equal and unequal sized batch

transfer for the first two models and the last model, respectively. Guan and

Zhao (104) developed a multi-retailer inventory system with a continuous

review policy, which optimizes the decisions of pricing and inventory man-

agement with the aim of maximizing profit. Jha and Shankar (107) devel-

oped a singlevendor multi-buyer constrained non-linear model under ser-

vice level constraint and solved it using a Lagrangian multiplier method.

Cardenas-Barron and Trevi no-Garza (91) developed a three-echelon sup-

ply chain model with multiple products and multiple periods. Glock and

Kim (100) studied the effect of forward integration in a multi-retailer sup-

ply chain under retailer competition. Cardenas-Barron and Sana (94) stud-

ied a two-layer supply chain model with multiple items and a promotional

effort.

To improve customer service and to reduce stockout loss, it is important

to reduce lead time. Liao and Shyu (109) first incorporated a probabilistic

inventory model assuming lead time as a unique decision variable. Ben-

Daya and Rauf (90) considered an inventory model as an extension of

Liao and Shyu’s (109) model, where lead time is one of the decision vari-
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ables. Ben-Daya and Rauf’s (90) model dealt with no shortage and con-

tinuous lead time. Ouyang et al. (111) extended Ben-Daya and Rauf’s

(90)] model by assuming discrete lead time and shortages. Pan and Yang

(113) analyzed an integrated inventory model with lead time in a con-

trollable manner. Annadurai and Uthayakumar (86) developed a periodic

review inventory model under controllable lead time and lost sales reduc-

tion. Gholami-Qadikolaei et al. (98) developed a probabilistic inventory

model with lead time and ordering cost reduction under budget and space

constraint. Shin et al. (124) studied an integrated inventory model with

controllable lead time and a service level constraint. You (126) studied

an inventory model with partial backorder under vertical shift demand.

Chung (96) assumed an integrated production-inventory model with back-

order and used the method of comprising cost difference rate. Sarkar and

Moon (116) developed an inventory model with variable backorder and

deduced the procedure to reduce setup cost and quality improvement. The

production rate is assumed to be constant in the classical supply chain

model, however, in many cases, the machine production rate may change

(108). Conard and McClamrock’s (97) analysis stated that a 10 percent

change in processing rate resulting a 50 percent change in machine tool

cost. Moreover, the possibility of failure in the production process grad-

ually increases with increasing production rate. As a result, the product

quality may deteriorate at some rate. Thus, it is reasonable to consider the

production rate as a decision variable not constant. Unit production cost

also depends on the production rate and should be treated as one of the

decision variables. Giri and Dohi (99) considered a generalized extended

EMQ model with variable production rate by assuming stochastic machine

breakdown and repair. Chang et al. (95) developed an EMQ model with

variable production rate for a two-stage assembly system. Soni and Patel

(125) studied an integrated single-supplier single-retailer inventory model

with variable production rate and trade-credit policy.

Also, to control and reduce carbon emissions is a global problem. With

“United Nations Framework Convention on Climate Change” and “Ky-

oto Protocol” signed and coming into force, carbon emissions reduction

and the cap-and-trade system have become the consensus and inevitable

trend. Enterprises are the main bodies of carbon emissions reduction; how-

ever the development of modern market economy makes any enterprise be

placed in some supply chain systems. Then if we control carbon emissions

from the perspective of single enterprise, the spillover effects generated by
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other enterprises’ carbon emissions control in the supply chain will be ig-

nored. Only when we solve the problem of carbon emissions reduction co-

operation and coordination among supply chain enterprises effectively can

we fundamentally promote carbon emissions reduction work. Otherwise

it will be difficult for us to achieve the goal of carbon emissions reduction.

With the improvement of cap-and-trade system, the carbon trading price,

as the most direct market signal,will regulate the manufacturer’s carbon

emissions in his production process, thereby affecting the manufacturer’s

per unit carbon emissions. For example, Baosteel Group, one of the largest

steel enterprises in China, has launched two carbon trading projects from

2007 to 2012, aiming to reduce per-unit carbon emissions through energy

saving and emissions reduction technologies (127). Then Baosteel Group

sold excess carbon credits at the appropriate price in the carbon trading

market and profited more than 150 million RMB (128). In addition, with

the development of social civilization and low-carbon education, there are

more environmentally conscious consumers who prefer low-carbon prod-

ucts. How to meet consumers’ low-carbon preference has become a key

guarantee to win over in the fierce market competition (129). Therefore,

it is of great value and practical significance to study the carbon emis-

sions reduction in the supply chain with considering carbon trading price

and consumers’ environmental awareness (CEA). The investigated supply

chain in this paper consists of single vendor supplies products to multiple

buyers to satisfy stochastic and carbon emission dependent demand. At the

beginning of production, the manufacturer obtains an initial carbon emis-

sions limit from the government that has established a carbon emissions

center. The manufacturer can buy carbon emissions rights from the carbon

emissions center if he exceeds his initial carbon emissions limit at the end

of production cycle; otherwise, he can sell his unused carbon emissions

rights to the carbon emissions center. The manufacturer also can upgrade

his production technology to reduce carbon emissions; then he needs to

bear the cost of carbon emissions reduction. The consumers have envi-

ronmental awareness, which means the products’ carbon emissions will

influence the market demand.

6.2 Literature Review

This paper relates to three major research areas, which are supply chain

carbon footprint evaluation and management, decision problem of carbon
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emissions reduction in supply chain, impacts of CEA on carbon emissions

reduction, and supply chain coordination.We review some recent repre-

sentative works in the literature as follows.

It is a basic work to evaluate and manage supply chain’s carbon footprint to

control carbon emissions in supply chain. Braithwaite and Knivett (130)

proposed a methodology to evaluate supply chain’s carbon footprint by

introducing the “carbon-to-serve” concept. Cholette and Venkat (131)

found that different supply chain configurations can result in vastly dif-

ferent energy and emissions’ profiles by using a web-based tool to cal-

culate carbon emissions. Sundarakani et al. (132) examine the carbon

footprint across supply chains and use transport methods to construct the

analytical model. Lam et al. (133) presented a newmethod for supply

chain synthesis and used a demand-driven approach to assess the feasi-

ble ways for transferring energy from renewable sources to customers in a

given region. Xu and Fan (134) established the carbon footprint calcula-

tion models of fixed emissions sources and dynamic emissions sources in

the supply chain. Compared with these surveyed papers, ourwork is based

on these studies and focuses on the impacts of carbon trading price and

CEA on carbon emissions reduction. In the carbon emissions reduction

literatures, the decision problem of carbon emissions reduction in supply

chain is a hot topic. Benjaafar et al. (135) illustrated how carbon emis-

sion concerns could be integrated into operational decision making and

analyzed the impact of operational decisions on carbon emissions. Rosiˇc

and Jammernegg (136) extended the dual sourcing model based on the

newsvendor framework by considering the environmental impact of trans-

port with emission taxes. Song and Leng (137) investigated the classical

single-period problem under different carbon emissions policies. Du et

al. (138) focused on the impact of “cap-and-trade” mechanism, proposed

a game-theoretical analytical model, and derived a unique Nash equilib-

rium. Jaber et al. (139) presented a supply chain coordination model while

accounting for greenhouse gas emissions from manufacturing processes.

Xu et al. (140) proposed three differential game models with the emission

reduction of the product and the retailer’s promotion dependent demand.

Li et al. (141) proposed a carbon trading model discussed between enter-

prises under strict carbon cap. Zhao et al. (142) developed a retailer-driven

revenue-sharing contract to coordinate the supply chain with the constraint

of product carbon emissions. Lu and Chen (143) studied the supply chain

coordination with buyback contract under different carbon emissions poli-
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cies and found buyback contract can coordinate supply chain. Compared

with the surveyed papers in this scope, our work focuses on the coordi-

nation mechanism about carbon emissions reduction and order quantity in

the supply chain.

CEA affects market demand, which has an impact on the enterprise’s car-

bon emissions. Liu et al. (144) found that asCEA increases, retailers and

manufacturers with superior ecofriendly operations will benefit. Zhang

et al. (145) analyzed the impact of CEA on order quantities and chan-

nel coordination, in which the manufacturer produces the environmental

products and the traditional products. Wang and Zhao (146) studied how

to determine the optimum order quantity and which situation the supplier

should choose to reduce carbon emissions. Xie et al. (147) studied carbon

emission reduction and sharing decision-making of supply chain system

with the carbon emissions level dependent demand. Chen (148) proposed

several important topics for future research based on a brief overview of

the current research in the field of low-carbon supply chain management,

including the impacts of CEA on carbon emissions reduction. Compared

with the literatures in this scope, ourworknot only considers the CEA, but

also considers the carbon trading price. Through coordination, supply

chain can fully exploit its potential and improve its performance (149).

There are many works in the field of supply chain coordination. Heydari

and Norouzinasab (150) proposed a coordination mechanism to coordi-

nate both pricing and ordering decisions simultaneously based on quantity

discount. Chakraborty and Chatterjee (151) developed the economics of

surcharge pricing as a supply chain coordinating mechanism under JIT en-

vironment.

The above-mentioned literatures all carry out in-depth studies on the sup-

ply chain carbon emissions reduction. They put forward many carbon

emissions control methods and models, which are a great contribution to

the field of carbon emissions reduction. Meanwhile it is also needed to be

pointed out that there are three issues that should be explored in depth: (1)

There are few literatures concerning the impacts of carbon trading price on

the supply chain carbon emissions reduction. In fact, carbon trading price

has important impact on the supply chain carbon emissions reduction and

the carbon emissions allocation. (2)There are also few literatures that take

both the carbon trading price andCEAinto account. It has become an im-

portant problem to study the impacts of carbon trading price on supply
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chain carbon emissions reduction while taking CEA into account. (3) It

is necessary to further study the coordination mechanism in supply chain

carbon emissions reduction. Under the constraint of carbon emissions, if

the supply chain members try to optimize their own profits to reduce their

carbon emissions, carbon emissions reduction of the whole supply chain

will often not be the optimal; that is, there is a “marginal double” effect.

So it is also needed to explore how to achieve the supply chain carbon

emissions reduction coordination.

6.3 Problem definition

In this paper we developed a multi-retailer supply chain model, where sin-

gle vendor supplies products to multiple buyers to satisfy stochastic and

carbon emission dependent demand. The production rate and production

cost are considered as a variable quantities. We have considered produc-

tion cost as a function of production rate, which developed a special ‘U’-

shaped function and is used to develop the model (6.1). We have consid-

ered a single-setup-multi-delivery (SSMD) policy for delivering products

to buyers from supplier. At the buyer’s end, partial backorder is consid-

ered for shortages. The lead time demand is considered as stochastic and

follows a normal distribution.

Assume that the government has established a carbon emissions trading

center and the enterprises buy or sell carbon emissions rights just for nor-

mal production; namely, there is no speculation. At the beginning of pro-

duction cycle, the manufacturer obtains an initial carbon emissions limit

from the government. At the end of production cycle, if the manufac-

turer’s total carbon emissions exceed the initial carbon emissions limit, he

needs to buy carbon emissions rights from the carbon emissions trading

center at the per unit carbon trading price; if the manufacturer’s total car-

bon emissions do not exceed the initial carbon emissions limit, he can sell

the carbon emissions rights to the carbon emissions trading center at the

per-unit carbon trading price.

As the consumers pay more attention to the environmental change, low-

carbon products are more and more welcomed by the market. The prod-

ucts’ carbon emissions affect the market demand, which also affect the

supply chain members’ market competitiveness. So it is necessary for sup-

ply chain members to upgrade their production technology to reduce their

carbon emissions. Assume the manufacturer has the ability to reduce his
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Fig. 6.1 Production Rate Curve

products’ carbon emissions. Before the manufacturer decides to upgrade

his production technology, the initial carbon emissions per-unit product

is e0. When the manufacturer decides to carry out technological upgrad-

ing for carbon emissions reduction, the carbon emissions per-unit product

is e(0 < e ≤ e0). The manufacturer needs to bear the cost of carbon

emissions reduction when he wants to upgrade his production technology.

According to the literatures (127; 129; 140; 146), we can use α(e0− e)2/2
as the cost of carbon emissions reduction; here α(α > 0) is the cost coef-

ficient of the manufacturer’s carbon emissions reduction.

In this paper we developed a multi-retailer supply chain model, where

single vendor supplies products to multiple buyers to satisfy stochastic

and carbon emission dependent demand. The production rate and pro-

duction cost are considered as a variable quantities. We have considered

production cost as a function of production rate, which developed a special

‘U’-shaped function and is used to develop the model. We have consid-

ered a single-setup-multi-delivery (SSMD) policy for delivering products

to buyers from supplier. At the buyer’s end, partial backorder is consid-

ered for shortages. The lead time demand is considered as stochastic and

follows a normal distribution. Considering the market demand is affected

by consumer’s environmental awareness in addition form, the manufac-

turer considered the technological up-gradation under carbon cap and trade

mechanism. Considering all such aspects this paper proposes the methods

to determine the optimal order quantity and the optimal level of carbon

emissions through model optimization.

6.4 Notations and assumptions

6.4.1 Notations

In this paper we have used following notations to develop the model:
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qi order quantity for buyer i (units)

Sfi safety factor for buyer i

Li length of lead time for buyer i (time unit)

n number of buyers

di demand of ith buyer per unit time (units)

Coi ordering cost for ith buyer per order ($ / order)

HBi
holding cost per unit item per unit time for ith buyer ($ / unit / unit

time)

CSOi
stock out cost per unit of shortage for ith buyer ($ / unit)

MPi
marginal profit per unit item for ith buyer ($ / unit)

fi fraction of demand for ith buyer that will be backordered during

stockout, 0 ≤ β ≤ 1.

m number of lots (same for all buyers)delivered in one production

cycle (positive integer)

Xi lead time demand for ith buyer

βi fraction of the demand for buyer i that will be backordered during

stock out, 0 ≤ βi ≤ 1

P production rate of vendor (unit / unit time)

Q delivery lot size for vendor such that Q =
∑n

i=1 qi (units)

C(P ) production dependent unit production cost ($ / unit)

CSv setup cost for vendor ($ / setup)

CHv holding cost per unit product per unit time ($ / unit / unit time)

CLv carbon emission limit for vendor (unit Co2)

Es carbon emission per lot

CCE cost of per unit carbon emission

CPR per unit carbon trading price ($ / unit Co2)

e0 initial carbon emission per unit item production and transportation

for vendor (unit Co2 / unit)

e carbon emission per unit item production and transportation for

vendor after technological up-gradation, 0 < e ≤ e0 (unit Co2 / unit)

α(α > 0) is the cost coefficient of the manufacturer’s carbon emissions

reduction

a+ maximum value of a and 0, i.e. a+ = max(a, 0)

6.4.2 Assumptions

(1) Single setup multiple delivery (SSMD) model with one vendor with

one vendor and single type of product supplies to multiple buyers with

equal lot size.
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(2) Demand di for ith buyer is stochastic such that di = d1i + d2i, where

d1i is emission dependent demand such that d1i = ξi
e

and d2i is random

variable which follows (a) normal distribution or (b) other than normal

distribution where each d2i ’s are independently and identically

distributed with mean µi and standard deviation (s.d.) si. Also

D =
∑n

i=1 di.

(3) To satisfy the demand of each buyer the vendor supplies a total of Q

quantity such that Q =
∑n

i= qi.

(4) The vendor manufactures mQ quantity against order qi quantity of

buyer i, i.e., Q quantity of all buyers, but shipment should be in quantity

Q over m times. Also shipment procedure follows the relation qi = di
Q
D

i.e., qi
di

= Q
D

(= expected cycle time).

(5) The inventory is continuously reviewed by each buyer. According to

this policy, an order is placed whenever the level of inventory reaches /

decreases to a particular inventory level, called reorder point, denoted as

ri for ith buyer.

(6) Production rate is variable quantity satisfying

Pmin(Pmin > D =
∑n

i=1 di and Pmax.

(8) The unit production cost of the vendor is a function of P , having the

expression as C(P ) = a1
P
+ a2P as considered by Khouja and Mehrez’s

[M23], where a1 and a2 are constant and must satisfy Pmin =
√

a1
a2

,

which gives best fit for the function C(P ).

(9) Shortage is allowed with partial backorder ratio fi for ith retailer.

(10) We replace D and di’s as D = E(D) =
∑n

i=1
ξ
e
+
∑n

i=1 µi and

di = E(di) =
ξ
e
+ µi.

(11)The time horizon is taken as infinite.

6.5 Mathematical modelling of the system

6.5.1 Cost function for vendor

The different cost components for vendor are as follows:

* Setup cost:

Set up cost per unit time = CsD
mQ

=
(
∑n

i=1
ξi
e
+
∑n

i=1 µi)

mQ
.

* Holding cost:

The average inventory of the vendor is
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[(mQ(Q
P
+(m− 1)Q

D
)− m2Q2

2P
)− (Q

2

D
(1+ 2+3+ ...+m− 1))] D

mQ

=Q
2
[m(1− D

P
)− 1 + 2D

P
].

Therefore, vendor’s per unit time holding cost is

CHv

Q
2
[m(1− D

P
)− 1 + 2D

P
]

= CHv

Q
2
[m(1−(

∑n
i=1

ξi
e
+
∑n

i=1 µi)
1
P
)−1+2(

∑n
i=1

ξi
e
+
∑n

i=1 µi)
1
P
]

* Production cost:

The production cost of the vendor is assumed to be function of pro-

duction rate P such that, C(P ) = (a1
P
+ a2P ) () . The production

rate that minimizes the production cost C(P ) is P =
√

a1
a2

and ini-

tially we choose a1 and a2 such that Pmin =
√

a1
a2

.

Therefore total production cost = (a1
P
+a2P )D = (a1

P
+a2P )(

∑n
i=1

ξi
e
+∑n

i=1 µi)

* Carbon trading cost:

Carbon trading cost for vendor = CPR(eD − CL)

* Technology upgradation cost:

The technology upgradation cost or carbon emission cost for vendor

is 1
2
α(e0 − e) (? )where α > 0 and α is the cost coefficient of the

vendor’s carbon emission reduction

Therefore total expected cost for vendor is

TCV (m,Q, P, e) =
CS(

∑n
i=1

ξi
e
+
∑n

i=1 µi)

mQ
+

CHv

Q

2
[m(1− (

n∑
i=1

ξi
e
+

n∑
i=1

µi)
1

P
)− 1 + 2(

n∑
i=1

ξi
e
+

n∑
i=1

µi)
1

P
]

+(
a1
P

+ a2P )(
n∑
i=1

ξi
e
+

n∑
i=1

µi) + CPR(eD − CL) +
1

2
α(e0 − e)

(6.1)

6.5.2 Cost function for buyers

Before we calculate different cost components, we findE(Xi−ri)+, where

Xi is the lead time demand for ith buyer having a normal distribution

with mean and standard deviation (s.d.) respectively diLi = ( ξi
e
+ µi)Li

and σi
√
Li. Now shortages occur when Xi > ri for ith buyer. The ex-

pected shortage at the end of the cycle for ith buyer is E(Xi − ri)
+ =∫∞

ri
dF (xi) = σi

√
Liψ(Sfi),where ψ(Sfi) = ϕ(Sfi) − Sfi[1 − Φ(Sfi)],
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ϕ is standard normal probability distribution function and Φ is the cumu-

lative distribution of a random normal variate.

Now the different cost component of the ith buyer are as follows:

* Ordering cost:

The expected cycle time for ith buyer is qi
di

. Therefore the ordering

cost for ith buyer = Coi
qi
di

= Coi
D
Q
= Coi

∑n
i=1

ξi
e
+
∑n

i=1 µi
Q

.

* Holding cost:

In this model the inventory is continuously reviewed by each of the

buyers. Therefore the ith buyer places an order qi when the level of

inventory reaches a specified limit ri, which is called reorder point.

So the inventory level of ith buyer just before and after receiving

an order qi is ri − diLi and qi + ri − diLi, where ri − diLi = ri −
Li(

ξi
e
−µi). Therefore average expected inventory level for ith buyer

over the cycle is qi
2
+ ri − Li(

ξi
e
− µi). Now ri can be expressed as

Li(
ξi
e
− µi) + Sfiσi

√
Li. Thus the average inventory level for the

ith buyer over the cycle is ( qi
2
+ Sfiσi

√
Li). Again (1 − fi) be

the fraction demand that can not be back ordered. Therefore for ith

buyer holding cost for per unit time

= HBi
[( qi

2
+ Sfiσi

√
Li) + (1− fi)E(Xi − ri)

+]

= HBi
[(Q

2

ξi
e
+µi∑n

i=1
ξi
e
+
∑n

i=1 µi
+ Sfiσi

√
Li) + (1− fi)σi

√
Liψ(Sfi)]

* Shortage cost:

As MPi
and CSOi

are the marginal profit and stock out cost re-

spectively, so the shortage cost for ith buyer = [CSOi
+ MPi

(1 −
fi)]

di
qi
E(Xi − ri)

= [CSOi
+MPi

(1− fi)]
∑n

i=1
ξi
e
+
∑n

i=1 µi
Q

σi
√
Liψ(Sfi).

Therefore total expected cost for ith buyer is

TCBi
(Q,m, e, Sfi, Li) = Coi

∑n
i=1

ξi
e
+
∑n

i=1 µi

Q
+

HBi
[(
Q

2

ξi
e
+ µi∑n

i=1
ξi
e
+
∑n

i=1 µi
+ Sfiσi

√
Li) + (1− fi)σi

√
Liψ(Sfi)] +

[CSOi
+MPi

(1− fi)]

∑n
i=1

ξi
e
+
∑n

i=1 µi

Q
σi
√
Liψ(Sfi)

(6.2)
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6.5.3 Integrated supply chain cost

In order to get the centralized optimal decision for both and vendors to
minimize the entire supply chain cost, both the supplier and vendors cost
function to be considered. Therefore, the joint total expected supply chain
cost for both vendor and the buyers is obtained as follows:

TEC(Q,m, e, P, Sfi) =
CS(

∑n
i=1

ξi
e

+
∑n

i=1 µi)

mQ
+ CHv

Q

2
[m(1

−(

n∑
i=1

ξi

e
+

n∑
i=1

µi)
1

P
)− 1 + 2(

n∑
i=1

ξi

e
+

n∑
i=1

µi)
1

P
] +

(
a1

P
+ a2P )(

n∑
i=1

ξi

e
+

n∑
i=1

µi) + CPR(eD − CL) +
1

2
α(e0 − e) +

n∑
i=1

[Coi

∑n
i=1

ξi
e

+
∑n

i=1 µi

Q
+

HBi
[(
Q

2

ξi
e

+ µi∑n
i=1

ξi
e

+
∑n

i=1 µi
+ Sfiσi

√
Li) + (1− fi)σi

√
Liψ(Sfi)] +

[CSOi
+MPi

(1− fi)]

∑n
i=1

ξi
e

+
∑n

i=1 µi

Q
σi

√
Liψ(Sfi)]

(6.3)

6.6 Solution procedure of the model

Now using equation (6.3) we find the optimal system solution i.e., mini-

mum supply chain cost and the optimal values of the decision variables.

Here in our model the system becomes an unconstrained minimization

problem with five decision variables namely Q,m, e, P, and Sfi. Now

to obtain the minimum TEC(Q,m, e, P, Sfi), the traditional way is to

find the derivative of the objective function TEC(Q,m, e, P, Sfi) are ob-

tained with respect to all decision variables and equate them with zero.

Here m is a discrete decision variable. Now the first order derivative of

TEC(Q,m, e, P, Sfi) with respect to Q,P, Sfi and e are to be obtained.

As m is a discrete decision variable, for a fixed positive integer value of

m the values of Q,Φ(Sfi), P and e can be evaluated by equating every

individual partial derivative to zero as follows:

δTEC(Q,m, e, P, Sfi)

δQ
= 0 (6.4)

δTEC(Q,m, e, P, Sfi)

δP
= 0 (6.5)

δTEC(Q,m, e, P, Sfi)

δSfi
= 0 (6.6)
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δTEC(Q,m, e, P, Sfi)

δe
= 0 (6.7)

But a closed form optimal solution of this model is very difficult to obtain.

We apply a spacial type fixed point iteration technique and develop an

algorithm for that. Now we apply the following algorithm to find the op-

timal values of Q,Sfi, P and e and we use MATLAB code to implement

the algorithm.

6.6.1 Solution Algorithm

The algorithm to implement that spacial type of fixed point iteration is as

follows:

* Step 1: Set m = 1 and put all the parameter values.

* Step 2: For all the buyers, i = 1, 2, 3, ..., n, assign values of all the

parameters and perform the following steps.

* Step 3: Set Sfi = 0 for each buyer.

* Step 4: Substitute Sfi into (6.4) and evaluate Q.

* Step 5: Use Q to evaluate value of Φ(Sfi) for all i from (6.6).

* Step 6: Now using the value of Φ(Sfi), obtain the value of Sfi using

normal distribution table.

* Step 7: Repeat Step 3 to step 6, until no changes occur in the values

of Q and Sfi and denote those values as Q∗ and Sf ∗
i respectively.

* Step 8: Evaluate P ∗ from (6.5)using the value of Q∗.

* Step 9: Evaluate e∗ from (6.7)using the value of Q∗ and P ∗.

* Step 10: Denote the latest update values ofQ,Sfi, P and e asQ∗
(m), Sf

∗
i(m), P

∗
(m)

and e∗(m).

* Step 11: Set m = m+ 1.

* Step 12: If TEC(Q∗
(m),m, e

∗
(m), P

∗
(m), Sf

∗
i(m)) ≤ TEC(Q∗

(m−1),m−
1, e∗(m−1), P

∗
(m−1), Sf

∗
i(m−1)) , repeat step 2 to step 12. Otherwise, go

to step 13.
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* Step 13: Set TEC(Q∗
(m),m, e

∗
(m), P

∗
(m), Sf

∗
i(m)) = TEC(Q∗

(m−1),m−
1, e∗(m−1), P

∗
(m−1), Sf

∗
i(m−1)), which is the optimal solution and opti-

mal values of the decision variables are Q∗ = Q∗
(m),m

∗ = m, e∗ =

e∗(m), P
∗ = P ∗

(m), Sf
∗
i = Sf ∗

i(m).

6.7 Numerical Illustration and conclusion

For numerical illustration, we assumed the following data:

Vendor’s setup cost CSv = 2000; variance of mean of lead time demand

Z = [500 450 400]; mean of lead time demand µ = [150 200 250]; ven-

dor’s holding cost CHv = 12; a = [10000 0.01]; carbon trading price

per unit CPR = 50; carbon emission limit for vendor CLv = 2000; Cost

coefficient of the manufacturer’s carbon emission reduction α = 5000;

initial carbon emission e0 = 22; ordering cost for buyer’s per order Co =

[200 225 250]; stock out price CSO = [15 12 13]; marginal profit per unit

MP = [12 11 13];σ = [30 20 35];Sf = [0 0 0];Sf1 = [1 1 1];

SY = [normpdf(Sf(1))−Sf(1)∗(1−normcdf(Sf(1)))normpdf(Sf(2))−
Sf(2)∗(1−normcdf(Sf(2)))normpdf(Sf(3))−Sf(3)∗(1−normcdf(Sf(3)))];
buyer’s holding cost HB = [12 15 17]; carbon emission per lot Es = 280;

cost of per unit carbon emission CCE = 1.5; and fraction of demand be

back ordered f = [0.5 0.5 0.5] and lead time for buyer’s L = [5 6 4].

The optimal values of the decision variables are

m = 4, Sf = [0.8471 0.5721 0.5599], Q = 255, P = 833.07, TEC =

656768.53, e = 16.02.

If we change the backorder ratio to zero i.e., f = [0.0 0.0 0.0], then the

optimal values of the decision variables are

m = 4, Sf = [1.0676 0.8542 0.8527], Q = 248, P = 838.1, TEC =

657208.9, e = 16.02.

If we change the backorder ratio to 0.8 i.e., f = [0.8 0.8 0.8], then the

optimal values of the decision variables are

m = 4, Sf = [ 0.6376 0.2787 0.2493], Q = 265, P = 825.8, TEC =

656405.2, e = 16.02.

From the above results, we can observe that the value of fraction of de-

mand be back ordered f is much sensitive on the value of Sf , than the

other decision variables m,Q, P and TEC.
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[59] Paksoy, T., Bektas, T. and Özceylan, E. (2011). Operational and envi-

ronmental performance measures in a multi-product closed-loop sup-

ply chain. In Transportation Research Part E: Logistics and Trans-

portation Review, (74) (pp. 532–546).

[60] Raafat, F. (1991). Survey of literature on continuously deteriorating

inventory model. In Journal of Operations Research Society, (42), (pp.

27–37).

[61] Sarkar, B. (2012). An EOQ model with delay in payments and time

varying deterioration rate. In Mathematical and Computer Modelling,

(218) (pp. 4881 - 4891).

[62] Sarkar, B. (2013). A production-inventory model with probabilistic

deterioration in two-echolon supply chain management. In Applied

Mathematical Modelling, (37) (pp. 3138 –3151).

[63] Sarkar, B., Sett, B., and G.Roy (2016). Flexible setup cost and dete-

rioration of products in a supply chain model.In International Jour-

nal of Applied Computation and Mathematics, (2) (pp. 147–161),

https://doi.org/10.1007/s40819-015-0045-7.

85



[64] Sarkar, B., Ullah, M., and Kim, N. (2017). Environmental and eco-

nomic assessment of closed-loop supply chain with re-manufacturing

and returnable transport items. In Computers and Industrial Engi-

neering, (111).

[65] Sarkar, T., Ghosh, S., and Chaudhuri, K. (2012). An optimal inven-

tory replenishment policy for a deteriorating item with time-quadratic

demand and time-dependent partial backlogging with shortages in all

cycles. In Applied Mathematics and Computation, (218) (pp. 9147 -

9155).

[66] Sarkar, T., Ghosh, S.K., and Chaudhuri, K.S. (2013). An economic

production quantity model for items with time proportional deterio-

ration under permissible delay in payments. In journalInternational

Journal of Mathematics in Operational Research, (5) (pp. 301 - 316).

[67] Sarkar, T., Ghosh, S.K., and Chaudhuri, K.S. (2013). An optimal

replenishment policy for eoq models with time-varying demand and

shortages. In International Journal of Services and Operations Man-

agement, (16) (pp. 443 - 459).

[68] Sarkar, T., Ghosh, S. K., and Chaudhuri, K.S. (2015) A multi-item

inventory model for deteriorating items in limited storage space with

stock-dependent demand. In American Journal of Mathematical and

Management Sciences, (34) (pp. 147–161).

[69] Shah, Y. (1977). An order-level lot-size inventory model for deterio-

rating items. In Journal of Industrial Engineering, (9).

[70] Skouri, K., Konstantaras, I., Papachristos, S., and Ganas, I. (1991).

Inventory models with ramp type demand rate, partial backlogging

and Weibull deterioration rate.In Journal of the Operational Research

Society, (42) (pp. 79 - 92).

[71] Skouri, K., and Papachristos, S. (2003). Four inventory models for

deteriorating items with time varying demand and partial backlog-

ging: a cost comparison. In Optimal Control Applications and Meth-

ods, (24) (pp. 315–330).

[72] Srivastava, S. (2007). Green supply chain management: a state-of-

the-art literature review. In International Journal of Management Re-

views, (9) (pp. 53 - 80).

86



[73] Swenseth, S. R., and Godfrey, M.R. (2002). Incorporating trans-

portation costs into inventory replenishment decisions. In Interna-

tional Journal of Production Economics, (77) (pp. 113 – 130).

[74] Tadikamalla, P. (1978). An EOQ inventory model for items with

gamma distributed deterioration.In AIIE Transactions, (10).

[75] Teng, J., Cárdenas-Barrón, L., Lou, K., and Wee, H. (2013). Optimal

economic order quantity for buyer–distributor–vendor supply chain

with backlogging without derivatives.In International Journal of Sys-

tems Science, (44) (pp. 986–994).

[76] (2001). Coordinating supply chain inventory through common re-

plenishment epochs.In European Journal of Operational Research,

(129) (pp. 277 – 286).

[77] Vroblefski, M., Ramesh, R., and Zionts, S. (2000).Efficient lot-sizing

under a differential transportation cost structure for serially dis-

tributed warehouses. In European Journal of Operational Research,

(127), (pp. 574–593).

[78] Wee, H., and Widyadana, G. (2012). Economic production quantity

models for deteriorating items with rework and stochastic preventive

maintenance time. In International Journal of Production Research,

(50) (pp. 2940–2952).

[79] Wilson, R. (1934). A scientific routine for stock control. In Harvard

Business Review, (13), (pp. 116 – 128).

[80] Yan, C., Banerjee, A., and Yang, L. (2011). An integrated production-

distribution model for a deteriorating inventory item. In International

Journal of Production Economics, (133), (pp. 228 – 232).

[81] Yang, P., and Wee, H. (2002). The economic lot size of the integrated

vendor-buyer inventory system derived without derivatives.In Optimal

Control Applications and Methods, (23), (pp. 163 – 169).

[82] Yang, P., and Wee, H. (2003). An integrated multi-lot-size production

inventory model for deteriorating item. In Computers and Operations

Research, (30) (pp. 671 – 682).

[83] Zhao, Q.H., Wang, S.Y., Lai, K.K., and Xia, G.P. (2004). Model and

algorithm of an inventory problem with the consideration of trans-

87



portation cost. In Computers and Industrial Engineering, (46) (pp.

389 – 397).

[84] Dobos. I., Tradable permits and production-inventory strategies of

the firm. Int. J. Prod. Econ., 108(1–2), 329–333 (2007). Author, Article

title, Journal, Volume, page numbers (year)

[85] Author, Book title, page numbers. Publisher, place (year)

[86] K. Annadurai and R. Uthayakumar, Reducing lost-sales rate in

(T,R,L) inventory model with controllable lead time. Appl. Math. Mod-

ell. 34 (2010).

[87] A.Banerjee, A joint economic-lot-size model for purchaser and ven-

dor. Decision Sci. 17 (1986).

[88] A. Banerjee and S. Banerjee, A coordinated order-up-to inventory

control policy for a single supplier and multiple buyers using elec-

tronic data interchange. Int. J. Prod. Econom. 35 (1994).

[89] A. Banerjee and J.S. Burton, Coordinated versus independent inven-

tory replenishment policies for a vendor and multiple buyers. Int. J.

Prod. Econom. 35 (1994).

[90] M. Ben-Daya and A. Raouf, Inventory models involving lead time as

a decision variable. J. Oper. Res. Soc. 45 (1994).

[91] L.E. Cardenas-Barron, K.J. Chung and G. Trevi no-Garza, Celebrat-

ing a century of the economic order quantity model in honor of Ford

Whitman Harris. Int. J. Prod. Econom. 155 (2014).

[92] L.E. Cardenas-Barron and S.S. Sana, A production-inventory model

for a two-echelon supply chain when demand is dependent on sales

teams’ initiatives. Int. J. Prod. Econom. 155 (2014).

[93] L.E. Cardenas-Barron and G. Trevi no-Garza, An optimal solution

to a three echelon supply chain network with multi-product and multi-

period. Appl. Math. Modell. 38 (2014).

[94] L.E. Cardenas-Barron and S.S. Sana, Multi-item EOQ inventory

model in a two-layer supply chain while demand varies with a pro-

motional efort. Appl. Math. Modell. 39 (2015).

88



[95] H.J. Chang, R.H. Su, C.T. Yang and M.W. Weng, An economic manu-

facturing quantity model for a two-stage assembly system with imper-

fect processes and variable production rate. Comput. Industrial Eng.

63 (2012).

[96] C.J. Chung, An easy method to derive the integrated vendor-buyer

production-inventory model with backordering using cost-diference

rate comparison approach. Math. Comput. Modell. 57 (2013).

[97] C.J. Conrad and H. McClamrock, The drilling problem: a stochastic

modeling and control example in manufacturing. IEEE Tran. Auto.

Cont. 32 (1987).

[98] A. Gholami-Qadikolaei, A. Mirzazadeh and R. Tavakkoli-

Moghaddam, Lead time and ordering cost reductions in budget

and storage space restricted probabilistic inventory models with

imperfect items. RAIRO: OR 49 (2015).

[99] B.C. Giri and T. Dohi, Computational aspects of an extended EMQ

model with variable production rate. Comput. Oper. Res. 32 (2005).

[100] C.H. Glock and T. Kim, The efect of forward integration on a single-

vendor multi-retailer supply chain under retailer competition. Int. J.

Prod. Econom. 164 (2015).

[101] S.K. Goyal, An integrated inventory model for a single supplier-

single customer problem. Int. J. Prod. Res. 15 (1976).

[102] S.K. Goyal, Economic ordering policy for deteriorating items over

an infnite time horizon. Eur. J. Oper. Res. 28 (1987).

[103] S.K. Goyal, A joint economic-lot-size model for purchaser and ven-

dor: a comment. Deci. Sci. 19 (1988).

[104] R. Guan and X. Zhao, Pricing and inventory management in a sys-

tem with multiple competing retailers under (r, Q) policies. Comput.

Oper. Res. 38 (2011).

[105] D. Ha and S.L. Kim, Implementation of JIT purchasing: an inte-

grated approach. Prod. Plan. Cont. 8 (1997).

[106] M.A. Hoque, Synchronization in the single-manufacturer multi-

buyer integrated inventory supply chain. Eur. J. Oper. Res. 188 (2008).

89



[107] J.K. Jha and K. Shanker, Two-echelon supply chain inventory model

with controllable lead time and service level constraint. Comput. In-

dustrial Eng. 57 (2009).

[108] M. Khouja and A. Mehrez, Economic production lot size model with

variable production rate and imperfect quality. J. Oper. Res. Soc. 45

(1994).

[109] C.J. Liao and C.H. Shyu, An analytical determination of lead time

with normal demand. Int. J. Oper. Prod. Manag. 11 (1991).

[110] I. Moon, E. Sin and B. Sarkar, Min-max distribution free continuous

review model with a service level constraint and variable lead time,

Appl. Math. Comput. 229 (2014).

[111] L.Y. Ouyang, N.C. Yeh and K.S. Wu, Mixture inventory model with

backorders and lost sales for variable lead time. J. Oper. Res. Soc. 47

(1996).

[112] L.Y. Ouyang, K.S. Wu and C.H. Ho, Integrated vendor-buyer coop-

erative models with stochastic demand in controllable lead time. Int.

J. Prod. Econom. 92 (2004).

[113] J.C.H. Pan and J.S. Yang, A study of an integrated inventory with

controllable lead time. Int. J. Prod. Res. 40 (2002).

[114] B. Sarkar, A production-inventory model with probabilistic deterio-

ration in two-echelon supply chain management. Appl. Math. Modell.

37 (2013).

[115] B. Sarkar and A. Majumder, Integrated vendor-buyer supply chain

model with vendor’s setup cost reduction. Appl. Math. Comput. 224

(2013).

[116] B. Sarkar and I. Moon, Improved quality, setup cost reduction, and

variable backorder costs in an imperfect production process. Int. J.

Prod. Econom. 155 (2014).

[117] B. Sarkar, L.E. Cardenas-Barron, M. Sarkar and M.L. Singgih, An

economic production quantity model with random defective rate, re-

work process and backorders for a single stage production system. J.

Manufact. Syst. 33 (2014).

90



[118] B. Sarkar and A.S. Mahapatra, Periodic review fuzzy inventory

models with variable lead time and fuzzy demand. Int. Tran. Oper.

Res. 24 (2017).

[119] B. Sarkar, K.S. Chaudhuri and I. Moon, Manufacturing setup

cost reduction and quality improvement for the distribution free

continuous-review inventory model with a service level. J. Manufact.

Syst. 34 (2015).

[120] B. Sarkar, B. Mondal and S. Sarkar, Quality improvement and back-

order price discount under controllable lead time in an inventory

model. J. Manufact. Syst. 35 (2015).

[121] B. Sarkar, Supply chain coordination with variable backorder, in-

spections, and discount policy for

xed lifetime products. Math. Prob. Eng. 2016 (2016).

[122] B. Sarkar, A. Majumder, M. Sarkar, B.K. Dey and G. Roy, Two-

echelon supply chain model with manufacturing quality improvement

and setup cost reduction. J. Indus. Manag. Optim. 13 (2017).

[123] S.P. Sarmah, D. Acharya and S.K. Goyal, Coordination of a single-

manufacturer/multi-buyer supply chain with credit option. Int. J. Prod.

Econom. 111 (2008).

[124] D. Shin, R. Guchhait, B. Sarkar and M. Mittal, Controllable lead

time, service level constraint, and transportation discounts in a con-

tinuous review inventory model. RAIRO-Oper. Res. 50 (2015).

[125] H.N. Soni and K.A. Patel, Optimal strategy for an integrated inven-

tory system involving variable production and defective items under

retailer partial trade credit policy. Deci. Supp. Syst. 54 (2012).

[126] P.S. You, Optimal times of price reductions for an inventory model

with partial backorder and vertical shift demand. RAIRO: OR 41

(2007).

[127] M. X.Wang, Q. Bao, and L. Tang, “Enterprises’ optimal abatement

investment behavior with the carbon emission constraint,” Journal of

Management Sciences in China, vol. 18, no. 6, pp. 41– 57, 2015.

[128] X. H. Chen, X. Y. Zeng, and F. Q. Wang, “Impacts of carbon trading

price on carbon emission in supply chain under the capand- trade

91



system,” Systems Engineering—Theory and Practice, vol. 36, no. 10,

pp. 2562–2571, 2016.

[129] S. F. Du, L. Hu, and M. Song, “Production optimization con-

sidering environmental performance and preference in the cap-and-

trade system,” Journal of Cleaner Production, vol. 112, no. 20, pp.

1600–1607, 2016.

[130] A. Braithwaite and D. Knivett, “Evaluating a supply chains car-

bon footprint: a methodology and case example of carbonto- serve,”

Logistics Research Network, vol. 11, no. 1, pp. 18–22, 2008.

[131] S. Cholette and K. Venkat, “The energy and carbon intensity of

wine distribution: a study of logistical options for delivering wine

to consumers,” Journal of Cleaner Production, vol. 17, no. 16, pp.

1401–1413, 2009.

[132] B. Sundarakani, R. de Souza, M. Goh, S. M. Wagner, and S.

Manikandan, “Modeling carbon footprints across the supply chain,”

International Journal of Production Economics, vol. 128, no. 1, pp.

43–50, 2010.

[133] H. L. Lam, P. Varbanov, and J. Klemeˇs, “Minimising carbon foot-

print of regional biomass supply chains,” Resources, Conservation

and Recycling, vol. 54, no. 5, pp. 303–309, 2010.

[134] Q. Xu and D. D. Fan, “Carbon footprint calculation across the

whole supply chain,” Journal of Donghua University (Natural Sci-

ence), vol. 40, no. 5, pp. 639–646, 2014.

[135] S. Benjaafar, Y. Li, and M. Daskin, “Carbon footprint and the man-

agement of supply chains: Insights from simple models,” IEEE Trans-

actions on Automation Science and Engineering, vol. 10, no. 1, pp.

99–116, 2013.

[136] H. Rosiˇc and W. Jammernegg, “The economic and environmental

performance of dual sourcing:Anewsvendor approach,” International

Journal of Production Economics, vol. 143, no. 1, pp. 109–119, 2013.

[137] J. Song and M. Leng, “Analysis of the single-period problem un-

der carbon emissions policies,” in Handbook of newsvendor problems,

vol. 176 of Internat. Ser. Oper. Res. Management Sci., pp. 297–313,

Springer, New York, 2012.

92



[138] S. Du, F. Ma, Z. Fu, L. Zhu, and J. Zhang, “Game-theoretic analysis

for an emission-dependent supply chain in a ‘cap-andtrade’ system,”

Annals of Operations Research, vol. 228, pp. 135– 149, 2015.

[139] M. Y. Jaber, C. H. Glock, and A. M. A. El Saadany, “Supply chain

coordination with emissions reduction incentives,” International Jour-

nal of Production Research, vol. 51, no. 1, pp. 69–82, 2013.

[140] C. Q. Xu, D. L. Zhao, B.Y. Yuan, and L. F. He, “Differential game

model on joint carbon emission reduction and low-carbon promotion

in supply chains,” Journal of Management Science in China, vol. 19,

no. 2, pp. 53–65, 2016.

[141] J. Li, Q. Su, and L. Ma, “The research of carbon trading model on

supply chain under carbon emission constraints,” Chinese Journal of

Management Science, vol. 24, no. 4, pp. 54–62, 2016.

[142] D. Z. Zhao, B. Y. Yuan, and C. Q. Xu, “Research on coordination

mechanism of the supply chain with the constraint of product carbon

emissions,” Forecasting, vol. 33, no. 5, pp. 76–80, 2014.

[143] L. Lu and X. Chen, “Supply chain coordination with buyback con-

tract under different carbon emission policies,” Control and Decision,

vol. 29, no. 12, pp. 2212–2220, 2014.

[144] Z. Liu, T. D. Anderson, and J. M. Cruz, “Consumer environmen-

tal awareness and competition in two-stage supply chains,” European

Journal of Operational Research, vol. 218, no. 3, pp. 602–613, 2012.

[145] L. Zhang, J. Wang, and J. You, “Consumer environmental aware-

ness and channel coordination with two substitutable products,” Eu-

ropean Journal of Operational Research, vol. 241, no. 1, pp. 63–73,

2015.

[146] Q. P.Wang andD. Z. Zhao, “Revenue-sharing contract of supply

chain based on consumer’s preference for low carbon products,” Chi-

nese Journal of Management Science, vol. 22, no. 9, pp. 106– 113,

2014.

[147] X. P. Xie, D. Z. Zhao, and Y. J. Liu, “Revenue sharing consignment

contract of low-carbon supply chain with carbonemission sensitive de-

mand,” Journal of Systems Management, vol. 24, no. 1, pp. 105–117,

2015.

93



[148] J. Chen, “Study on supply chain management in a low-carbon era,”

Journal of Systems and Management, vol. 21, no. 6, pp. 721– 728,

2012.

[149] M. Nematollahi, S.-M. Hosseini-Motlagh, and J. Heydari, “Coor-

dination of social responsibility and order quantity in a two-echelon

supply chain: A collaborative decision-making perspective,” Interna-

tional Journal of Production Economics, vol. 184, pp. 107–121, 2017.

[150] J.Heydari and Y.Norouzinasab, “Atwo-level discountmodel for co-

ordinating a decentralized supply chain considering stochastic price-

sensitive demand,” Journal of Industrial Engineering International,

vol. 11, no. 4, pp. 531–542, 2015.

[151] A. Chakraborty and A. K. Chatterjee, “A surcharge pricing scheme

for supply chain coordination under JIT environment,” European

Journal of Operational Research, vol. 253, no. 1, pp. 14– 24, 2016.

[152] J. Heydari, “Coordinating replenishment decisions in a twostage

supply chain by considering truckload limitation based on delay in

payments,” International Journal of Systems Science, vol. 46, no. 10,

pp. 1897–1908, 2015.

[153] X. Feng, I.Moon, andK. Ryu, “Supply chaincoordinationunder bud-

get constraints,” Computers and Industrial Engineering, vol. 88, pp.

487–500, 2015.

[154] J. Heydari, M. Rastegar, and C. H. Glock, “A two-level delay in

payments contract for supply chain coordination: The case of credit-

dependent demand,” International Journal of Production Economics,

vol. 191, pp. 26–36, 2017.

[155] S. Ebrahimi, S. Hosseini-Motlagh, and M. Nematollahi, “Propos-

ing a delay in payment contract for coordinating a two-echelon peri-

odic review supply chain with stochastic promotional effort dependent

demand,” International Journal of Machine Learning and Cybernet-

ics, pp. 1–14, 2017.

[156] J. Heydari, T.-M. Choi, and S. Radkhah, “Pareto improving supply

chain coordination under a money-back guarantee service program,”

Service Science, vol. 9, no. 2, pp. 91–105, 2017.

94



[157] M. Bennis, M. Simsek, A. Czylwik, W. Saad, S. Valentin, and M.

Deb-bah, “When cellular meets wifi in wireless small cell networks,”

IEEE Communications Magazine, vol. 51, no. 6, pp.44–50, June 2013.

[158] M.Ayyash,H.Elgala,A.Khreishah,V.Jungnickel,T.Little,S.Shao,M.

Rahaim, D. Schulz, J. Hilt, and R. Freund, “Coexistence of wifi

and lifi toward 5g: concepts, opportunities, and challenges,” IEEE

CommunicationsMagazine,vol.54,no.2,pp.64–71,February2016.

[159] S. Barai, A. Dey, and B. Sau, “Path following of autonomous mobile

robot using passive rfid tags,” in 2016 International Conference on

Microelectronics, Computing and Communications (MicroCom), Jan

2016, pp.1–6.

[160] T. Adame, A. Bel, B. Bellalta, J. Barcelo, and M. Oliver, “Ieee

802.11ah: the wifi approach for m2m communications,” IEEE Wire-

less Communications,vol.21,no.6,pp.144–152,December2014.

[161] M. Mafuta, M. Zennaro, A. Bagula, G. Ault, H. Gombachika, andT.

Chadza, “Successful deployment of a wireless sensor network for

precisionagricultureinmalawi,”in2012IEEE3rdInternationalConfer-

ence on Networked Embedded Systems for Every Application

(NESEA), Dec 2012, pp.1–7.

[162] B. Raman and K. Chebrolu, “Experiences in using wifi for rural

internet in india,” IEEE Communications Magazine, vol. 45, no. 1,

pp. 104–110, Jan2007.

[163] S. Barai, D. Biswas, and B. Sau, “Estimate distance measurement

using nodemcu esp8266 based on rssi technique,” in 2017 IEEE Con-

ference on Antenna Measurements Applications (CAMA), Dec 2017,

pp. 170–173.

[164] D. Niyato, L. Xiao, and P. Wang, “Machine-to-machine commu-

nications for home energy management system in smart grid,” IEEE

Communi-cations Magazine, vol. 49, no. 4, pp. 53–59, April 2011.

[165] S. Barai, D. Biswas, and B. Sau, “Sensors positioning for reliable

rssi-based outdoor localization using cft,” in 2020 IEEE International

Sym-posium on Sustainable Energy, Signal Processing and Cyber Se-

curity (iSSSC), 2020, pp. 1–5.

95



[166] D. Biswas, S. Barai, and B. Sau, “Improved rssi based vehicle

localiza-tion using base station,” in 2021 International Conference

on Innovative Trends in Information Technology (ICITIIT), 2021, pp.

1–6.

[167] S. Barai, D. Biswas, and B. Sau, “Improved rssi based angle lo-

calization using rotational object,” in 2020 International Conference

on Power Electronics and Renewable Energy Applications (PEREA),

2020, pp. 1–5.

[168] D. Biswas, S. Barai, and B. Sau, “Reliable rssi trend based local-

ization for three different environments,” in 2020 2nd International

Conference on Advances in Computing, Communication Control and

Networking (ICACCCN), 2020, pp.381–386.

[169] S. Barai, M. K. Kundu, and B. Sau, “Path following of au-

tonomous mobile robot with distance measurement using rfid tags,”

in 2019 IEEE International Symposium on Measurement and Control

in Robotics (ISMCR), 2019, pp. A3–4–1–A3–4–4.

[170] S. Barai and B. Sau, “Path following mobile robot using passive

rfid tags in indoor environment,” International Journal on Recent and

Innovation Trends in Computing and Communication, vol. 3, no. 6,

pp. 3652–3655, June 2015.

[171] Suvankar Barai, Buddhadeb Sau, Krishnendu Mukhopadhyaya,

“Localization and Mapping of Passive RFID Tags using Recognition

Area of an RFID Reader.”, in proceedings of the IEEE 9th Interna-

tional Conference on Microwaves, Antenna Propagation and Remote

Sensing. IEEE ICMARS-2013, Jodhpur, INDIA, 11th -14th December,

2013, pp 194–199.

[172] Suvankar Barai, Buddhadeb Sau, “Path Following Mobile Robot

using Passive RFID Tags in Indoor Environment.”, International Jour-

nal on Recent and Innovation Trends in Computing and Communica-

tion, Volume-3, Issue-6, June 2015, pp 3652–3655.

[173] Biswas D., Barai S., Sau B. (2021) Advanced RSSI-Based Wi-Fi

Access Point Localization Using Smartphone. In: Mekhilef S., Fa-

vorskayaM., Pandey R.K., Shaw R.N. (eds) Innovations in Electrical

and Electronic Engineering. Lecture Notes in Electrical Engineering,

vol 756. Springer, Singapore.

96



97 

List of Publications 

 

Title of paper Publication details 

 
Product Pricing in a Two-echelon Supply 
Chain with Stochastic Demand Under 
Carbon Cap & Trade Regulations 
 

 
Published in International Journal of 
Mathematics And its Applications, 
10(1)(2022), 67–77 

 
Development of WARKS for Accessing 
SupplyChain Management 

 
Published in International Journal of Recent 
Technology and Engineering (IJRTE) ISSN: 
2277-3878 (Online), Volume-11 Issue-1, 
May 2022 
 

 
Mathematical models for optimization of 
economic and environmental effects in a 
two-echelon supply chain management 
system with stochastic deterioration, 
seasonal stochastic demand and carbon 
emission cost 
 

 
Communicated to Operational Research -
 An International Journal (ORIJ) , Electronic 
ISSN: 1866-1505 
 

 
A multi- retailer supply chain model with 
stochastic demand, backorder, variable 
production cost under aspect of carbon cap 
and trade 
 

 
 
To be communicated 

 


