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Abstract 

The energy demand is growing year on year, but the fossil fuel reserves are depleting at a faster 

rate. As a consequence, the sustainable energy sources like PV, WT along FC are gaining more 

attention and importance. Because of the intermittent nature of sustainable energy source, it is 

significant to have highly efficient energy management system in MG. A new hybrid energy 

management system and control techniques has been proposed in this thesis to achieve individual 

source level control to get desired power quality and reliability and the load level control to 

achieve economic operation at optimum cost and overall system control. Here, First chapter 

explains the introduction and literature review about the energy management of MG connected 

system for multi-objective function with various control approaches. Second chapter describes 

about the microgrid and its type, topologies of ac, dc & hybrid microgrid, basic components of 

microgrid and merits and demerits of microgrid. Next chapter, it formulates the mathematical 

problem on the above objective functions. Here, the illustration of MG architecture i.e micro grid 

architecture model utilizing proposed method, micro grid architecture utilizing proposed hybrid 

controller, construction of MG connected system with proposed controller, problem formulation, 

implementation of hybrid method for energy management system, overview of energy 

system and description of the proposed system are described. Fourth chapter portrays the soft-

computing techniques that are used in energy management system. In this section the brief 

explanation of methodologies of soft computing techniques are elaborated. Fifth chapter presents 

the simulation result and discussion. Here, the research work has been carried out in different 

stages and presented in form of case-studies.  

 In case-study 1, a simple multi-objective function with reduction of fuel cost and emission has 

been formulated to minimize the fuel cost as well as operation and maintenance cost by the 

optimal energy management of MG sources. Here, a hybrid ABC strategy, the IABC and CS-

BAT based modelling and management of Microgrid System (MG) has been presented. The 

ABC algorithm is designed in two phases based on objective functions. The initial phase of ABC 

demonstrates that MG's optimal configuration at low fuel costs. By least cost functionality, the 

second phase of ABC has been achieved with minimal O&M costs. At IABC, the scout bee 

phase has been relocated with GSA technology that promises for enhancing the search capability 

of scout bees. At hybrid CS-BAT here, the configuration of optimal MG is acquired by solving 
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the proposed multiobjective function along with load requirement. The performance of proposed 

system is examined with previous systems, viz online management, ABC, ABC-ABC, IABC and 

ABC-FA. The comparative outcomes portrays that proposed system to identify optimal 

parameters is the most effective technique when meeting the load requirement at the lowest fuel 

cost and it is more efficient than existing techniques. 

In case-study 2, a novel SOGSNN algorithm has been proposed to solve the similar objective 

function as mentioned in the previous case-study but this time with different operating scenario 

of MG units with optimal load forecasting. The proposed SOGSNN method is the combined 

performance of GSA-ANN and SSA, hence it is named SOGSNN. The purpose of the SOGSNN 

method is to reduce the fuel costs, emissions and operation with maintenance costs with optimal 

use of RES. The optimization issue involves a kind of energy sources that can be performed in 

the MG like, photovoltaic, wind turbine, micro turbine, BESS. Control operations needs to the 

optimization issue to reflect few extra considerations with optimal load forecasting. The 

proposed hybrid technique is implemented in MATLAB/Simulink platform along its proficiency 

is assessed with various current approaches. The efficacy of the SOGSNN method is examined 

with other exiting techniques such as ABC, BFO and ANFASO technique. The comparative 

result provides the proposed method is more efficient than other previous approaches.  

In case-study 3, the problem has been made more complex for better techno-economic analysis 

by considering multi objective problem formulation. The proposed hybrid technique is in terms 

of a combination of ANFIS and ASOA approach. The intention of the proposed technique is to 

reduce overall fuel cost and increase the use of RES with considering the generation cost of PV 

& wind power. The optimization issue involves maximum uses of energy sources that can be 

found in the MG like battery storage, photovoltaic, micro turbine and wind turbine sources. The 

control operations have been added to the optimization issue to reveal few another considerations 

that are mostly found in the smaller generation scheme. The proposed method is implemented in 

MATLAB/Simulink, also their effectiveness is analyzed with different existing methods. From 

the experimental outcomes, it clearly shows that the use of optimum power generating costs and 

energy sources for micro grid that the optimization works best and provides the optimum power 

scheme for the generators after carry out the objective functions. The proposed approach is 

compared with other previous methods like GA, ABC and BFA. Furthermore, the use of the 
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proposed technique has led to a minimization of almost 25% in the entire cost of generating 

power. 

In the fourth case-study of the work, a novel RBFNN-SSA method has been proposed for solving 

the multi objective problem in order to avoid premature convergence. For maximum techno-

economic benefits, the multi objective problem has been formulated in such a way that it can 

minimizing various objectives including yearly economic loss which includes annual capital cost 

, annual replacement cost, annual fuel cost, annual operation and maintenance cost as well as 

optimal forecasting load demand. Here, maximizing usage of MG sources and minimizing the 

operational cost is performed by the RBFNN-SSA method. The proposed RBFNN-SSA is 

implemented in MATLAB/Simulink platform and then the proficiency is assessed and tested 

with the exiting techniques viz IABC, BFOANN, ALO, GOAPSNN methods. 

Sixth chapter presents the conclusion and future scope of that proposed microgrid connected 

system. 
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1.1. GENERAL 

In general, an extension of generation, transmission and proper distribution are required to 

achieve the increased demand of electricity power. The combination of renewable energy 

sources and sufficient energy storage elements are ecologically viable which gives 

heterogeneousness chances to support extra incomes for long distance places. To supply the 

electric power, the effectively developed micro grid system has some advantages such as 

protection of energy, minimum electricity rate, protection of devices, improvement of profit etc. 

An optimum energy management and control of a micro grid utilizing renewable energy sources 

is an energizing role for micro grid operators. In this role the contingency of load requirement as 

well as power generation of renewable energy sources should be considered. Now a day, the 

stability of electric power grid is managed via the adjustment of generation and transmission of 

grid. The micro grid energy storage system provides the stability to manage these adjustments. 

The improvement of energy storage systems are required to enhance the performance of micro 

grid and better pricing. Energy management systems and control techniques with energy storage 

system are required to manage multiple grid operations. The main role of EMS is to control of 

power supply and to reduce the cost of energy consumption as well as the operational and 

maintenance cost. 

1.2. TYPES OF ENERGY 

There are various types of energy like thermal, radiant, chemical, nuclear, electrical, motion, etc. 

[1] 

 Thermal Energy: 

Thermal is also represented as heat energy. When a temperature is increased, the atoms 

and molecules run speedily and collide with each other which introduce the heat. This 

process provides an energy which called as thermal energy. 

 Radiant Energy: 

This energy is generated from electromagnetic waves. Electromagnetic waves have an 

ability to travel from one place to another place via free space. The movement of group of 
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Photons are called as electromagnetic radiations. The light energy is generated from group 

of photons. Light is also called as radiant energy. 

 Chemical Energy: 

Chemical is a type of energy which is generated from chemical particles. This energy is 

produced when a chemical reaction takes place. Generally, once chemical energy was 

introduced as a substance, that is moved into a newly substance. 

 Nuclear Energy: 

Such type of energy is generated from nucleus or centre part of an atom. Atoms are small 

units that develop all things in the universe. There is a large number of energy in an 

atom's dense nucleus. 

 Electrical Energy: 

Electrical is generated from a movement of electrons. Based on the speed of charge 

particles the electrical energy is produced. If the electrical charges move faster, more 

energy will be produced.  

 Motion Energy: 

Motion energy is also called as mechanical energy. This energy is generated from 

movements of an object. The energy is depends on the speed of the movement of the 

object. When an object moves faster, more amount of energy will be produced. The 

integration of potential energy and kinetic energy is called as motion energy. 

1.3. ENERGY MANAGEMENT  

Energy management is the process of managing, monitoring, controlling and reducing energy 

usage for various applications [2]. The cycle diagram of energy management is displayed in 

Figure 1.1. The energy storage system plays two different operational phases of the MG, when 

the grid transitions from interconnected to island mode and while during continuous island 

operation. The effective transformation of the island‟s operation requires more coordinated and 

more rapid control action in milliseconds. At this time, the large power and rapid response 

capabilities of industrial proven battery systems (e.g. lithium-ion) can be used to effectively 

deliver instant power to MG for a limited period of time and to serve for most loads during the 

time of interruption. If there is no backup, The MG will only last until the storage system 

capacity is exhausted, i.e. actually between fifteen minutes to few hours. When switching from 

utility distribution to an independent island mode, some of the inverters are used to control 
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voltage along frequency for maintaining the power quality of the islanded power system. This 

functionality is generally satisfied by the proper implementation of grid power generation as well 

as properly designed storage system. 

 

Figure 1.1: Cycle of energy management process 

Processing steps of EMS is mentioned below: 

Step 1: Gathering and analysing the continuous data. 

Step 2: Finding optimization range for reducing consumption of energy. 

Step 3: Set fixed value to increase the strength of energy.  

Step 4: Evaluate the returned energy. 

Step 5: Calculate the amount of energy stored and amount of energy transferred. 

Step 6: Execute energy optimization values. 
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Step 7: Continue the process from step 2 until the energy becomes an efficient. 

1.4. RENEWABLE ENERGY SOURCES 

A renewable energy source is a static energy which cannot move and it has no end like sun. The 

sources of renewable energy are differing from non-static sources [3]. The various types of 

renewable energy sources are shown below: 

 Solar energy. 

 Wind energy. 

 Hydro energy. 

 Tidal energy. 

 Geothermal energy. 

 Biomass energy. 

1.5. MG 

MG is a self-sufficient energy system that provides energy in unique geographical footprints 

such as college campus and hospital campus. There are different kinds of energy sources in 

micro grid like solar energy, wind energy etc. Micro grid are decentralized power sources which 

connects to large synchronization grid as well as loads and may be disconnected in “island 

mode” to operate autonomously as dictated by physical or economic conditions. In this way, the 

micro grid based Distributed Generation (DG) can be effectively integrated with various 

renewable energy sources with RES and can provide alternative electricity in interconnected or 

islanded mode. MG connects the grid with point of the common connection, which maintains the 

current at similar level as the main grid and to disconnect the grid if any problem arises. The 

disconnection of Micro grid from the main grid by mechanically or physically through the switch 

is possible and then it is called as an island mode [4]. The protection and control of micro grid 

are the major challenges in the MG. It is also an important feature to provide the needs of 

multiple end useses like heat, cool, electricity simultaneously. MG‟s are the good platform as 

localized energy sources. Here, the generation and distribution of energy sources can defines MG 

as interconnected loads and DER (PV, WT, MT, and FC) within clearly defined power limits, 

performing as a single controllable entity depends on grid. It can be connected to the grid as well 

as disconnected or islanded mode. If the function of the MG in the network is managed and 

integrated efficiently, it can provide benefits for the entire system performance. 
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Figure 1.2: Working process of micro grid controller with various organizations 

The modern Micro grids have the facility to store energy through the battery. A Micro grid has 

control strategies such that which has an ability to isolate from the basic grid as well as which 

can operate as individually. The working process of micro grid controller is shown in Figure 1.2. 
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1.6. CHARACTERISTICS OF MICRO GRID 

A Micro grid has three basic characteristics which are shown below: 

 A micro grid is local. 

Micro grid is a type of local energy which means it generates energy for neighbouring 

systems. This property differentiates the micro grid from various types of grids. A micro grid 

gives large amount of electric power for previous hundred years [5]. The central grids trigger 

the electric power from main centre to rural areas through transmission lines. The received 

power is not accurate due to long distance. Because there are large amount of energy will be 

loss during the transmission. A Micro grid has an ability to overcome these problems which 

produce the power to nearest building or systems. 

 A micro grid is independent. 

A Micro grid has an ability to isolate from the central grid as well as working at 

individually. This ability permits the micro grids to give power to the receivers when natural 

disorders affect power grid. Micro grids do not depend on any other systems. In rural and 

remote areas, micro grids are used instead of central grids. 

 A micro grid is intelligent. 

A micro grid is an intelligent based advanced system. A micro grid controller is represented 

as brain of the system which controls the inverters, storage devices etc. For the 

implementation process a micro grid needs controller which provides pure and efficient 

energy, high reliability with minimum cost. The above mentioned objectives with micro grid 

resources can be achieved by Micro grid controller. 

1.7. WORKING OF MICRO GRID 

The micro grid can be installed in houses, hospitals and buildings with central power sources to 

utilize electronics devices, temperature systems. Due to this interconnection, if one section is 

failed, all section becomes faulty. When micro gird connected with grid it becomes to a working 

condition. Also, it may be stopped and working on separately in islanded mode when a natural 

disorders and other outages cause in the micro grid operations [6]. The energy is provided to the 

micro grid through generator, battery, wind energy, solar panels etc. The working of micro grid 

is done based on fuel requirements and control of micro sources. The connection of micro grid 

with grid is done through point of common coupling which balances the voltages to both sides. 
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But if problems arise in this micro grid then the connection can be separated from main grid to 

micro grid with the help of static switch. 

1.8. CONTROL METHODS OF MICRO GRID 

 Primary Control: 

The primary control layer is developed with droop control technique. The primary control 

method is used for controlling power supply. Depending on the adjustment of voltage, 

frequency and amplitude, the power supply is controlled. The power supply is controlled 

by droop control technique which allow more synchronous generators to work in parallel 

distribution based on load to minimize the frequency at a time of maximized active power 

on the grid [7] 

 Secondary Control: 

It is utilized to reduce losses in frequency and voltage amplitude. The losses may be 

generated due to droop control in steady state. The secondary layer reinstates the output 

power for particular testimonial and also controls the power sharing on primary layer. In 

the secondary control layer, the reinstating of frequency and voltage to fixed values is 

done with the help of sum of faulting term and movement of droop function to starting 

characteristics of all section.  

 Tertiary Control: 

It is utilized to control the flow of current amid micro grid and main grid. This process is 

done with the help of automatic changes in energy supply. Sometimes an energy supply 

may be connected and disconnected from the main grid due to some problems like 

damage of grid, disturbances, cost of energy system etc. [8]. 

1.9. ENERGY MANAGEMENT FOR RENEWABLE ENERGY SYSTEM 

Due to minimum number of energy resources, cost of system as well as an increasing the 

requirements of energy, the management of energy is all most important [9]. So the optimal 

management of the renewable energy sources is required to optimal power flow. The block 

diagram of energy management system is displayed in Figure 1.3. 
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Figure 1.3: Block diagram of EMS 

It is used to provide power to the places where not joined with public grid [10]. The energy 

management system has some drawbacks such as which require effective load, more number of 

renewable resources and high cost. This drawback can be overcome by regulating the use of the 

system using various techniques. 

1.10. ADVANTAGES OF ENERGY MANAGEMENT SYSTEM 

 Managing and reducing energy consumption. 

 Control power supply. 

 Making informed decisions. 

 Finding the power quality issues. 

 Remote access.  

 An automatic solution. 

 Good Performance. 

 Saving of energy. 

 Saving of cost. 

 High reliability. 
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1.11. DISADVANTAGES OF ENERGY MANAGEMENT SYSTEM 

 Higher storage capabilities. 

 Intermittency. 

 Higher upfront cost. 

 Problems generated due to natural disorders. 

1.12. APPLICATIONS OF ENERGY MANAGEMENT SYSTEM 

 Hospitals. 

 House. 

 Generators. 

 Electronic vehicles. 

 Commercial and industrial applications. 

 

1.13. LITERATURE SURVEY 

In General, the variety of methods have been utilized for EMS and control of MG with 

renewable energy sources. For the most distributed systems, sources like PV, WT, MT, fuel cells 

are usually connected through power electronic components to form an MG system. The MG 

with RES and their adaptable control characteristics has improved through power electronics. 

Due to this, it has quick controllable dynamics that can be established with solutions for both 

power benefits and frequency response consequences. MG can work as grid connected with 

island mode of operation. The voltage/ frequency and the demand of power supply of MG are 

balanced and strictly operated by the grid. In island mode, inverter based distributed generation 

are reliable for the voltage/frequency stability and balance the correct power distribution due to 

their corresponding estimates. 
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Figure 1.4: Literature survey of EMS and control of Micro Grid 

 

The literature survey of EMS and control of micro grid is displayed in Figure 1.4. The processing 

methods of the various techniques and drawbacks of the research work as well as the correction 

methods are explained in this literature survey. There are various studies in the literature for 

energy management of MG.  Each research work have a common objective i.e. to calculate the 

maximum usage of the distributed renewable  energy sources, reducing the price of the energy 

delivered by sources and reduce extra usage of charging and discharging of battery etc.  

(A) SOLAR BASED POWER FLOW MANAGEMENT  

A.A.Jaina et al [1] have illustrated hybrid method of solar PV array (SPV) generating system to 

maximize power to load demand. The proposed hybrid method was combined execution of Quasi 

Oppositional Chaotic Grey Wolf Optimizer (QOCGWO) with Random Forest Algorithm (RFA) 

and therefore, it was called as QOCGWO-RFA. RFA calculates controlling signals of Voltage 

Source Inverter (VSI) and it depends on reactive power and active power variations under 

different load demand. 

Y.Riffonneau et al [2] have presented an optimal power management mechanism of grid 

connected PV systems utilize storage. Its purpose was to support exhaustive penetration of PV 

production into the phase by offering a lesser cost in peak time. The structure of power 

supervisor was proposed depend on optimal forecasted power scheduling algorithm. 

Optimization was achieved with Dynamic Programming and likened to modest ruled-based 

management. 

A.Varghese et al [3] have illustrated the lesser voltage DC micro grids, an encouraging idea that 

creates enhancements on power quality as well as consistency to end users over dissimilar 
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control methods among sources and loads and regulate the DC bus voltage. This dissimilar 

operating mode was made based on the charge level of the battery and the DC bus voltage. 

Droop control was an actual solution for power sharing among PV, battery and loads. A separate 

control strategy has been established for battery charging and discharging. 

M.O.Badawy and Y. Sozer [4] have presented an optimal power flow system of PV-battery. The 

continuously fast EV charging station was obtainable with lesser the operational cost. The 

impartial was to support the penetration of PV-battery systems into the grid and support the 

rising need of fast EV charging. An optimization problem was articulated and the required 

constraints and the operating cost function were selected with consideration of the electricity grid 

prices and battery degradation cost. In the principal stage of the proposed optimization 

procedure, the Particle Swarm Optimization (PSO) was implemented in prediction layer. 

V. Sheeja and R Kalpana [5] have presented a power flow management algorithm with newly 

four port converter for grid integration of PV and battery power with load in low voltage. The 

efficiency of the system was high that reduced the number of power conversion levels in the four 

port converter. When lower grid power was obtainable the battery energy storage system used as 

back up to support the load. 

S.Sheng et al [6] has approached an optimal power management method to lessen operating cost 

through managing power flows on PV-diesel generator based hybrid Nano grid with batteries. 

The proposed algorithm utilizes Dynamic Programming (DP) method to optimize the power 

flows in the system to meet the load demand. It also attains maximum utilization of renewable 

energy sources, lesser fuel consumption and improvement of life cycle of battery. 

B.I.Rani et al [7] has introduced a rising concern for energy storage that has increased the usage 

of LED-based street lights, electronic chokes, compact fluorescent lamps and inverter-fed drives. 

The load profile through the electrical grid was undergoing a prominent change as these devices 

have to work as dc source. Here, PV represents the main energy source and the above-mentioned 

loads may be linked directly to the dc bus. A grid-connected PV includes a power source (PV 

array), a power sink (load), and two power sources/sink (utility and battery) and therefore the 

power flow management system was essential for balancing power flow amongst such sources. 
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K.M.S.Y.Konara et al [8] have presented a hybrid energy management system with energy 

storage containing PV array, battery and super capacitor bank. It was going to work as an active 

generator with innovative load management and power flow control strategies to manage the 

active power demand along with the grid constraints. The configuration for the PV-based active 

generator is such that it can deliver the active energy in a controlled manner while maintaining 

frequency stability in the power grid. 

Sakshi Mishra and Praveen Palanisamy [9] have illustrated a methodology for efficiently 

managing the power flow and that provide huge saving of energy with micro grid based 

renewable energy sources. Here, it presents the simulation result and the design of PV source 

through MG that attained peak saving and efficient power flow management utilizing advanced 

metering and a smart control unit. 

Y.Guo et al [10] has presented an optimal EMS for grid-connected micro grid system with PV 

array. The method was derived based on the dynamic programming algorithm and grid 

Input/output (grid I/O) strategy. The method utilizes the solar power to meet demand loads, 

minimize battery life cycle losses, and maximize the economic benefits to end users. 

(B) WIND BASED POWER FLOW MANAGEMENT  

N. Mendis et al [11] has illustrated a hybrid EMS with energy storage in a wind dominated 

remote area. This system consists of doubly-fed induction generator (DFIG), a battery storage 

system, a super-capacitor, a dump load and main loads. Here, the life of the battery has improved 

by using super capacitor bank. In this regard, the battery storage system was linked to the load 

side of the system while the super capacitor was linked to DC bus. 

M.J.V.Pakdel and B.M.ivatloo [12] have demonstrated the probabilistic methods utilizing set of 

perfect linear power flow equations.The linear power flow equations have been proposed for 

modeling the distribution network instead of typical Newton-Raphson approach that decreases 

the computing time per every simulation. The well-known approaches of two points estimate and 

Latin hypercube sample methods are implemented in this methodology.  

L.Wang and Q.S.Vo [13] have presented the power-flow control and stability improvement of a 

DFIG-based offshore wind farm (OWF) and linked to a one-machine infinite-bus (OMIB) 

system by utilizing a static synchronous series compensator (SSSC). An oscillation damping 
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controller (ODC) of the proposed SSSC is calculated through utilizing model control theory to 

render proper damping to the dominant mode of the studied Synchronous Generator (SG). 

J. Luo et al [14] has presented the solution methodology of optimal power flow through 

consideration of uncertainties caused in wind generation and several factors in the power grid. In 

case of uncertainties studied, multiple types of uncertainty modeling methods were applied in 

this research. The evidence theory and extended affine arithmetic were applied and mixed with 

the framework of uncertainty propagation to probability distributions. The probability 

distributions and the necessary among variables ware handled through copula theory and affine 

arithmetic. 

C.Lin et al [15] has presented a Density Distribution Fitting Method (DDFM) relating with the 

Copula function to establish a joint probability model for wind power generation. A special 

Impulse- Mixed Probability Density (IMPD) integration method is also introduced. Lastly, a Fast 

Cumulant Method (FCM) was proposed and to reduce the computational burden of output 

cumulant calculation in a nonlinear context. 

S.K. Jadhav [16] has illustrated a control strategy of micro grid energy management with energy 

storage system. Energy from the renewable sources is stored for additional usage and by 

optimizing this storage energy to optimize the entire power source in MG. This work proposes 

the use of an optimal power flow solution in the systemize. storage device, voltages and currents 

with power limits. 

D.Kotur and P.S.fanov [17] have introduced the optimal control of power converters to minimize 

the power losses in the system. The main task of proposed method was to meet up the load, 

depending on the forecasted production of WP plants of the power converters that would enable 

its optimal decentralized work in the presence of intermittent production from wind power 

plants. 

X.Fang et al [18] has illustrated a hybrid Distributionally-Robust Chance-Constrained and 

Interval Optimization (DRCC-IO) based model to consider the influence of WP uncertainty and 

its spatial-temporal correlation on IEGSs operation. Mainly, the DRCC-OPF model was 

proposed to attain reliable economic dispatch solutions for the electricity network considering 

WP forecast errors. 
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M.J.Carrizosa et al [19] has illustrated a power flow strategy for multi-terminal HVDC grids. 

The energy was mostly generated through renewable energy sources and the grid in the network 

utilizes the probability for storing energy. This energy was generated taking into account the 

actual weather conditions to create the optimal scheduling of the system in a realistic algorithm. 

S.Rahmani and N.Amjady [20] have presented a new generation method that is to model WP 

improbability. The proposed generation approach contains the construction of Probability 

Density Function (PDF) that affecting the WP forecasting error and segmentation of PDF by 

efficient clustering method to attain two optimum number of WP scenarios utilizing the 

optimized clusters via roulette wheel mechanism. 

(C) HYBRID BASED POWER FLOW MANAGEMENT 

V. N. Murty and A. Kumar [21] have presented a techno-economic analysis for optimal EMS in 

renewable energy sources based micro grid system. The supply of electric power was a difficult 

one for long distance places which can be overcome by using this approach. This approach was 

very expensive but this provides good performance as well as high reliability. The protection of 

grid from various natural disorders has been done by the help of this technique. The different 

types of techniques were explained for analyzing process. The optimization strategies were 

implemented with the help of hybrid optimization method for electric power system. The 

requirement analysis has been done for the accurate output achievements. The capability of 

photo voltaic system, renewable resources, generators as well as the price of the overall 

operations has been calculated. 

E. J. Aknoletto et al. [22] have worked on an optimal EMS stand alone battery based micro grids 

using the concept of constraint method for grid tied. The sporadic features of micro grids were 

trigger the implementation of energy control process which has been utilized to reduce power 

consumption. The development of EMS has been done by the help of various analysing 

technique that has the ability to protect the life of batteries and generators. The energy 

transmission problem for long distance areas has been overcome by using energy management 

system with various strategies. In this technique, the extract values have been calculated for 

energy management systems to manage the micro grid renewable sources. In these techniques, 

the operational cost as well as the energy leakage of the system has been reduced. The 

https://www.sciencedirect.com/science/article/abs/pii/S014206151400619X#!
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performance analysis has been done by using two strategies such as the examination of 

distributed and non-dispatch able sources as well as dispatch able sources and batteries. 

P. Zhuang et al. [23] have illustrated a stochastic multiple timescale energy of greenhouses 

through renewable energy sources. In this technique energy management was done using particle 

swarm optimization algorithm. The coupling of super capacitor with battery has been used for 

many applications. This coupling mechanism provides good performance, better effectiveness, 

high reliability, less weight and low price. The modern energy control techniques have been 

utilized for managing energy storage devices. The energy has been controlled by utilizing PSO 

algorithm. The main objective of particle swarm optimization algorithm is to lessen the energy 

usage and increase the reliability. After the optimization process was finished, the managing 

process starts to produce good performance result, which is analyzed using proper simulation 

techniques. 

R. H. Byrne et al. [24] have developed an EMS and optimization methods for grid energy 

storage systems. The steadiness of micro grid is based on the basis of production and 

requirements. To achieve this complementary function, grid scale energy storage systems were 

used which provides higher reliability and good performance. The energy management system 

has been used to sponsor many grid operations which give the solution for usage of energy with 

protective manner. 

J. Choi et al. [25] has suggested a robust control of a micro grid energy storage system utilizing 

several methods. This method provides the management of energy at very difficult situations, 

which has been used to reduce the abnormalities developed during generation in energy 

management process. The fault or abnormalities has been calculated using combined integer 

linear operation with small calculation period. The managing steps have been modernized to 

rectify the fault management. The charging condition of batteries has been evaluated by using 

linearization methods. An amplitude control reaction technique has been implemented at a time 

of optimization which provides good performance, high reliability and low cost. 

F. Delfinoet al. [26] has worked on EMS for the optimum control of active as well as reactive 

power in micro grids. During the transmission of energy between the grids, there was a decrease 

in the price of transmission as well as release of carbon dioxide. In EMS for the optimum control 

of active as well as reactive power in micro grids, the various types of analyzing methods and 

optimization strategies have been used for achieving the system goal. The output has been 
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obtained using simulation process and compared with extract values. If in the returning path the 

amount of energy is decreased from source energy, then the system identifies that some energy 

lost has been occurred. 

Y. Xu and X. Shen [27] have demonstrated an optimum control based EMS of multiple energy 

storage systems in MG. The MG with renewable energy sources was used to provide energy to 

various organizations like hospital, industries, home, institutions, etc. but latter it was affected by 

some natural calamities. So the MG incorporated with renewable energy sources are used to 

control a micro grid was a difficult role in natural environment. So this problem has been 

overcome by using optimum control based EMS of multiple energy storage systems in MG. By 

using this technique, the operational price was reduced and energy storage devices which are 

used as a backup device, provides good performance. An energy loss was overcome with the 

help of this technique. 

A. M. A. Haidar et al. [28] have developed an optimum EMS and power sharing control utilizing 

power line communication. An efficient energy distribution method for clustered micro grid has 

been implemented in this approach. The energy has been controlled and the power has been 

accurately delivered to various organizations with the help of optimization techniques as 

frequency shift keying used in this approach. The energy was transmitted through the power line 

communication by the help of frequency shift keying. An optimization strategy has been 

analyzed for the use of energy distribution. This technique provides good performance, high 

reliability and low cost facilities. By using frequency shift keying technique the transmission of 

energy without loss has been found which provides good solution in solving the deviation 

problem when compared with other techniques. 

Y. Liu et al. [29] have demonstrated a distributing robust EMS of multiple MG system to reduce 

the cost of power of micro grids. By using the optimization techniques as frequency shift keying 

the amount of energy generated from renewable sources, power usage and the cost of micro grid 

has been calculated. During transmission of current between the grids, the goal process was to 

decrease high price of the system and also the release of carbon dioxide. In this technique, the 

various types of analyzing methods and optimization strategies have been used for achieving the 

system goal. The data obtained from the output uses simulation process and compared with 

reference values. Now if the energy level which was returning from the grid was to some extent 
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less, compared to that from source energy level, the system was then identified as loss of energy 

system. 

Y. Liuet al. [30] has implemented multiple objective optimization of EMS approach in hybrid 

energy storage system. This approach was used to reduce the cost of energy management for 

unknown dynamics. Here, two stage optimization methods were implemented with the benefits 

of the grid as well as the receiving end user. By using the multiple objective optimization 

technique, the utility grid achieves good result with the help of reduction of cost as well as also 

satisfies the user with proper utilization of energy sources to reduce price. This operation was 

completed in many steps. The user reaction was used to overcome the optimization problem at 

every step by reducing unidentified problem with the help of penalty process. The energy usage 

of the consumer has been calculated by the help of various control techniques. An extreme 

seeking control algorithm contains non-sequential expression based on variables. When the user 

reaction becomes equal, a utility organization enhances the price of power using PSO algorithm. 

The coupling of extreme seeking algorithm and PSO algorithm was known as electromagnetic 

algorithm. This algorithm has been implemented in this technique. 

S. Sahoo et al. [31] have demonstrated a cooperative adaptive droop based EMS with optimum 

voltage regulatory system for direct current micro grids. This approach mainly deals with Photo 

Voltaic based automatic direct current system. The control of many number of energy storage 

devices creates some problem in direct current network. This drawback can be overcome by 

using cooperative cyber network. The energy management system delivers the supply of energy 

to various applications. Multiple optimization techniques have been implemented to manage the 

energy supply and provide good performance as well as high reliability. The electricity load 

moves from higher amplitude to lower amplitude systems with the help of optimization 

techniques with some arrangement in the processes, that has been implemented in this approach 

which schedule the on and off conditions for decreasing the delay period. 

H. Zhanget al. [32] has explained distributed optimal energy management for internet of energy. 

A new energy control mechanism for internet of energy has been implemented in this approach. 

In this technique, a combination of energy groups were performed which serves many functions 

at parallel. The mechanism for using the renewable sources with unlimited power usage was a 

difficult task in environmental appliances. This problem can overcome by using IoTs based 

energy management system which provides an ability to use renewable sources with unlimited 
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manner. Also, this approach provides good performance. IoTs based energy management system 

have been introduced to delivering the energy for long distance areas without any deviations. 

The IoTs based energy management system give a chance to the system for providing excellent 

accuracy rate at output. Particle swarm optimization algorithm have implemented on this 

approach for providing perfect delivering of energy to various organizations. 

M. Collota et al. [33] have implemented a fuzzy logic approach by utilizing PSO for effective 

energy management. An industrial wireless sensor network permits to utilize energy storage 

devices for easy implementations of power transmission without loss and achieve better 

performance. The implementation of network elements was difficult work. The energy usage of 

industrial wireless sensor networks has been reduced by using optimization method. The fuzzy 

logic techniques have been applied in this energy management based on condition of storage 

device and its ratio between maximum processing time and work load. This approach has been 

used to find the activation period of sensors. The required output and parameters have been 

obtained by using particle swarm optimization process. 

H. A. Gabbar et al. [34] have explained an optimal development of hybrid nuclear based 

renewable micro energy system through PSO method. The nuclear based renewable system is an 

effective system which has been used to transfer the power for various organizations. By using 

this system the power loss has been reduced and the performance of the system has been 

improved. The energy system combination of nuclear reactors, WT and PV provides low priced 

energy to the consumer. These combinational methods have been utilized to analyze and finding 

significance of energy management system. The operational parameters were analyzed based on 

system reliability. The output of the system has been analyzed by using MATLAB/ simulation 

platform. The net cost for the consumption of current has been reduced with the help of AI based 

optimization algorithm.  

K. Ma et al. [35] have demonstrated an energy management system considering unknown 

dynamics depending on extreme seeking control and PSO method. The approach was used to 

reduce the production cost in energy management for un-identified dynamics. The two stages 

optimization methods were implemented upon user and its utility. By using this technique, a 

utility organization achieves good result with the help of consumer feedback by adjusting 

utilization of energy to reduce price. This operation was done in many steps. The user reaction 

was used to overcome the optimization problem at every step. Also it was moved into 
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unidentified problem with the help of penalty process. The energy usage of the user has been 

calculated by the help of various control techniques. An extreme seeking control algorithm 

contains non-sequential expression based on variables. When the user reaction becomes equal to 

the variables, a utility organization enhances the price of power by using an algorithm known as 

PSO algorithm. The coupling of extreme seeking algorithm and PSO algorithm is known as 

Electromagnetic Algorithm. This algorithm has been implemented in this methodology. 

T. Mesbahi et al. [36] have implemented optimal energy management system for lithium ion 

battery. In this technique, energy management was done using particle swarm optimization 

algorithm. The coupling of maximum energy storage devices with battery has been utilized for 

many applications. This coupling mechanism provides good performance, better effectiveness, 

high reliability, less weight and low price. The modern energy control techniques have been 

utilized for managing energy storage devices. The energy has been controlled by utilizing 

particle swarm optimization algorithm. The main objective of this method is to reduce energy 

usage and increase the reliability. This can be done by utilizing particle swarm optimization 

algorithm. When the optimization process was finished, then the management process starts to 

produce good performance. The output was analyzed using proper simulation process. 

Z. A. Khan et al. [37] has developed a nature inspired based artificial intelligence methods to 

coordinate load development in a day by effectively managing energy in smart grid. The energy 

management system issued in accordance to the load required in rural areas as well as improper 

power delivering conditions. The energy management system delivers the supply of energy to 

various applications. Multiple optimization techniques have been implemented to manage the 

energy supply and provide good performance as well as high reliability. The electricity load 

moves from higher amplitude to lower amplitude systems with the help of optimization 

techniques. Also, some processes has been arranged which has implemented in this approach for 

scheduled on and off conditions for decreasing the delay period. 

M. Manbachi and M. Ordonez [38] have suggested an intelligent agent based energy 

management system of islanded alternative current to direct current or direct current to 

alternative current micro grid. In this system, the better solution has been obtained for the 

problems. In this technique, there are three agents such as alternating current micro rid, direct 

current micro grid and device manager agents that implemented in alternating current or direct 

current micro grid. These three agents have been interacted with all for providing good 
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performance, more effectiveness and long life time. The energy flow from alternating micro grid 

bus system to direct micro grid bus system is done through AC/DC converter. By using this 

approach, the device price can be reduced and the performance of the system can be improved. 

Particle swarm optimization algorithm have been implemented in this approach to overcome the 

above arise problem in energy controlling process. 

D. Phan et al. [39] have implemented an intelligent energy management system of conventional 

autonomous vehicles. The protection of vehicle from accident has improved by the help of 

automation. The implementation of automatic vehicles reduces energy usage. But the usage of 

energy storage automatic vehicle is much more compared to other normal vehicles. The control 

of energy was difficult but it‟s essential one for normal vehicles. Fuzzy controller technique was 

implemented to control the energy flow also proportional integral derivative controller was 

implemented to manage fuel ratio. 

P. Pawar et al. [40] have developed an internet of things depending on intelligent smart energy 

management system. The mechanism for using the renewable sources with unlimited power 

usage was a difficult task in environmental appliances. This problem is overcome by utilizing 

IoTs based energy management system which provides an ability to use renewable sources with 

unlimited manner. Also, this approach provides good performance. Some predictive techniques 

have been introduced to delivering the energy for long distance areas without any deviations. 

The predictive techniques give a chance to the system for providing excellent and accuracy 

output. Particle Swarm Optimization algorithm is implemented on this approach for providing 

perfect delivering of energy to various organizations. 

B. Rajasekhar et al. [41] have demonstrated a review of smart computing methods for air 

conditioners energy management. The strong implementations applied on air conditioner 

management systems have ability to decrease the price of system and energy usage. The 

optimization process of AC was very difficult. The difficulties have been overcome by using this 

approach of smart computing methods for air conditioners energy management. In this approach 

some predictive strategies and optimization techniques have been implemented to lessen the 

energy usage and controlling the power flow. The result has been tested using computation 

process, which provides good performance, high reliability and low cost facilities. 
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1.14. GAP IN STUDY 

Here, the optimum energy management and control of MG utilizing renewable source has been 

briefly studied. Lot of scopes is available in this area. From the literature survey it is concluded 

that the energy management system is important factor to achieve the effective power delivery 

and minimization of operational cost [42-45]. The micro grid is an energy network which 

manages the power flow. MG obtains or delivers the power with the help of main grid to various 

organizations. In an existing method, various control techniques have been implemented but 

some problems arise during the transmission or reception of power so that the effective usages of 

energy were reduced and there can be a chance to the disconnection of micro grid from main grid 

[46, 47].  The disconnection of micro grid from the main grid problem can be overcome by using 

this approach. In this approach the interconnection of micro grid and main grid was done with 

the help of network connection which gives high reliability, better performance, and effective 

power delivery without any loss [48-50]. By using this technique the price of energy can be 

minimized. Proper control processes and optimization techniques are used to deal with these 

issues. In the related works, some control techniques are shown to improve the optimal energy 

management in the MG. But this research work is motivated by the previously stated 

limitations [51, 52]. 

1.15. OBJECTIVE OF THE PRESENT WORK 

 To reduce energy cost. 

 To achieve good performance. 

 To achieve high quality of output. 

 To reduce the power loss. 

 To reduce the transmission loss. 

 To minimize environmental pollution. 

 To increase the efficiency. 

 To reduce carbon emission. 

 To achieve protection from climate change. 

 To find superior energy alternatives. 

 To achieve and maintain optimum energy procurement and utilization throughout the 

organization. 

 To reduce import dependency. 
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 To enhance energy security. 

 To increase economic competitiveness. 

 

1.16. ORGANIZATION OF THE THESIS 

The research works carried out in this thesis are organized in chapters. This chapter gives the 

deep introduction about optimum energy management and control of MG utilizing renewable 

energy sources. The working process of EMS with micro grid controller by different 

optimization techniques as well as various control methods is also described. The purpose of 

energy management system and the techniques used for control of micro grid was studied. 

CHAPTER 1 analyzes the literature survey of optimal energy management system and control 

of MG utilizing renewable energy source. From the literature review, the motivation and 

objective of thesis is also outlined. The organization of thesis and chapter wise summary is also 

outlined. 

CHAPTER 2 explains micro grid connected system with PV, WT, MT, fuel cell and battery.  

CHAPTER 3 describes mathematical modeling of Micro grid connected system.  

CHAPTER 4 describes implementation of proposed hybrid method utilizing different 

optimization techniques. 

CHAPTER 5 determines the simulating outcomes and discussion with proposed and existing 

techniques. 

CHAPTER 6 concludes main objective of the thesis and suggests future scope of research in 

this research area. 

 

1.17. SUMMARY 

From the above literature survey, it can be concluded that the micro grid system is one of the 

important and needful strategies to expand the existing power system. It shows both positive and 

negative impacts on the system depending on the planning strategies. The optimal energy 

management of MG units in the existing system with proper planning strategies may lead to 

several technical, economical, operational and environmental benefits. Since, the optimal 

management of MG units in the existing system is an important task, so, it attracts several 

researchers to work in this area and proposed different optimization techniques to solve the 

above mentioned complex multi-objective optimization problem considering different objective 
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functions. From the literature survey, it can also be noticed that most of the authors had 

considered either technical aspect or economical aspect only and considered the problem as 

either single objective scenario or multi-objective scenario. So in this work, both aspects can be 

considered as the objective function to maintain the proper balance between technical as well as 

economic benefits by considering meta- heuristic based multi-objective scenario. For this type of 

multi-objective scenario, a very few number of works have been analyzed by state-of-the-art 

Meta -heuristic optimal methods. So, there is some scope to implement the well-known multi-

objective algorithms or to propose some novel state-of-the art meta-heuristic based multi-

objective algorithms. The formulation of the proposed objective functions have been discussed in 

the subsequent chapter. 
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2.1. GENERAL 

 The Micro Grid (MG) is a relatively small scale localized energy energy network which 

includes loads, network control system and a set of distributed energy resources such as 

generators and energy storage devices. There is also micro grid utility connection to buy 

electricity when there is not enough electricity generated from local generators or to sell 

electricity back when there is excess electricity generated. When there is an emergency, the 

micro grid can be disconnected and micro grid can work independently which provide electricity 

in the islanded mode. The micro grid is an independent energy framework that provides energy 

in local area likes school grounds, clinic complex, business complex, etc.  

2.2. OVERVIEW OF MICRO GRID 

Micro grid is a group of DERs that includes the interlinked loads. There is single controllable 

switch which can attach with main grid called grid connected mode or remove from main grid 

called islanded mode. In EU micro grid definition, the MG involves low-voltage (LV) in 

distribution systems among DERs and flexible loads along energy storage system [52]. The MG 

can be connected or disconnected from main grid. The architecture of MG is displayed in Figure 

2.1.  
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Figure 2.1: Architecture of Micro Grid 

The micro grid operation gives the network to improve the efficiency as well as overall 

performance of the system. The MG also describes a group of DERs in the range of medium 

voltage or low voltage which can distribute the electric power according to the load demands. 

The generated power from the micro grid can be delivered to the associated group of consumers 

in grid connected mode or islanded mode [53-56].  
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2.3. TYPES OF MICRO GRID 

In Figure 2.2, it displays the types of Micro grid. Here, the two types of micro grid are deemed 

which is explained below. 

 

Figure 2.2: Types of Micro grid 

2.3.1. REMOTE OFF-GRID MICRO GRID 

It never connects to the grid due to economic problems and geographical location and operates in 

islanded mode. The “off-grid” MG is structured in remote location that is far-away from any 

distribution infrastructure and transmission and not connected to the utility grid. The islands 

“off-grid" micro grid is acumstances with renewable sources and lessen the production cost of 

electricity generation compare to the grid connected MGs. The load demands of the remote area 

are meet up through certain independent micro grid with various renewable energy sources. The 

MGs are typically structured with energy self-sufficient and intermittent renewable sources. If 

any unanticipated events are happened then it can overcome the situation and also ability to store 

the excess power in micro grid. If any unacceptable voltage deviation and frequency deviation 

occurred in the micro grid, then its nearest micro grid can have the ability to improve the 

frequency deviation as well as voltage deviation by using the power electronics converters and 

also provide system stability [57]. By using optimization or decision making approached the 

micro grid can determine the optimal load demand and accordingly it can interlink the adjacent 

micro grid as required.  
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2.3.2. COMMERCIAL AND INDUSTRIAL (C&I) MICRO GRID 

The purpose of installation an industrial MG is secure power distribution with its reliability. 

Several manufacturing process are hampered in distribution of power and causes maximal 

revenue losses along longer start-up time. The industrial micro grid is structured in a way to 

provide energy in industrial modes, the zero economy and zero-emission. It also incorporates the 

combined heat and power production. The renewable energy sources and energy storages are 

employed to enhance the process of these sub systems [58-60]. 

2.4. TOPOLOGIES OF MICRO GRID  

The structures have needs to uphold the power movement from various kinds of sources in the 

electric grid. The MG is categorized as three topologies. 

2.4.1. AC MICRO GRID 

The main components of AC micro grid such as harmonics, reactive power, active power and 

unbalanced component these are required to synchronize. The DC-AC inverter utilized to 

converter DC power to AC power. In PV system, DC is generated then the DC is converted into 

AC during the process of AC micro grid. In Figure 2.3, it portrays the AC micro grid structure. 

 

Figure 2.3: AC Micro Grid Architecture 
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To feed the DC loads the rectifier is used to convert the AC to DC power. Without any alteration 

the AC load derives the DC supply via AC bus. The interconnection is occurred among the AC 

bus and the power generation system in wind as well as AC bus used to deal active with reactive 

power. For main grid and AC micro grid, the interconnection to the main grid needs only phase 

matching [61]. 

2.4.1.1. ADVANTAGES OF AC MG 

(i) AC MG is the application of a higher capacity transformer. 

(ii) Increase and decrease the voltage of AC micro grids for the purpose of distribution. 

(iii) By regulating the reactive power the independently steady voltage is derived. 

(iv) AC load derives directly from the distribution of the AC micro grid and also it cannot affect 

by disturbances in the main grid. 

(v) A constant voltage is acquired independently by controlling the reactive power. 

2.4.1.2. DISADVANTAGES OF AC MICRO GRID 

(i) Owing to these conversions, the effectiveness is decreased. 

(ii) The control of electronic converters suggests harmonics in core grid. 

(iii) The interlink of DC PV sources are complicated. 

2.4.2. DC MICRO GRID  

The main component in DC micro grid is DC power that is used to control. The DC micro grid is 

simple when likened with AC micro grid scheme. By increasing the efficiency of converter the 

DC bus may incorporate the DC loads without any changes. The DC to AC converter is 

mandatory in case of interconnection in AC loads [62]. The study of DC micro grid field is 

rapidly developed owing to the development of DC renewable energy sources. In Figure 2.4, it 

portrays the structure of DC micro grid.  
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Figure 2.4: Architecture of DC Micro Grid 

At the topology of DC micro grid, DC output along power sources straightly coupled with DC 

bus via DC/DC converter. Likewise, AC output with power sources straightly coupled with DC 

bus via AC/DC converter. 

2.4.2.1. ADVANTAGES OF DC MG 

(i) Battery storage system is linked straight forwardly for supplying holdup power. Back up 

storage scheme try to maintain the control when the period of peak load or lack of any 

distributed generator. 

(ii) The straight inter-link lessens the multi-power conversions but enhances the system 

performance. 

(iii) Simply RESs interconnection. 
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(iv) Storage of battery of DC micro grid generally gives power towards load if there is some 

energy interruption occurred at AC core grid. 

(v) Owing to one inverter unit linked to AC core grid is needed, the loss of power converter 

including operating cost of DC system could lessen. 

2.4.2.2. DISADVANTAGES OF DC MICRO GRID 

(i) The load units require AC power in DC power system. So the distribution of DC network is 

not possible. 

(ii) The voltage transfer in dc mode is less classified than that of AC system. 

(iii) In AC to DC, an inverter is used with AC generators. 

2.4.3. HYBRID MICRO GRID 

Hybrid AC-DC MG has advantages of AC with DC MG [63]. The bidirectional-DC converter is 

utilized to linking AC and DC micro grid. The DC-DC boost converters have been employed to 

regulate the output power of Fuel Cell (FC). The Bidirectional AC-DC converters have been 

employed to connect both AC, DC micro grids. The DC-DC boost converters have been 

employed to connect DC power generators like FC, PV to DC micro grid. The DC-DC buck 

converters are employed to connect the DC loads viz fluorescent, EVs to DC micro grid.  Bi-

directional DC to DC converters have been employed to connect the energy storage devices to 

DC micro grid. Figure 2.5, depicts the construction of Hybrid AC-DC MG. 
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Figure 2.5: Structure of Hybrid AC-DC MG 

The AC loads are straight forwardly linked with AC micro grid and the power transmitted from 

AC to DC micro grid. It occurs at condition of overloaded in AC micro grid. AC-DC converter is 

activated as inverter. DC micro grid analyzes the power flows from AC to DC micro grid for 

overloaded condition, then the interconnection of the converter activates as rectifier [64]. The 
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aim of the bidirectional AC/DC MG is to manage power flow along DC as well as AC by 

stabilizing the DC bus power, AC bus frequency and AC MG power. 

2.4.3.1. ADVANTAGES OF HYBRID AC-DC MG 

(i) Hybrid MG decreases the multi-conversions. 

(ii) The higher power grade system for various loads. 

(iii) It decreases the loss of generation during multi-conversions. 

(iv) It lessens the loss, also improves the dependency and economy of the overall system.  

(v) Hybrid MG has two different grids linked with various loads and generators with different 

units. 

(vi) It reduces the overall cost. 

(vii) It helps lessening the greenhouse effect.  

2.4.3.2. DISADVANTAGES OF HYBRID AC-DC MG 

(i) Several properties of AC with DC MG generate structural complexity. 

(ii) The control of cost minimization is the major problem as it acquires less power transmission 

in AC and DC micro grid uses the course of power conversion. 

(iii) It is difficult to integrate a distributed generation with two sub grids with different 

characteristics. 

(iv) The AC with DC buses is linked with via bidirectional converter and permits to power flow 

in both directions among two buses. 
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2.5. BASIC COMPONENT OF MG 

2.5.1. LOCAL GENERATION 

Numerous kinds of generation sources deliver electricity, heat, cool to the user present in micro 

grid. The sources are divided into two groups i.e. renewable generation sources and thermal 

energy sources [65].  

2.5.2. CONSUMPTION 

The consumption implies the components that deals with electricity, warmth, cool and the range 

can be for single device for illumination as well as warming process of commercial centers, 

buildings etc. The electrical consumption is changed according to the load demand.  

2.5.3. ENERGY STORAGE 

The storage of energy enables the multi-operations in the micro grid such as control of 

frequency, voltage by proper coordination of storage system and DGs. For optimizing the cost of 

power of the system the backup power plays a significant role. It includes all storage 

technologies such as electrical, gravitational pressure, chemical heat storage and flywheel. When 

certain energy sources containing various capacities are accessible in the MG, it is liked to 

facilitate to charge the storage element and also does not discharge to lower than its minimum 

capacity. This is very common and will not be overcharging the storage element. It is 

accomplished under an organized charge controller that always checks the condition of charge of 

storage. This framework is better useful in islanded mode of micro grid operation.  

2.5.4. POINT OF COMMON COUPLING (PCC) 

Micro grids are linked to main grid in electrical circuit. Non-PCC micro grids are known as 

confined micro grids, which are generally located in remote locales and cannot be linked to one 

another due to other special or economic constraint. 
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2.6. MICRO GRID CONTROL 

In micro grid control, the two different methodologies are utilized: (i) decentralized (ii) 

centralized. Before the decision is made in the single point the huge amount of information is 

transmitted during the involvement of fully centralized units. The implementation is very 

difficult and the interconnection of the power system involves huge number of units [66]. Figure 

2.6 represents the Micro Grid Control. 

 

 

 

Figure 2.6: Micro Grid Control 
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Whereas, every unit is regulated through its local controller without specifying the state of others 

in fully decentralized control methods. Both of these control models are contained three control 

levels such as primary, secondary and tertiary. Types of Micro Grid Control are demonstrated in 

Figure 2.7.  

 

Figure 2.7: Types of MG Control 

2.6.1. PRIMARY CONTROL 

This is structured to meet the given anticipations: 

 For stabilizing the power and frequency. 

 To provide DER plug and play capacities, correctly sharing the active with reactive power 

without some connection of interaction. 

 To lessen the circulating currents causing high current occurrence in electronic devices. 

The primary control gives their set points for lesser controllers that are voltage including current 

control loop of distributed energy resources. Such inner control loops signified as zero-level 

control.  

2.6.2. SECONDARY CONTROL 

This is the second step of control level in micro grid system after primary level. The set mark of 

the primary control is provided by the auxiliary control. Here like the central controller, the 
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micro grid capture the voltage, current and compensates to the distortions occurred by the 

various loads or renewable sources. To satisfy the requirement of the power quality the 

secondary control can be design accordingly.  

2.6.3. TERTIARY CONTROL 

This is the final control level that deems economic concerns at optimum MG operation which 

also maintains the power flow amid micro grid along main grid. It includes weather forecasting, 

grid tariff and loads at subsequent hours or day for designing the generator dispatching schedule 

which attains the financial savings. Several methods present in micro grid for end to end control 

utilizing machine learning approaches like deep reinforcement learning. In the occurrence of an 

emergency or power outage, the tertiary control acts as a simulated power plant for managing the 

interlinked MGs and meet the load demands known as "micro grid clustering". Under these 

circumstances, the center controller must choose one of the micro grids as slack and the 

remaining MG as PV including load buses as per the pre-defined approach with previous 

conditions. Here, the control of MG is at real time or higher sample rate [67]. 

2.7. ADVANTAGE AND DISADVANTAGE OF MICRO GRID 

2.7.1. ADVANTAGES 

 The micro grid is used for improving the efficiency of energy. 

 The micro grids have much lower financial commitments. 

 It needs less technical skills to operate and depends more on automation. 

 It minimizes the overall energy consumption at peak hours.  

 It reduces the peak demand, cost of energy and energy losses. 

 It improves the power quality and also increases the grid reliability. 

 It generates the power locally and to lessen the reliance on longer distance of the 

transmission lines and also isolates the loss of transmission.  

 It makes possible for the environmental benefits by the use of the aero or low emission 

generators. 
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2.7.2. CHALLENGES IN MICRO GRID  

 MG security is a vital challenge during the micro grid implementation. 

 Re synchronization of MG, keeping its utility intact is also an important role. 

  Voltage regulation and frequency regulation is another challenge. 

 Capital cost is high. 

 It damages the equipment. 

  The maintenance and operation cost is high. 

2.8. SUMMARY  

From the above discussion, it can be concluded that the micro grid system is one of the important 

and needful strategies to expand the existing power system. The micro grid system is a system 

which enable to utilization of pollution-free energy in remote area. It provides energy to energy 

storage system for stabilize the micro grid connected system. During the failure of power grid, a 

micro grid is a great alternative. Here the detailed explanation for alternative current and direct 

current micro grid, hybrid micro grid, micro grid controller and the components of the micro grid 

are also explained in this chapter. 
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3.1. GENERAL 

MG is part of a power system with loads, network control system and set of distributed energy 

resources such as generators & energy storage device which can be used in parallel that from a 

large transmission grid or operate separately in islanded mode and provides uninterrupted power 

to multiple loads and end users. With regard to decentralised power delivery, the micro grid is 

one of the alternatives to deliver the power in remote area. The MGs can have various 

parameters and sizes. The optimal management of micro grid requires a correct economical 

procedure to establish the actual production cost. The advantages of renewable energy based 

micro grid system are control of production cost, reducing the external energy dependency, 

reducing transmission and distribution loss and improve the system reliability [68-70]. The wind 

turbine and photo voltaic array are two main sources of renewable energy in micogrid. The MG 

operator minimized the operating costs and environmental efficiency of system when increasing 

its dependability on micro grid based system. Several researches have been published so far to 

solve the micro grid energy management with planning [71]. 

3.2. PROPOSED METHODOLOGY 

3.2.1. ILLUSTRATION OF MICRO GRID ARCHITECTURE 

The micro grid energy management is a mechanism to transmit power to the end users through 

distributed energy resources. To fix the exact optimization method in accordance with the 

operational cost of distributed resources in micro gid energy management for generating power 

is one of the main issues in EMS.  Here, the proposed method is utilized for optimal energy 

management in the MGs at least fuel cost [72]. Here, the objective functions are used to reduce 

the cost of fuel and to reduce the operational & maintenance cost and safety of the distribution 

system. The implemented approach for micro grid configuration is presented in the Figure 3.1. 
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Figure 3.1: MG Architecture 

The MG construction consists a group of radial feeders along point of common coupling, i.e., 

PCC. The feeders are connected to sensitive and non-sensitive loads. Furthermore, the feeder has 

micro sources like WT, PV, DG, FC and MT.  For DG, FC & MT, the fuels were needed for 

generating power but for WT and PV, the fuel comes from environment with no cost. When any 

unwanted event occurs, a static switch is applied to island feeder from utility. Breakers are 

utilized to avoid system reoperation when an unanticipated occurrence. While usage of MGs as 

well as the battery storage device the whole construction is utilized for solving the power 

demand problem. The battery needs a separate charging controller for limiting the depth of 

discharge as well as charge current supplying to the battery as well as prevents the overcharge of 
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the battery. Each of the components used in Figure3.1 is designed based on the configuration 

provided in Ref [73]. 

3.2.2. MICRO GRID ARCHITECTURE MODEL WITH PROPOSED METHOD   

The construction of micro grid in Figure 3.2 consists of radial feeders, along point of common 

coupling, i.e., PCC. The feeders are connected to sensitive and non-sensitive loads. Here, the 

feeders contain several kinds of power sources like PV, WT, micro turbine, fuel cell and diesel 

generator. When any unwanted event happens the static switch used to island the feeder from 

utility. If the unforeseen events occur, breakers are used to avoid system reoperation. The entire 

construction has been built to meet the demands on the power issue related to the MGs with 

storage of battery. The battery needs a separate charging controller for limiting the depth of 

discharge as well as charge current supplying to the battery as well as prevents the overcharge of 

the battery. Therefore the entire MG power output is built to support load and battery [74, 75].  

 

 

Figure 3.2: Structure of the MG architecture 
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The proposed MG configuration and the established model are mentioned in the research [76]. 

Since the energy sources such as PV, WT mechanisms are natural and zero operating cost 

because its fuel for generation comes from nature. Then the generation of power of other micro 

grid sources i.e. MT, FC and DG are required fuel with cost. Generally, in most of situations the 

load demands are meet up by using the two micro sources i.e. PV, WT.  If it is not possible to 

fulfil the total demands of the load then the MT, FC as well as the DG is used. With the proper 

selection of MG combinations it must fulfil the demand of loads with less cost of fuel, less of 

emission of    ,        and less operational and maintenance cost. Statistically, it can be 

found that the output power generation of MG is directly contributed to the load requirement, 

which is mathematically defined as follows: 





n

i 1

BatWTPVLGi P - P - P - P P

                                                                                                      

(3.1)
 

Where PGi specifies the sum of control generation in kW; LP   specifies demand power in kW; 

Ppv implies output power of the PV in kW; PWT specifies output power in the WT in kW and PBat 

specifies output battery power in kW. Restriction in control of generation is given in the 

following relation. 

maxmin

GiGiGi PPP 
                                                                                                                          

(3.2) 

Where min

GiP specifies minimum power generation in the unit kW, max

GiP specifies the maximum 

power generation unit kW.  

The output power generated by the wind turbine generator is given as:   

PWT  = 0,                                        V< Vci 

PWT = a* V
2 
+ b* V + c,               Vci < V < Vr                                                    (3.3) 

PWT = PWT,r                                                        V > Vco 

Where, PWT,r  , Vci, Vco  are the rated power, cut-in and cut-out wind speed respectively. Also, 

Vr and V are the rated, actual wind speed. 

The output power of photovoltaic is given as: 
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                                                                                   (3.4) 

Where, PPV  is the output power at irradiance (GING), PSTC  is the maximum power at Standard 

Test Condition (STC), GING  & GSTC  are the incident irradiance and irradiance at STC 1000 ( 

W/m
2
 ), k is the temperature coefficient of power, Tc  & Tr  are the cell temperature and 

reference temperature.   

The objective function for attaining minimal cost factor is illuminated in the following Segment 

such as in „Proposed Objective Function‟. 

PROPOSED OBJECTIVE FUNCTION  

It depicts the objective function of the proposed approach. The optimum formations of MGs are 

related to load demand and several objective functions such as minimum fuel cost, maximum 

reduction of emission factors and minimum operational and maintenance cost. The necessary 

multi-objective functions are shown in below [77]. 
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


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CfiMinCF

                                                                                                           

(3.5) 
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, P
N

1i

i


 OMi KOM

                                                                                                 (3.10) 

Where, the proportional constant is KOMi for each generation unit. The values of KOM for 

different generation units are as follows: KOM1 = KOM(DG) = 0.01258 $/kWh, KOM2 = KOM(FC) 

= 0.00419 $/kWh and KOM3 = KOM(MT) = 0.00587 $/kWh. With, PDGi specifies the generator 

output power ; N specifies the  number of generators; di, ei, fi specifies coefficients of fuel cost 

utilize i = 1, 2, 3 ... n; FNG, CNG specifies natural gas value ($/kW h) of the MT, fuel cell; FNG = 

CNG = 2.3 $/kWh; PL, PJ specifies the MT,FC output power; 
L , j  specifies MT ,FC efficiency; 

L = j = 0.47;    specifies cost of fuel generated unit as $/L for the diesel , $/kW  specifies for 

natural gas; Fi specifies fuel consume rate of generating unit i; OMi specifies operational and 

maintenance cost of a generated unit i; j specifies the externality cost for  emission type j; EFij 

specifies the emission factor of the generating unit of emission type j; M specifies the types of 

emission as well as N specifies the  number of generating units [78].  

 

3.2.3. MICRO GRID ARCHITECTURE WITH HYBRID PROPOSED CONTROLLER 

The proposed hybrid controller of micro grid construction is demonstrated in Figure 3.3. This 

construction contains different types of MG sources. The choice of radial feeders is related to the 

distribution system, the position is only the connection to use the specific electrical power 

referred to as PCC. Feeders such as A and B are integrated, utilizing sensitive and non-sensitive 

loads [79-82].  
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Figure 3.3: Structure of the proposed method 

Energy resource input is applicable only for allocating diesel generator, fuel cell, MT and energy 

resources of WT and PV is derived from environment. SD is used to activate the specific feeders 

A, B when required. Breakers are commonly used for system protection as additional damage in 

the event of an emergency [83-87]. The MG source power is used for charging the battery and 

also the battery power is used to serve the additional load. The micro grid can be determined 

based on the visible features as well as limitations [88, 89]. The charging controller is needed for 

limiting real level of discharging battery power and also used for restricting the overcharging.  
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A. MULTIPLE-OBJECTIVE FUNCTION FORMULATION  

Multiple objective function of MG modelling consist of fuel cost function for MG sources such 

as MT, FC, DG, based combination of structure modelling utilize min fuel cost and the cost of 

operational and maintenance. Here, there will be cost factors depending upon the externality cost 

in the research paper [90].  

The output power generated by the wind turbine generator is given as:  

PWT  = 0,                                        V< Vci 

PWT = a* V
2 
+ b* V + c,               Vci < V < Vr                                                  (3.11) 

PWT = PWT,r                                                        V > Vco 

Where, PWT,r  , Vci, Vco  are the rated power, cut-in and cut-out wind speed respectively. Also, 

Vr and V are the rated, actual wind speed. 

The output power of photovoltaic is given as: 

                                                                                  (3.12) 

Where, PPV  is the output power at irradiance (GING), PSTC  is the maximum power at Standard 

Test Condition (STC), GING  & GSTC  are the incident irradiance and irradiance at STC 1000 ( 

W/m
2
 ), k is the temperature coefficient of power, Tc  & Tr  are the cell temperature and 

reference temperature.   

Multiple objective functions are given below: 





4

1

)(
i

CfiMinX
          

(3.13)
 

Where, fi (C) refers to the cost function of MG like as MT, FC and DG.  

(i). Power balance constraints [91] 

)P  PP (- P )P(G
1

BattWTPVLi



n

i         

(3.14)
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(ii). Generating capacity constraints [91] 

)()()( maxmin iii GPGPGP 
         

(3.15)
 

MGS COST FUNCTION 

(a). Fuel cost for MT [91] 


L L
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
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)( NG

1

          

(3.16)
 

(b). Fuel cost for FC [91] 
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(c). Fuel cost for DG [91] 
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(d). Operational and maintenance cost function of micro grid [91] 
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                                                                                                (3.20) 

Where, the values of proportional constant i.e. KOMi for each generation unit are given in section 

3.2.2. Here, P (Gi) specifies overall generation of power in kW; PL specifies the demands of 

power in kW; PPV denotes the PV generated power in kw; PWT specifies the power that is 

generated as of the WT in kW; PBatt specifies output battery power in kW; Pmin (Gi ) specifies the 

minimum output power from the unit i , Pmax (Gi) specifies the maximal output power from the  

unit i ; N specifies the total number of generators; Pdgi specifies the power generated as of diesel 

generator; di, ei, fi specifies the  fuel cost coefficients utilize i = 1,2,3….n ; FNG, CNG specifies the 

value for natural gas ($/kWh) for MT, fuel cell; FNG = CNG = 2.3$/ kWh ; PL, PJ specifies MT , 

FC power correspondingly; η L , η J specifies the efficiency of MT, FC,; η L =η J = 0.47 ; Ci 

specifies cost of fuel generated unit as $/L for the diesel , $/kW  specifies for natural gas; Fi 
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specifies fuel consume rate of generating unit i; OMi specifies operational and maintenance cost 

of a generated unit i; j specifies the externality cost for  emission type j; EFij specifies the 

emission factor of the gecreating unit, emission type j; M specifies the types of emission as well 

as N specifies the  number of generating units.  

3.2.4. STRUCTURE OF MG CONNECTED SYSTEM WITH PROPOSED 

CONTROLLER 

In Figure 3.4, the proposed method is ascertained and explained the construction of the micro 

grid linked system. The MG associated system contains group of radial feeders, the feeders is 

connected utilize sensitive along non-sensitive loads along PCC as point of common coupling. 

Additionally, feeders have micro sources, e.g., WT, PV, DG, FC and MT. Also, the micro 

sources of the feeders i.e diesel generator, MT, fuel cell are needed fuel to generating power. But 

the WT as well as PV works depend on nature i.e free generation cost. When the unexpected 

things happen to island feeder, static switch is used. When an unexpected event occurs the 

breaker is utilized for avoiding the system reoperations. While utilizing the MGs as well as the 

battery storage, the whole construction is utilized for solving issues of power demand [92]. To 

limits penetration of discharge, the battery needs a charge controller. It also limits the charging 

current supply to the battery and prevents the overcharging of the battery. The generating power 

from every MG is utilize for serving load and battery charge. Initially the two micro sources i.e 

WT as well as PV is used to meet up the load demand due to zero operating cost. Whenever, it 

does not satisfy the condition, the diesel generator, fuel cells along MT are used to solve this 

issue. Figure 3.3 shows generating power as of each micro source can direct to assist the load 

and the battery charging [93]. The overall method is articulated below as:      

Nippp batteryiloadii ,,2,1,,,                                                                                                      (3.21) 

Here, ip implies output power of unit i , loadip , implies load demand of unit i , ( batteryip ,  
) implies 

the power of unit i for charging the battery. ( N ) implies the number of generators.  

3.2.4.1. MULTIPLE-OBJECTIVE FUNCTION OF PROPOSED METHODOLOGY 

MG fulfills load demand which utilize minimum fuel cost and cost of operational and 

maintenance cost. So, the diesel generator, fuel cell and MT fuel cost functions are consider as 

multiple-objective function.  
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The output power generated by the wind turbine generator is given as:  

PWT  = 0,                                        V< Vci 

PWT = a* V
2 
+ b* V + c,               Vci < V < Vr                                                  (3.22) 

PWT = PWT,r                                                        V > Vco 

Where, PWT,r  , Vci, Vco  are the rated power, cut-in and cut-out wind speed respectively. Also, 

Vr and V are the rated, actual wind speed. 

The output power of photo voltaic is given as: 

                                                                                  (3.23) 

Where, PPV  is the output power at irradiance (GING), PSTC  is the maximum power at Standard 

Test Condition (STC), GING  & GSTC  are the incident irradiance and irradiance at STC 1000 ( 

W/m
2
 ), k is the temperature coefficient of power, Tc  & Tr  are the cell temperature and 

reference temperature.   

The multi-objective function shown in equation (3.24)  

 )(min
4

1

cFF i
i

obj


                                                                                                                       (3.24) 

Where, objF indicates the multiple-objective function to minimum the cost of fuel, operational 

and maintenance cost of the MG connected system,  cFi implies the sum of fuel cost for MG 

models [94].  

 


N

i
iDGiiDGii PcPbacF

1

2
,,1 )(                                                                                                           (3.25) 

Here, )(1 cF indicates fuel cost of the diesel generator. Here ( ia ib ic ) indicates coefficient of fuel 

cost utilize i=1, 2… n, N implies number of generators. DGiP
 
Indicates generated output power. 


FC FC

FC
NG

P
ccF


)(2                                                                                                                           (3.26) 

Here, )(2 cF implies fuel cost for Fuel cell, FCP implies output power of the FC. FC Implies 

efficiency for Fuel Cell, NGc implies cost of natural gas for FC. The efficiency of Fuel Cell is 
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FC = 0.47. 


MT MT

MTNG Pf
cF


)(3                                                                                                                           (3.27) 

Here, )(3 cF indicates fuel cost of MT, MTP implies MT output power. MT , implies efficiency of 

the MT, NGf  implies cost of natural gas for MT. Efficiency of MT is MT = 0.47. 

 

 

 

Figure 3.4: Architecture of Micro Grid connected systems with proposed controller 
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Where, the values of proportional constant i.e. KOMi for each generation unit are given in section 

3.2.2. Here, ic indicates fuel cost of generating unit i in $/L for the Diesel and $/kW specifies for 

the natural gas, if  specifies ratio of fuel consumption of generating unit i in L/h, iOM  specifies 

operational and maintenance cost of a generated unit i in $/h, j  specifies external cost for 

emission type j . N Implies the number of generating units, M indicates number of emission 

types, ijef  specifies emission factor of the generating unit [95]. 

3.2.5. PROBLEM FORMULATION  

Micro grid consists as the non-dispatch able as well as the dispatching resource and ES. The non-

dispatch able resources in MGs are WT, PV and the dispatch able resource is MT. The ES 

sources are known as EWH, DR/loads. The objective function is defined as follows: 

   
N

ESLESDND

f CCCCCO


 min                                                             (3.30) 

Where, 

N                 number of simulating periods 

NDC              Cost of energy produced through non- dispatch able resources 

DC                 Cost of energy produced through dispatch able resources 

ESC                
Energy generating cost by ES during discharging mode 



51 
 

ESC                Energy generating cost by ES during charging mode 

LC                  Cost of energy used by responsive load 

                   Penalty cost for the MG operator during  time interval 

The equations mentioned above reduce the total production costs and satisfy the resources of 

generating constraints. The cost of the penalty is added to the objective function and is 

considered by the micro grid provider to avoid power not provided in the NRL. Every cost can 

plan in advance as follows given below: 

Cost of the energy generated by non-dispatch able resource is examined using the following 

equation: 

 



ndN

i

NDiNDiND PC
1

,,

                                                                                                                (3.31) 

Cost of the energy generated by dispatch able resource is examined using the following equation 

as given below: 

 
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                                                                                                                     (3.32) 

Then, the generation cost of load and ES is determined. The below mentioned equations specifies 

the cost of energy consumed by the responsive load  

 



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LikLiL PC
1
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                                                                                                                     (3.33) 

Where, the above equations such as, NDi ,

 and NDi ,

  are the cost of the i
th

 non-dispatch able as 

well as the dispatch able resource NDiP ,

 , DiP ,

 implies output power generated via ith non-dispatch 

able and dispatch able resources. When, NDN  and 
DN  are the number of non-dispatch able as 
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well as dispatch able resources in the micro grid. Furthermore the costs of energy gained by the 

ES are examined by using the below mentioned equation [96]: 

 

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UPUP P  .                                                                                                                            (3.36) 

Where, in the above equations, UP

  specifies the offering price when the system is not met the 

UP UPP. specifies the sum of power not delivered in the micro grid. In this, ESX   specifies the 

status of energy source of operating type. 0ESX  , 
specifies energy source in discharging mode 

and 1ESX  specifies charging mode. NDi ,


Di ,

  Li ,

  ESi ,

 , 
specifies as different cost that 

evaluates the objective function [97].  To achieve objective function successfully, the following 

process is examined and determined.  

3.2.5.1. CONSTRAINTS  

Here, the equality as well as the in-equality constraints are determined. 

Equality constraints 

The power balance equation is shown below:  

    NRL
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,

1

, 1                    (3.37) 

Inequality Constraints 

The inequality constraint of non-dispatch able resource is shown in below equation:  
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                                                                                                                (3.38) 

Here, NDmP ,

 specifies maximal power produces in the non-dispatch able generating unit‟s 

through  interval time. 

So the above process were analyzed and found that [98] during the daily OS, the sum of consume 

power can be equal to the sum of EGP [99].  

3.2.6. PROBLEM FORMULATION 

In this segment, according to objective function, the accurate implementation for EMS 

optimizing problem is defined as below: 

   XFYB min:                                                                             (3.39)

         
N

KKKXF
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 321
                                                                              (3.40) 

Where,         andKKK ,,, 321  
 are described as cost function for non-dispatch able 

along dispatch able resources and cost function for energy storage system in charging as well as 

discharging mode. Later, the values are calculated as the cost of energy consumed through 

responsive load demand (RLD) and the penalty cost resulting from Undelivered Power (UP) 

through the time period t. Here, the total generation cost is minimized by satisfy the generating 

resource constraints. The penalty cost is included in the objective function as well as it is 

considered as the micro grid operator, which avoids power supply to the NRL. Every cost is 

designed as follows [100]:  
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(3.41) 
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By utilizing the above equation, the loads are determined by the energy cost which are generated 

from non-dispatch able as well as dispatch able resource. The above equations, 



,i

,



,i

are 

denoted as the cost of i
th

 non-dispatch able as well as the dispatch able resources, 




,i  and 




,i  

are the output power generated from     non-dispatch able as well as dispatch able resources.  

Then, the N , N  are the number of non-dispatch able as well as dispatch able resource in the 

micro grid system.  

Furthermore, the energy consumption cost and the consumption of ES system is evaluated by the 

following equation: 
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(3.44) 
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(3.45) 

   .            (3.46) 

In equation (3.35), (3.36) and (3.37), the 


  Specifies the offer price while the system is 

encountered with the UP, 
 specifies sum of power which is not supplied via micro grid. Here, 



  denotes ES operation mode position. 0

 , when the ES implies discharging mode, 1



specifies the mode of charging [101].  To achieve objective function, the constraints are 

examined along planned. Power balance equations are referenced in the following: 

     TB ::                                                                                           (3.47) 
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Above equation is presented as the energy generated through non-dispatch able and dispatch able 

resources and loads individually [102]. Later, the following equations are regarded to evaluate 

the objective functions. 


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
,

1

,0 m
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           

(3.48) 

Here, 




,m specifies maximum power produced by non-dispatch able generating units at time 

period  .  The equality and in equality constraints are considered and determined [103]. 

Therefore, the summation of the consuming power is equivalent to sum of EGP during the 

customer's day-to-day operating system. [104]. Here, a hybrid technique is recommended to 

solve optimizing problem mentioned overhead. Here, RNN, ALO is used to obtain optimal 

output.  

3.2.7. IMPLEMENTATION OF HYBRID METHOD OF EMS    

Here, for energy management of MG connected system in a distributed system, a hybrid control 

method is presented. The micro grid connected system includes PV, WT as well as BS. For 

proposed method, the power flow management between the sources of energy as well as the 

grids is implemented. Similarly, to precede the grid power requirement from the grid operator 

and meet up with accessible RES is the proposed technique. A reference to input of MG is 

provided as the required electric power by using the grid operator. The objective function of the 

proposed approach is to reduce fuel cost on micro grid within the limits of equality and 

inequality. In Figure 3.5, layout on energy management system (EMS) is depicted. Two different 

algorithms are presented for executing EMS by utilizing optimizing method, as shown in Figure 

3.5. The proposed method includes with two types of phases. These are primary phase and 

secondary phase. In first phase, the load demand is predicted in 24 hour and in the Second phase 

predicting outcomes is upgraded [105]. 
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Figure 3.5:  Proposed ANFASO Algorithm: Block Diagram 

In Figure 3.5, the initial tracking level, PV, WT and battery sources of the existing 24 hour loads 

are used as inputs of ANFIS [106]. The component of low frequency on a comparable day and 

output of the primary tracking are separated in complete tracking level. The value of load of i
th 

hour of the component of small frequency is utilized as the input of ASOA. This procedure is 

performed to finish the estimation of next day at every 24 hour of a daytime. The analysis of the 

proposed procedure are illuminated in the below segment. 

 

 

 



57 
 

3.2.7.1. THE MATHEMATICAL MODELLING OF DGS 

A) THE MATHEMATICAL MODEL OF THEMICRO TURBINE 

It can be calculated as: 

         (3.49)
 

          (3.50) 

         (3.51)
 

Where, the exhaust residual heat indicates , indicates MT generating efficiency, the heat 

loss coefficient is signified as and through the period in kW the MT output power indicates

.  MT heat provided by ,  indicates the cooler heat coefficient, implies the MT gas 

consume cost, the gas remaining thermal value implies and gas price indicated by .    

B) THE MATHEMATICAL MODEL OF THE PV 

The renewable energy is available on fewer volumes the PV array is sloping at 60
o
 and the 

generation of solar radiation is amplified in the winter period. MPPT is utilizing to create as 

performance of PV. The mathematical mode of PV can be calculated in the following equation 

[107]:    

                                                                                      (3.52)
 

Here output current, PV and saturation current are indicated as , , individually. Thermal 

Voltage of PV panel is , the equivalent series and parallel resistance of the PV panel are 

indicated as ,  
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C)  MODEL OF THE WT 

The mechanical power of WT depends upon the power coefficient of a wind rate and it is 

signified as:   

          (3.53)
 

Where indicates the mechanical power, indicates the wind rate, indicates air density ,

indicates  the radius of turbine propeller range respectively.    

D) MATHEMATICAL MODEL OF BS 

Battery state of charge is denoted to the ratio of residual energy and the rated energy. This is 

required to charge of control as well as discharge process while accurately anticipating the SOC 

of battery. The SOC of the battery is provided during the process of charging by the relation 

[108],   

                                                                            (3.54)
 

Where indicates charging power, the charge efficiency implies ,    implies the whole 

volume of BS during the time period in kW.  implies SOC for BS in time t and  

denotes the SOC of BS in time period t-1. The SOC of battery during discharging process is 

given by the equation [109], 

                                                                           (3.55) 

Where, the discharging power is represented as , the discharging efficiency implies as  and

indicates the self-discharge storage ratio in percentage per hour.   

3.2.7.2. MATHEMATICAL MODELING OF MG  

Here, the micro grid contained non-dispatch able along dispatch able generating resources. WT 

and PV represent Non-dispatch able resource, MT represent dispatch able resource. Here, 

multiple-objective optimization regarding cost function is given below [110]: 
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                                                                        (3.56)
 

Here, implies number of simulation periods in time , ,  represents energy generating 

cost from non-dispatch able as well as dispatch able resources. , represents  the charging 

and discharging mode generation cost of ESS ,  specifies the   energy consume cost of 

responsive load demand, specifies penalty cost for undelivered power in time interval. The 

objective of entire cost of generation can minimize while meeting the limitation of resource 

generation. Based upon following equation, the cost for each one can be calculated,    

                                                                                                            (3.57) 

Where and  represent i
th

 non-dispatch able resources cost and output power produced. 

The number of non-dispatch able MG source system is denoted by .  

                                                                                                               (3.58) 

Where, and  represents the i
th

 dispatch able resources cost as well as the output power 

generated. The number of dispatch able micro grid system resources is denoted as .   

                                                                                                                (3.59) 

Where, ,  specifies  the i
th

 cost of responsive load demand and the output power consumed 

during  time interval, in the micro grid  denotes the number of responsive load demand. 

Also, by ESS, the cost of energy storage system can be calculated by:   

                                                                                                      (3.60) 
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                                                                                                 (3.61)  

Where, specifies operation mode status of ESS.  

          (3.62) 

Where, and represent the offer price.  

3.2.7.3. CONSTRAINTS OF THE SYSTEM 

A) POWER BALANCE OF MICRO GRID SYSTEM 

         (3.63) 

Here, specifies output power of i
th

 generating unit as well as  specifies the output power of 

grid and   denotes output power of battery. 

B) POWER LIMITS OF DGS 

          (3.64) 

Where, implies the i
th

 generating unit lower limit and implies the i
th

 generating unit 

upper limit. 

C) OPERATION CONSTRAINTS OF BATTERY 

         (3.65) 

          (3.66) 

Where,  represents the SOC of lower limit and  represents the SOC upper limit, 

and represent the charging as well as the discharging the max power of battery [111].   
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D) CAPACITY OF LINE TRANSMISSION BETWEEN MG AND GRID SYSTEM 

          (3.67) 

Where indicates transmitting power amid micro grid and grid and indicates the 

transmission power higher limit. If the grid transmits power to the micro grid, gridP
  

is positive 

and if the grid absorbs power from the micro grid, gridP   is negative.
 

E) INEQUALITY CONSTRAINTS 

                                                                                                                  (3.68) 

Here implies the maximum power generated by non-dispatch able generation units during 

time . 

3.2.8. OVERVIEW OF ENERGY SYSTEM   

The overview of hybrid management system for WT, PV, FC and battery with smart grid is 

shown in Figure 3.6. The system consists of WT, PV, FC as well as battery. The hybrid energy 

system relies on solar and wind energy as the primary power resources and it is backed up by 

batteries as storage.  MOPSO-based EMS is intended to provide the reference energy to each 

controller converter, taking into account SG limitations, various numbers of parameters, and 

objective functions. All PV, fuel cell, WT and battery controllers are intended to operate the 

present mode of control. The current-controlled 3-stage hysteresis inverter is utilized to transmit 

the power from DC bus to AC bus through the MG with the voltage rate of 440 V via a 230/440 

V, three phase transformer [112].  
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Figure 3.6: Simplified architecture of the Micro Grid-based distributed Renewable Energy-Grid 

Connectivity 

The selective WT can deliver 150 kW power and the PV is capable of delivering 200 kW power 

in optimal meteorological conditions, although FC can deliver up to 100 kW. For manufacturing 

of hydrogen, a pressurized 20 kW alkaline electrolyzer is used. For later use, the fuel cell of 
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hydrogen is stored in a boiler. A 50 Ah capacity battery bank is used in accordance with SOFC. 

The fuel cell unit is to store the plenty of DC energy and then return it when that power is 

needed. The purpose of control method is to satisfy the request of load by using WT/ PV / FC / 

ELZ / battery in the period of the day. Through the suggested energy efficient management 

strategy, power conversion and transfer happens between these parts. Exchanging information, 

power conversion and transfer happens between the generating unit as well as ESS through the 

suggested energy management system, the GPS communication scheme is installed.  The grid-

side inverter controller designed to regulate with enhanced the power injected into the grid using 

the frame called dq reference. Dc-link power controller is utilized to generate present 

orientations in calculating the energy of the active as well as the reactive energy references. Its 

purpose is to provide load, constant energy, which can be controlled at any level. 

3.2.8.1. CONFIGURATION OF ENERGY SYSTEM
 

EMS generates reference power values of power converter for managing rated power amid PV, 

fuel cell, WT and ESS according to weather conditions, corresponding to information available 

in quantities, SOC contains as a description of every objective aspect to meet the variables and 

unpredictable needs for load. EMS maintains the state of charge to a certain extent (20-90 

percent). Functional principle of EMS [113] is the energy produced through the PVand WT has 

given the first priority if it meets the load demands. Generated power by the PV as well as the 

WT goes beyond the requirements of load, i.e. LoadwindPV PPP  , the excess power is utilized to 

charging battery along reference value  

)(Re windpvLoadfB PPPP           
(3.69)

 

Where fBP Re implies the battery power reference which is utilized to charge the battery,

windpv PandP  implies the PV power generation as well as  the WT power respectively, LoadP  

specifies the  power demand. Continuous charging of battery takes place pending SOC of battery 

reaches at maximal, i.e. %90MaxSOC . ELZ may use the remaining energy to produce the SOFC 

hydrogen until load reaches its maximum stage. Next, the produced extra energy is transferred to 

the grid .If the load requirement is higher than the power produced in PV, WT, i.e., the battery 
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can reach an acceptable charge depending on the SOC, differential power is supplied the load 

through the battery using battery power reference. 

)(Re windpvLoadfB PPPP           
(3.70)

 

The energy produced in the fuel cell is utilized, while battery is not meet up the load 

requirements. In this segment, the reference power of fuel cell is:  

BatterywindpvLoadfFC PPPPP  )(Re        
(3.71) 

Where, fFCP Re  specifies reference power of the fuel cell and BatteryP specifies battery power 

distribution. EMS controls the SOC while continuing to load the battery until the state of charge 

reaches its minimal (SOCminimal = 20%). After, battery is turned off along utility grid the load 

power is imported. EMS as well as the MOPSO together used for addressing the following tasks 

of objective and the limitations taking into account distinct uncertainties in the prediction. 

3.2.8.1.1. MINIMIZE THE SYSTEM COST 

 EMS-MOPSO-based control scheme minimizes system operating costs via managing flow of 

energy between each power source, grid and battery as energy storage with the right low-cost 

transmission, taking into account that the nature of fluctuation of requirement of continuous its 

variations in the price of electricity. Operational cost is shown as given below: 
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(3.72) 

Hence, T implies the simulating horizon. This study considers 24 hour  simulation horizon,  

)(Pr kice specifies the  functional time with the  electricity  price, WindP   specifies  the  utility power 

generated by WT, pvP specifies the utility power produced by the FCPPV , implies utility power 

produces by the fuel cell, PB  specifies the battery power utilized to load and the grid utility, and 

GridP  implies the  utility grid power with the smart grid that is replaced with the other 

components. Since, the movement of power to storage battery and grid is bidirectional, the term 

polarity is associated with the battery as well as the grid in the equation is negative when power 
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is distributed as well as positive when the power is obtained. ( LoadP  ) implies the required load 

power. While reducing the operating costs of the system, the following limitations should meet 

[114] the energy of micro grid which is equal to micro grid load requirement plus the loss of 

transmission energy:        

  )()()(2)(2)(2)(2)(2 KLossKLoadKLGridKLBKLPCKLPVKLW PPPPPPP 
                                            

(3.73) 

Hence, LWP 2 implies the supply power by the WT to the load, LPVP 2 implies the supply power of 

PV power to load, ( LPCP 2  ) specifies the fuel cell power supplied to the load, LBP 2 specifies the 

supply of power in the battery for load, LGridP 2 implies the supply of grid power to the load, and 

)(KLossP implies the loss of transmission power. The limitation of power load is preserved.  

max
)(0


 LoadLoad PKP

          (3.74) 

Where, PLoad_max specifies max demand load and the SOC of the battery is preserved a specific 

value 

MaxMin SOCKSOCSOC  )(          (3.75)
 

Where, SOCmin and SOCmax specify the minimum and maximum SOC of the battery, 

correspondingly. 

Balancing power through interval time for discharging battery is preserved

)()()()()( arg2222 KPKPKPKPKP echGBBFCBPVBW 
      

(3.76) 

Where, PW2B specifies the transfer of power from the WT to the battery, PPV2B specifies the 

transfer of power from PV to the battery, PFC2B specifies the transfer of power from the fuel cell 

to the battery, PB2G implies the transmitting of power from the battery to the grid and Pcharge 

implies the charging power needs in battery. Balancing power through the era of discharging 

battery is preserved [115, 116]. 

)()()( arg22 KPKPKP eDischGBLB 
        

(3.77)

 



66 
 

Where, )(arg KP eDisch implies the discharge battery power. The upper and lower limits of power for 

every RES can be preserved. 

MaxWindWind PKP  )(0           (3.78) 

MaxPPVPPV PKP  )(0           (3.79)
 

MaxFCFC PKP  )(0           (3.80) 

Here, ,MaxWindP  MaxPPVP   and MaxFCP  indicate upper limits of power of the WT, PVand fuel cell 

generating units correspondingly. The power balancing to every RES is preserved [117]. 

)()()()( 222 KPKPKPKP WindLWLWGW         (3.81) 

)()()()( 222 KPKPKPKP PVBPVLPVGPV         (3.82) 

)()()()( 222 KPKPKPKP FCBFCLFCGFC         (3.83) 

Where, GWP 2 specifies transmit of power from the WT to the utility grid, GPVP 2 specifies transmit 

of power as of PV to grid, GFCP 2  specifies transmit of power as of the fuel cell to grid. 

3.2.9. PROPOSED SYSTEM DESCRIPTION  

Figure 3.7 shows the proposed HRES topography. Figure 3.8 depicts the micro grid system 

connected to the grid with output. MG system consists of PV, WT, MT, BESS. The hybrid 

system in PV as well as wind power is the main source of power, which is supported by batteries. 

Batteries are used because of the physical properties on system input, solar radiation, wind 

speed, and power consumption. The use of MT in the hybrid method is more reliable, with low 

power fluctuations, low environmental pollution and low noise production [118]. 
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Figure 3.7: Topology of proposed Grid-Connected Micro Grid 
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Figure 3.8: Grid connected MG system utilize output 

3.2.9.1. OPTIMAL DESIGN AND ECONOMIC ANALYSIS FOR MG WITH GRID 

CONNECTED  

Figure 3.7 depicts procedure of the proposed method. To find optimal EM in the grid connected 

PV / WT / MT / battery utilized to meet the load demands along with the economic analysis. To 

achieve the optimal framework of the hybrid approach, a hybrid technique is implemented in 

finding optimum solutions globally and especially for multimodal optimization problems. ACS 

includes annual fuel cost, capital, replacement, operational and maintenance cost, PV, WT, MT 

and batteries, addition certain devices of the controller, inverter, rectifier, chopper, which is 
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considered to be the optimal design for economic analysis through hybrid method. The equation 

for ACS is given as follows [119]: 

 

   

 MTC

BatteryMTWTPVCBatteryC

BatteryMTWTPVCACS

afuel

aOMarep

acap





      

(3.84) 

Here ACCC  indicates annual capital cost, ARCC  indicates annual replacement cost, AOMC  indicates 

annual operation with maintenance cost, AFCC  and implies annual fuel cost. Furthermore, these 

methods are used to reduce renewable energy, to predict frequent errors, and to manage energy 

in MG. 

3.2.9.1.1. ANNUALIZED CAPITAL COST (ACC) 

The annual cost for every component is defined in terms of its equation (3.75) 

 projcACC yiCRFCC ,                                  (3.85) 

Where, the initial capital cost of every component implies cC , component‟s life span as projy , 

CRF implies capital recovery factor.  
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Where, annual real interest ratio corresponds to nominal interest ratio indicates i. Actual interest 

rate is: 

fii  '
           

(3.87) 

Here f as annual inflation rate. 

3.2.9.1.2. ANNUALIZED REPLACEMENT COST (ARC) 

ARC illustrates to BESS and equation when lifetime of project is as follows: 

 projrepARC yiSFFCC ,                                             (3.88) 
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Here, the full form of SFF is sinking fund factor, which is expressed in the following equation 

(3.83) 

 
1)1(

,



projyproj

i

i
yiSFF                                             (3.89) 

3.2.9.1.3. ANNUALIZED FUEL COST (AFC) 

For MT, the annual fuel cost is derived in the following equation (3.84). It is modeled for 

obtaining the cost function of MT from the fuel cost curve and output power.  

2
mmAFC PPC  

         (3.90) 

3.2.9.1.4. ANNUALIZED OPERATION WITH MAINTENANCE COST (AOM) 

Depending on maintenance cost in initial year AOMC and maintenance cost on nth year AOMC  are 

computed by following equation (3.85) 

n
AOMAOM fCnC )1()1()(           (3.91) 
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Figure 3.9: Procedure of the proposed method 
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3.2.9.2. CONSTRAINTS 

An effect of micro grid is served directly for the load necessity, which is calculated 

mathematically utilizing the following equation [120]: 

batWTPVL

n

i

Gi PPPPP 
1

                                            (3.92) 

Here GiP  implies overall generating power, LP indicates load demand. The electric power 

generated may constrain within limits. 

maxmin
GiGiGi PPP                                    (3.93) 

Here min
GiP implies minimum generated power in the unit i, max

GiP implies maximum generated 

power in the unit i. 

3.3. SUMMARY 

The MG linked system depends on the solar PV, WT, MT, DG and battery. The micro grid 

consists of non-dispatch able resources, dispatch able resources and energy storage (ES). The 

non-dispatch able resources are solar PV, WT and dispatch able source is MT. ES sources are 

deemed electric water heater (EWH) and demand response (DR) / loads. The specific 

management of micro grid products involved an appropriate financial method to explain the 

actual fuel cost. The advantages of renewable energy infiltration contain reducing external 

energy dependency, reducing transmission and transformation loss improving system reliability. 

Here the mathematical derivations of various components are explained. 
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4.1. GENERAL 

In this chapter the detailed explanation of Artificial Bee Colony (ABC), Gravity Search 

Algorithm (GSA), Cuckoo Search Algorithm, BAT algorithm, Ant Lion Optimization (ALO), 

Recurrent Neural Network (RNN), Artificial Neural Network (ANN), Squirrel Search Algorithm 

(SSA), Adaptive Neuro fuzzy inference system (ANFIS), Salp Swam Optimization (SOA), 

Radial Basis Function Neural Network (RBFNN), Randomly Forest algorithm as well as Coral 

Reefs Optimizing Algorithm are presented. Here, optimizing methods are utilized to minimize 

the actual operating costs. RNN, ANN, ANFIS as well as RBFNN are operating on the basis of 

machine learning technique. Each algorithm is used to obtain the optimal outcomes [121-122]. 

4.2. A BRIEF EXPLANATION OF METHODOLOGIES 

4.2.1. OVERVIEW OF THE HYBRID METHOD 

The recommended approach is interaction for artificial bee colony (ABC) in 2 phases, namely 

ABC_Phase I, ABC_Phase II. Optimum formation for micro grid is determine in initial phase 

ABC; It takings cost functions of DG, FC, MT as WT, PV produce powers as zero working cost. 

The load demand, approval in minimum cost functions is utilized to develops the optimum 

formation of MG. Since with minimum fuel cost of MG‟s, the operation and maintenance costs 

are reduced using ABC's secondary phase [123-126]. 

4.2.1 1. ABC PHASE I 

Essential load demand is often used utilizing WT and PV because of the no cost of fuel for 

generating the power. When that is not satisfying the situation, DG, FC and MT takes the 

explanation to solve the issue. The designated formulation of MG must meet load demand utilize 

a least fuel cost. Consequently, the diesel generator, fuel cell, micro turbine fuel cost functions 

consider to the first multiple-function utility of ABC. The multiple-objective purpose is referred 

to given as follows: 
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Where, 
iDGP implies output power for generator; N implies number of generators; id , ie , if

implies the fuel cost coefficients utilize i = 1,2..,n;FNG,CNG indicates natural gas value ($/kWh) 

for MT, FC,     =     = 2:3$/kWh; PL, PJ indicates output power of MT, fuel cell; ηL, ηJ 

implies efficiency of MT, FC correspondingly, ηL = ηJ = 0.47. The steps to optimize for the 

configuration of micro grid can be described as follows [127-130]: 

Step 1: Initializing population of the micro grid models (Xi) likes WT, PV, DG, FC, MT, cost 

function as well as corresponding ratings.  

Step 2: Create a random number of population cost based on load demand. 

Step 3: Calculate the fitness function according to equation 4.5 

)},(),(),({min 321 CfCfCf
FC


                                                                                 (4.5)       

 

Step 4: The employee bee phase that can assess the fitness of the population given the many 

purpose required 

)},(),(),({min 321 CfCfCf
FC


         

(4.6) 

Step 5: Establish iterative count as 1, that is, iterative K = 1.  
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Step 6: Recurrence. 

Step 7: Onlooker bee attain best formation of micro grid combination and improves velocity of 

population utilizing 

),( ,,,,, jkjijijiji xxxV  
         

(4.7) 

Here,k = 1,2,…,n,j = 1,2,…,n indicates arbitrarily select index. 

 Step 8: Apply the selection procedure to determine the optimum fitness of new solution and 

determine the probability 





n

i 1

yProbabilit





          

(4.8) 

Step 9: If optimum solution is not available, discard solution and use a random number of scout 

bee solution 

)(]1,0[ minmaxmin

jjjj

i xxrandxx          (4.9) 

Step 10: Remember the optimum solution attained until now. 

Step 11: Check the limit again and if iteration not reaching the maximal value increases the 

count of iterations to K = K + 1, while the iteration reaching maximal value, the procedure is 

complete [131]. The secondary ABC operating development is utilized to reducing operational as 

well as cost maintenance of the micro grid. 

4.2.1.2. ABC PHASE II  

Optimum growth of diesel generator, fuel cell, MT by the minimal fuel cost reaches the first 

phase of ABC output. Since improving micro grid cost, the second phase of ABC lessens 

operational along maintenance cost. It calculates the external charges of the environment by 

reducing the radiations of NOx, SO2 and CO2. Objective functions are develop to reduce 

operational and maintenance charge of MG, that is defined as given below [132] 
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(4.10) 
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Here, Ci implies fuel cost for producing unit at $/L in diesel along $/kW of natural gas; Fi implies 

fuel consumption ratio to generating unit; OMi implies operational and maintenance cost at 

generating unit, αj is externality cost of emission type j; EFij implies emission factor of the 

generating unit, emission type j; M indicates emission type; N indicates number of generating 

unit. The step to improve operational as well as cost of maintenance of micro grid is specified as 

below [133] 

Step 1: Initializing population output (Yi) of the initial phase in ABC, i.e., optimal formation of 

micro grid as a minimal fuel charges as well as emission cost and external factors. 

Step 2: Produces random number for operational along maintenance cost depending upon load 

demand and cost function. 

Step 3: Employee bee for computing the fitness of 

)}({min Cf i
FC


          

(4.12) 

Step 4: Establish the iterative count to 1, that is, iterative K = 1. 

Step 5: Recurrence. 

Step 6: Optimal operation with maintenance cost of the appropriate load dead is determine 

utilizing the onlooker bee and cost is improved using 

),( ,,,,, jkjijijiji yyyV  
         

(4.13) 

Here, k = 1, 2, n, j =1, 2, n are the randomly select index  

Step 7: Use selective procedure for discovering optimum fitness of newly solution and 

determine the probability 
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(4.14)  

Step 8: Optimum solutions have yet to be found and the scout bee for a newly one will create 

using the solution 

),](1,0[ maxmaxmin

jjjj

i yyrandyy          (4.15) 

Step 9: Storing the optimum solution found up to now. 

Step 10: Rise iterative count K = K + 1, till it reaches maximum value as of [134-136].  

 

Figure 4.1: Structure of proposed method 

When the process is complete, the proposed hybrid system is complete to deliver the optimum 

configuration of MG at the lowest fuel cost. The procedure of the proposed hybrid approach is 
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demonstrated in Figure 4.1. The proposed method is validated using MATLAB platform and the 

performance is examined through the comparison. 

4.2.2. IABC BASED MG COMBINATION OPTIMIZATION  

Mathematical optimizing problems are used based on the foraging activity of bees [137]. ABC 

process is one of the swarm intelligence optimizing algorithms [138]. Normally ABC has three 

stages like employee bee, onlooker bee and scout bee. Despite many variants have been 

described in the works [139], here improved the scout bee enhancement functionality by using 

GSA agent updating process. GSA is a population based law of gravity as well as mass 

interaction creates an efficient scout bee phase, it is known as IABC [140–142]. The proposed 

IABC is calculated to improve the optimizing ability of the algorithm over on extended set of 

problems. The hybrid searching mechanism uses load selection strategy and proximity based 

trigger aids to achieve arrangement of exploration as well as exploitation performance by 

enhancing the algorithm's local and global search capability. It enhances the efficiency of Swarm 

agents, optimizing areas for newly fitness sinks and energy close to global convergence rate [143 

and 144]. The proposed IABC is used to select the optimum configuration of MG according to 

load demand through decreasing fuel cost, emission factors, operation and maintenance cost. The 

inputs such as WT, PV, DG, FC, MT achieve proposed IABC purpose by utilizing MG 

generation and corresponding cost functions. First, the actual power group of MG is selected as 

the input, based on power demand, randomly creates MG‟s applicant solution, i.e. the employee 

bee. Input of (IABC) is defined as given below: 

n1,2,...,i ,X X X max

ii

min

i iX         (4.16) 

Here, Xi implies produced power employed bee to attain optimum fitness along onlooker bee 

improves input speed population utilizing the following Equation. (4.16) 

)()(X ,,,ji,, jkjijiji XXCFV 
        

(4.17) 

Here, k = (1; 2; 3 ... n), j = (1; 2; 3 ... n) indicates arbitrarily selecting index. After the onlooker 

bee the possibility formulation to select nectar source are articulated as given below: 
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Then, the formulation of upgrading the combination in the GSA method is calculated as 

following [145] then: 

)1()()1(  tVtXtX d

i

d

i

d

i          
(4.19) 

Here, )]()([)1( tatVrandtV d

i

d

i

d

i 
                    

(4.20) 

Where, )(tX d

i , )1( tX d

i
indicates location of the bees at time t , t+1 with d dimension , )(tV d

i ,

)1( tV d

i indicates velocity vectors for the bees at time t, t+ 1 with dimension d, rand indicates 

random number in the interval [0,1], )(tad

i indicates acceleration at time t with d dimension. 

Before, the optimum fitness for newly food source is created utilizing Eq. (4.19) and the 

optimum solution is selected in optimum formation of micro grid with minimum cost factors. To 

discover the optimum formation of micro grid utilizing IABC is described as following [146]. 

STEPS OF IABC TECHNIQUE 

Step 1: Firstly, initiation of whole parameters of algorithms like input parameter limits and 

random population N limits. Here, MG methods are used as input as the generation limits. 

Step 2: MG‟s combination creates the applicant solution arbitrarily according to the power 

demand achieved during the employed bee phase.  

Step 3: Calculate the fitness function. 

Step 4: A random solution is realistic in fitness  . and find the best solutions. 

Step 5: An onlooker bee, the neighborhood search differs in speed of the input population 

utilizing the Eq. (4.16) and discover optimum solution utilizing Equation. 

Step 6: Optimum solution is categorized into two groups, the initial group is minimum optimum 
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solution and additional group is maximum optimum solutions.  

Step 7: For every optimum solution group, the size of the neighborhood search is determined. 

Creates a solution of selected internal solutions of neighborhood size. 

 Step 8: If the onlooker bee search does not reach optimal solutions, abandon the solution and 

produce the random number of scout bee solutions using GSA updating technique (4.19) 

Step 9: Select the optimum solution for every connection as well as create related fuel cost for 

the load demand.  

Step 10: To check the ending principle. If it is fulfilled, terminates the search, otherwise move to 

step 11. 

Step11: Assigned newly population to generate new solutions. Go to step 2. 

When the procedure is completed the IABC can provides optimum formation of MG‟s with least 

charge factors. Here, the hourly varying load demand is arbitrarily attained from the user‟s 

knowledge base. The whole process of achieving the optimum development of MG with the 

lowest payment factor is demonstrated in the following [147]. Construction of the proposed 

approach is presented in Figure 4.2. 
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Figure 4.2: Structure of the proposed method 
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Next, the proposed IABC is used on the MATLAB / Simulink platform and the properties are 

established by comparison using the effects of various techniques.  

4.2.3. MICRO GRID SOURCES MANAGEMENT USING HYBRID OPTIMIZATION 

TECHNIQUE 

The CS is the metaheuristic optimizing method that is inspired through activity of cuckoo species 

that use the levy flight search at certain birds [148]. Levy Flight's practice demonstrates the 

method of searching strategy with optimum local and global solution. The Bat Algorithm is a 

bio-inspired algorithm [149]. Where, the hybrid CS and BA are utilized for comparing upgraded 

fitness function and select the optimum result that is the optimum MGs combination by 

minimum fuel cost, operation and maintenance cost. Design the MGs combination of 

optimization method stages are defined as given below: 

ALGORITHM  

Step1: Initialize MG models    such as load demands, cost functions and corresponding 

generation limits.  

Step 2: Improves combination of micro grid sources based on load demand at n host nest 

],,[ 21 ni XXXX 
                                                                                                             

(4.21) 

Step 3: Establish iterative count at k=1. 

 Step 4: Finding the fitness of nest utilizing fitness equation  





4

1

1 )(
i

CfMinX

                                                                                                                           (4.22)

 

Step 5: Upgrade the solution 

)()()1(  LevytXtX ii 
                                                                                      

(4.23) 
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Here, α > 0 indicates step size which should be related to the scales of the problem of interests 

along product ⊕ means entry-wise multiplications. Levy flight performance is step lengths that 

have a tendency with allocate utilizing the next probability distribution. 

31,)(    tLevy           (4.24) 

Step 6: Searching worst nest based on probability Pa ∈ [0, 1] along replace the worst nest by 

newly group of solutions.  

Step 7: Bat-inspired method utilize to search fitness function updation as given below:  

t

i

1 A t

i

t

i xx
           

(4.25) 

Where, ε implies a random number among [-1, 1], t

iA  implies the average loudness of whole bats 

a present generator on time t. An average loudness constraints limits implies Amin ≤ Ai ≤ Amax 

.Generate the new solution utilizing the upgrading fitness equation (4.22) and determine the 

optimum echolocation performance solution.  

Step 8: Comparing the fitness function, a proficient fitness are the optimum solution.  

Step 9: Examines termination principles. If it is fulfilled, then terminates the search, otherwise 

move step 10. 

Step 10: Allocate the new population to create newly solutions or move step 3. 

When the procedure is done, the controller preserved to determine the optimum combination of 

the micro grid depending upon multi-objective function. The proposed approach is carried out in 

MATLAB/Simulink platform. 

4.2.4. ENERGY MANAGEMENT USING SOGSNN TECHNIQUE 

4.2.4.1. LOAD DEMAND PREDICTION UTILIZING GSA BASED ANN 

The hybrid method is the combination of GSA as well as ANN. The proposed ANN is utilized to 

fulfill renewable energy power, also to retain the grid demand power as grid operator. ANN is a 

universal approach to depict the procedures in logical format. The motivation beyond the 
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approach is basic elements called "neurons". Using standard input time intervals, which are 

trained for ANN utilizing target power demand. GSA is utilized for training the ANN [150]. 

GSA is newly and a meta-heuristic optimizing approach generated by Rashedi et al [151]. This 

approach is motivating in law of Newton‟s gravity as well as law of motion; it is optimum 

possible to a break-through optimizing approach. All these objects are attracted to each other by 

the force of gravity and apply mass to the objects, which causes the universal motion of the whole 

object. To predict load demand, ANN based GSA is used here. It then relates local optimum and 

global optimum results. ANN is the input layer, hidden layer as well as the output layer. Every 

layer provides a feed forward connection. Network is trained to utilize historical databases as 

previous year's demand database. The variance load for every hour is referred to as the training 

input dataset for ANN. As a result, it created the optimum demand output according to load. The 

load for every hour is varied. GSA was adopted to train the neural network, which can be taken 

later.  

4.2.4.1.1. STEPS OF GSA  

GSA, like the meta-heuristic algorithm, was created in sense of gravity. Where, beginning of the 

random generation of position of agents during a given search interval. For solving the problem, 

GSA is used. Optimal found result is adjusted by the local search method i.e., pattern search. 

GSA operator is implied, as well as agents going to the search space in beginning of every 

iteration. For more iteration, the serial combination is repeated. 

Step 1: Initialization 

Initializing population array of particles utilize input indicates time interval and the output as 

power demand. 

Step 2: Random Generation 

Then the initial method creates system initial input parameters randomly.
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(4.26)

 

Where, dp indicates power demand. 
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Step 3: Fitness 

It predicts optimum load demand, fitness completion for all agents. Fitness are calculated and 

defined as below: 

   DD dteError
2

1
,                                                                                                            (4.27) 

Where, Dd implies the desired output demand, Dt implies the target output demand. 

Step 4: Gravitational Constant Computation 

Utilizing the t iteration in the succeeding equation (4.28), the gravitational constant  tg  is 

computed. 

  









I

t
gtg exp0                                                                                                                      (4.28) 

Where, 0g indicates the gravitational constant selected randomly,  , between 0.9 to 0.98 

indicates constant, t  indicates current period, I implies maximum iteration number.  

Step 5: Inertial Mass Upgrading 

The inertial mass with the gravitational constant is enhanced via succeeding iteration as shown in 

below: 

 
   

   tWtB

tWtFit
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j



                                                                                                                  (4.29) 

Where,      tFit j    indicates the fitness value of the agent j at time t, W (t) and B (t) are the 

worst & best fitness value in time t. 

It depicts quantity of the 
thj agent and is given as below: 
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                                                                                                                     (4.30) 

Step 6: Total Mass Calculation 

The following is given to evaluate the full force acting on the     agent: 

     jiki
d
jii

d
j tFrandtF B                                                                                                 (4.31) 

Where, irand  indicates random number amid interval as of [0, 1] and kB  indicates the set of 1
st
 k 

agents with the best fitness falue and biggest mass  tF d
ji  

implies the asset substitute in thj mass 

from the thi  mass. 

Step 7: Acceleration and Velocity 
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Through the law of gravity and law of motion, the acceleration  tAd
j  at iteration t as well as speed

 1tV d
j  of thj  agents at iteration 1t in thd  dimension is upgraded. 
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     tAtVrandtV d
j

d
jj

d
j 1                                                                                                      (4.33) 

Step 8: Agent’s Position Updation 

The succeeding locations of 
thj agents in thd dimension of agents are upgraded utilizing the 

associated equation given as: 

     11  tVtXtX d
j

d
j

d
j                                                                                                           (4.34) 

Step 9: Termination 

Steps 3 through 9 will be repeated until the iteration reaches that maximum limit. In the last 

iteration, the optimum solution of the algorithms is calculated as global fitness function of the 

problem and at specified dimension the position of the corresponding agents as the global 

solution. The optimum solution is selecting at the end point based upon fitness objective. 

Optimum value for optimization process is represented as 
beste and best

dp . The optimal datasets of 

the optimal parameter are defined as: 
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Therefore, the optimum combinations of error signal as well as demand power can be 

established.  

4.2.4.1.2. STEPS OF ANN 

Step 1: Input vector b refers to the use of the network input layer. The input vector b may be 

calculated as given follows:  

 t

nbbbbb 321 ,,                                                                                                               (4.36) 
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The net input for the     hidden unit is given by: 
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Here, 
jiw  indicates weight on the connection from the     input unit, 

h

j  indicates bias for 

hidden layer as hj 2,1 . 

Step 2: Output of neurons in hidden layer is calculated as follows:  
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The net input of the neurons in output layer translates  
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Step 3: Lastly, the neurons output, i.e. actual output of feed forward loop implies- a at the 

output layer is calculated as given below: 
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Step 4: ANN are done thru optimizing weights with biases using a back-propagation algorithm 

to reduce the mean-square-error performance index (MSE) 
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min toe   (4.39)Where, t  implies the target output, o  implies the actual 

output of ANN.  

Step 5: The expression for enhancing synaptic weights is given below:  
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Here,    indicates learning factor and    indicates momentum factor. The controller can use for 
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determining the optimum formation of micro grid compounds based on load demand upon 

completion of overhead declared process. The Gravitational Search Algorithm (GSA) based 

Artificial Neural Network (ANN) is utilized for predicting demand load in the micro grid linked 

system.  

4.2.4.2. OPTIMUM CONFIGURATION OF MICRO GRID (MG) CONNECTED 

SYSTEM UTILIZING SSA 

Here, the optimal configuration of MG in light of load demand by Squirrel Search Algorithm 

(SSA) is presented. The multiple-objective function is essential for minimization of fuel cost 

functions of MT, FC and DG to improve the design of the MG connecting system. Here, load 

demand is taken as input and output as the optimal configuration of micro grid connected system. 

The SSA is newly, simple along powerful nature inspiring searching algorithm for numerical 

optimizing problems [141]. The dynamic foraging performances of southern flying squirrels are 

simulated. An effective way of locomotion of this algorithm is called as gliding. This approach is 

totally clarified the every aspect of its food search. Optimizing the formation of the micro grid 

connecting systems is rapidly explained as follows given below:   

4.2.4.2.1. LAYERS OF SSA ALGORITHM  

Layer 1: Initialization 

Initializing load demand refers to input and micro grid connecting systems such as WT, PV, DG, 

FC, MT, cost functions and output as generation limits. 

Layer 2: Random Generation 

This layer randomly indicates the number of flying squirrels with a forest and the position for 

flying squirrel in a vector. The total number of flying squirrels is as given below:
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Here, jifs , implies of thi  flying squirrel in 
thj  dimension. For allocating first position of every 

flying squirrel with forest as well as uniform distribution are utilized.  
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   luli fsfsUfsfs  1,0                                                                                                          (4.44) 

Here, lfs  and ufs indicates lower as well as upper bounds correspondingly in thi  flying squirrel 

at thj  dimension,  1,0U  implies uniformly distributed random number in the ranges of [0, 1]. 

Layer 3: Fitness Function 

The location of each flying squirrel is figured, the fitness level of every flying squirrel are 

inferred. Multiple-objective function is implicitly as given below: 

 4321 ,,, cfcfcfcfMinFunctionFitness                                                                                   (4.45) 

Here, 1cf  implies cost function of DG, 2cf implies fuel cell cost, 3cf  implies MT fuel cost, 4cf

implies the operation and maintenance cost. 

Layer 4: Sorting Declaration along Random selection 

The array is arranged in ascending order and stores the fitness values in every flying squirrel's 

position. The flying squirrel with least fitness value is guaranteed in the hickory nut tree. 

Subsequent optimum flying squirrels will cross the Hickory nut tree in anticipation of the acorn 

nut trees. The remaining flying squirrels head towards a normal tree. Some squirrels are tested 

near hickory nut tree and to fulfil day-to-day food needs. The remaining squirrels look at the 

acorn nut trees for day-to-day energy needs. By the presence of predators the foraging behaviour 

of flying squirrels is constantly affected. Utilize the location updating mechanism with predator 

presence probability (Pdp) the normal behaviour is modelled. 

Layer 5: Newly Location Generation 

Three situations can occur due to the dynamic foraging of flying squirrels previously discussed. 

It is assumed that the flying squirrel in every situation effectively glides and explores the entire 

forest for its preferred food in the absence of predator. If the predator is existed in the forest then 

the flying squirrels utilize lesser random work to search a close hiding location. The numerical 

method of the dynamic foraging performance is calculated as follows: It contains of three cases:  

Case 1: The flying squirrel in acorn nut trees ( atfs ) can move to the hickory nut tree. The new 

positions of squirrels may be calculated as follows the equation: 
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Here, Gd indicates random gliding distance. Using gliding constant cg  implies the mathematical 

model, the equilibrium among exploration as well as exploitation are attained, t
htfs indicates 

position of squirrel flying that reached the hickory nut tree, t signifies present iteration, 
1r  

implies random number in the range  of ]1,0[ .  

Case 2: Flying squirrel in acorn nut trees ( atfs ) can moves to natural nut trees to fulfil for day-to-

day energy needs. The new positions of squirrel may be calculated as given below: 
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Here, 
2r  implies random number in the range of values ]1,0[ . 

Case 3: Some squirrel in the natural tree, as well as previously used acorn nuts may move on the 

hickory nut tree, saving hickory nut at the time of scarcity. The location of new squirrels can be 

determined as follows given below: 

 




 



OtherwiseLocationRandom

Prfsfsgdfs
fs DP

t
nt

t
htcG

t
ntt

nt
31                                                                       (4.48) 

Where, 3r implies random number of the value of ]1,0[
DPP implies the predator presence 

possibility. The value of 
DPP for all circumstance is 0.01. 

Layer 6: Aerodynamics of Gliding 

The combination of lift (L) and traction (D) force describes the sliding mechanism of the flying 

squirrel, with the stability sliding forming an adjacent force (R) equal to the direction of the 

weight of the flying squirrel. The estimated sliding distance is obtained as follows: 











tan

G
G

h
d                                                                                                                      (4.49) 

Here, 
Gh  

indicates loss of height transpired when gliding. 

Layer 6: Seasonal Monitoring Condition 

Seasonal monitoring condition avoids local optimization. It can depict the seasonal monitoring 

status along similarly for checking the seasonal monitoring condition i.e. cs <
mins . 
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365
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t
s


                                                                                                                          (4.50) 

Where, cs implies the seasonal constant, 
mins indicates the least value of seasonal constant, t  

and mt implies the current as well as maximum iterations respectively. Value of 
mins  affect the 

exploration and exploitation capabilities. Greater value of 
mins promotes the exploration and 

lesser value of 
mins enhances the exploitation capability. Because of these activities, the gliding 

constant is utilized. If seasonal monitoring condition is found true, then the relocation of flying 

squirrels may be upgraded [142].  

 

The Flowchart of GSA-ANN and SSA are given below: 

 

 

Figure 4.3: Flowchart of GSA-ANN and SSA 
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Layer 7: Random Relocation 

The relocation of those flying squirrels are modelled by the following equation as: 

 luL
new
nt fsfsnvyeLfsfs  )(                                                                                                  (4.51) 

Here, vyeL   distribution encourages the optimum and efficient search space exploration. 

Layer 8: Stopping Criterion 

Check whether the stopping criterion is satisfied. Move step 5 if this is not satisfactory, 

otherwise stop the search. 

As a result, the system delivers the optimum MG output using the lowest fuel cost, operation and 

maintenance cost upon completion of the mentioned process. The recommended hybrid system 

structure is illustrated in Figure 4.3 below [143]. 

4.2.5. ANN AND BFOA TECHNIQUES 

Here, a hybrid control system is expected on micro-grid energy management, which utilizes 

distributed system resources that utilize MG. The hybrid approach is a group of Bacterial 

Foraging Optimization Algorithm (BFOA) and Artificial Neural Network (ANN). Here, the PV, 

WT as well as storage system is considered as MG. The proposed control strategy is to manage 

the power flows between the energy sources and grid. The proposed method is to meet the 

available renewable energy power along maintain the grid power demand from the grid operator. 

The power required via grid operator is supplied as a reference to the input of the micro grid. The 

proposed strategy should be distributed the entire power reference between the system parts 

properly. In the proposed method, the objective function is to reduce the output cost of the micro 

grid, which is defined by the system data subject to the equality and inequality constraints.  The 

constraints are the availability of PV power, wind power, power demand and state of charge for 

storage components. The battery is used as a source of energy, which allows the renewable 

power system to maintain units operating at safe and constant output power. First, PV, WT, MT, 

battery demands are predicted for 24 hour using the ANN technique. Then, the forecast values 

are given to the input in BFOA and capture optimum micro grid output [144]. 

4.2.5.1. PREDICTION OF LOAD DEMAND USING ANN 

Here, discussed load demand estimation utilizing ANN, which is based on a machine learning 

method utilize multiple artificial neurons modeled on the human brain. Distributed neurons have 
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internal networks and every neuron of ANN obtains multiple inputs depending upon active ANN 

effects on the output neuron. The learning task is the practice of instances called training 

examples [145]. Usually ANN contains three layers, namely the input layer, hidden and the 

output layer, which are described in Figure 4.4 below. Here, we are training the ANN using the 

target power demand with the corresponding input time intervals of a day, i.e., daily demand 

dataset based on the available WT and PV energy. The back propagation algorithm is used for 

training process. The training process is described below: 

 

Figure 4.4: Structure of ANN 



93 
 

BACK PROPAGATION LEARNING ALGORITHM STEPS: 

Step 1: Initialization of input layer, hidden and output layer weight of the neural networks. Here, 

interval time t implies input of the network; power demand )(tPWT implies output of the 

network  

 

Step 2: Learn the network according to input with a corresponding target 

 

Step 3: Calculating back propagation error of the target
)(

)2(),1(

nP
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WTWT
. 
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                          (4.52)
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Here, )()( tarNN

WT nP indicates the networks target for thn node, )()( outNN

WT nP indicates current 

network output. 
 

Step 4: Output of the network is expressed as follows: 
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Here, 1 2 n  indicates the bias in node nand2,1 correspondingly. 
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Step 5: The newly weight for every neuron in the networks is upgraded with www oldnew 
 

Where, neww indicates new weight, oldw indicates the previous weight and w indicates change of 

weight in every output. 

The change of weight is calculated as given below: 

1

1 ).1(. errorWT BPPw   

2

2 ).2(. errorWT BPPw                        (4.55) 

n

errorWTk BPnPw ).(.  

Here,  indicates learning rate (0.2 to 0.5).  

Step 6: Repeat the above steps until errorBP acquires minimized 1.0errorBP .  

It is trained to identify and improve the power demand according to the input interval time. 

[147]. The BFOA algorithm optimizes the management of MG based on the network's output. 

Furthermore, PV power demands are evaluated within 24 hours. BFOA is explained in the 

following section. 

4.2.5.2. BFOA FOR OPTIMUM MANAGEMENT OF MG 

BFOA was proposed by Kevin Passino, a new comer to the family of nature inspired algorithm. 

The main idea of this new algorithm is to provide a group foraging technique for E. coli bacteria 

in enhancing multiple-optimal function. Bacteriological study of nutrients is a method of 

maximizing the energy received per unit time. Individual bacteria communicate by sending 

signals to others. A bacterium makes foraging decisions when considering the two previous 

factors. The process, through which bacterium spread by taking small steps, even when searching 

for nutrients, is called chemo taxis. [148]. The main idea of the BFOA is to mimic the chemo 

tactic movement of virtual bacteria at the problem search space. 

P: Dimension of search space, 

S:  Total number of bacteria in the population, 

No: Number of chemo tactic stages, 
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Ns:  Swimming length. 

Nerd:  Number of reproduction steps, 

Ned: Number of elimination-dispersal events, 

Pad:  Elimination-dispersal probability, 

C(I): The size  of stage takes place  in the  random direction specified by the tumble. 

In the foraging model, the study of animals receives nutrients that increase their energy 

consumption E per unit time spent foraging.  Therefore, they tend to increase E / T-like activity 

(or they increase the long-term average energy intake rate). Improving such functionality 

provides additional sources of nutrition and the duration of another significant function (e.g., 

struggling, escaping, breeding, replicating, asleep, or shelter construction).  Shelter construction 

and activities to find friends can sometimes be similar to foraging. Clearly, food search is actual 

different to different species. Plants usually look for food and then eat a lot of requirements. 

Carnivores usually have trouble finding food and then not having to eat it because food is high 

energy. The "environment" establishes the pattern in obtainable nutrients (e.g., nutrients which 

can be obtained by other organisms, such as geological constraints such as rivers and mountains 

and weather patterns) and it places constraints on access to food (e.g., small position of food may 

be separated by large distance). During foraging there can be risks because of predators prey on 

the movable, consequently it necessity running and the physical features of the foraging 

constrains that ability along ultimate success.  Bacterial Foraging Optimizing is described by 

following stages: 

 Chemotaxis 

 Swarming 

 Reproduction and 

 Elimination-Dispersal 
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 CHEMOTAXIS 

This process is simulating the movements in E.coli cell via swamming, tumbling through 

flagella.  Physically an E. coli bacterium moves at two various methods. It can swim in the 

similar direction of a certain time of period or it can tumble that can be switched amid these two 

operating modes of the whole life span. Supposing  lkji ,,1 implies     bacterium in jet 

chemo tactic,      reproducing with lath elimination-dispersal step.  iC
 
Indicates the size of    

stage takes place in random direction specified by the tumble (run length unit).  Then, computing 

chemo taxis movements in bacterial can characterized as: 

     
 

   ii

i
iClkjlkj

T

ii




 ,,,,1                                                                              (4.56) 

Here,  implies a vector for arbitrary path that components lie in [-1, 1]. 

 SWARMING 

An interesting group behavior is experienced of a variety of movable bacterial, includes E.coli 

and S. typhimurium. Here, complex, steady spatial-temporal structures (swarms) develop in 

semisolid nutrient quality.  The set of E.coli cells, located in the middle of the semisolite matrix, 

then connects to it travel ring by transmitting nutrient gradient upwards. The cells are stimulating 

by a large amount of succinate, and an attraction is released into the sperm, which is used to 

group the clusters, so that the focal forms of the clusters use a higher bacterial density. 

 REPRODUCTION 

When each healthy bacterium (which gives a low value of objective function) splits into two 

bacteria and placed in the same place, the minimally healthy bacteria eventually die. This retains 

the swarm size constant. 
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 ELIMINATION AND DISPERSION 

Regular or rapid variations of the local environments wherever a bacterial population exists can 

occur for a number of reasons. Events such as the killing of entire bacteria in a region or the 

isolation of a group can occur. The significant local rise of temperature destroys bacterial group 

that currently exists in an area and focuses more on nutrient degradation. Actions can take place 

in such a way that the entire bacteria in an area is destroyed or a group is discrete to a newly 

location. Eventually, those events spread many types of bacterial from each part of the 

environmental to hot springs along secret environments.  Various bacteria are spontaneously 

excreted with very little possibility to simulate this sensation in BFOA, although new alternatives 

are spontaneously launched at the study site. Removal and disintegration events have the effect 

of destroying the chemical progression, and then there are side effects in the chemical 

development, which can then make the dispersal bacteria almost optimal food sources. From a 

broader perception, deletion with diffusion is the dimensions of long-distance movement at the 

population level. [149]. Here, BFOA is used to provide optimum management of the micro grid 

and to obtain the least generational payment of the micro grid. Inputs are considered in WT 

Power, PV, MT and Battery. The purpose of the proposed method is to reduce cost function. 

Based on the objective  the optimum management procedure is determined. Overall BFOA are 

defined as given below:   

STEP BY STEP PROCES OF BFOA 

Step 1: Initialization 

First, initializing parameters such as S, No, Ns, Nerd, Ned, Pad, C (i), (i = 1, 2, S). First 

parameters are selected. These requirements are met in areas where there may be optimal value. 

The control variables (
i  ) indicates WT, PV, MT along battery power and their constraints are 

initialized. Control variables are arbitrarily generated depending on demand values; also it is 

measured through area of optimum location. After computation of 
i   completed, the value of P 

(level of every participant in the population of S bacteria) is updated automatically as well as the 

termination test is done for maximum number of specified iterations.  
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Step 2: Eliminating Loop 

Eliminating dispersal loop is encountered into i.e. 1 ll  

Step 3: Reproducing Loop 

Reproduction loop is considered to have been improved thru following equation as: 

1 kk  

Step 4:  Chemo taxis loop 

The subsequent equation signifies Chemo taxis upgrading. 1 jj  

(i) For i=  1,  2,….,S  take   chemo  tactic  steps  for  bacterial  „i‟  as given: 

(ii) Computing cost from equation 3.21. 

(iii) Search the optimum cost value. 

(iv) Tumbling: Produce an arbitrary vector   pRi  with every component

  pmim ......2,1,  an arbitrary count of (-1, 1). Here, R implies real number. 

(v) Move let 

     
 

   ii

i
iClkjlkj

T

ii




 ,,,,1 

                                                                 

(4.57) 

The outcomes is stape of size C (i) in a direction of the tumble for bacterium i. 

Computing cost 

The value of micro grid, PV, WT, MT and battery power are calculated. If the cost function is 

low, the next step can be accepted, otherwise move step 3. 

Step 5: Swim 

(i) Let m=0 (counter for swimming distance) 
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While m<Ns 

(ii) Let m=m+1 

Search optimum least cost and computing the function again 

     
 

   ii

i
iClkjlkj

T
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
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 ,,,,1 

                                                                    

(4.58) 

(iii) Calculate the new fitness of the new result 

Move to bacterium (i+1) if i < S 

Step 6: Here, the situation is verified, if j< Nc, go to Step 3. In this step, continue chemo taxis, 

since the life of the bacteria is not over. 

Step 7: Reproduction 

For the given k, l, and every i = 1, 2... S, healthy bacteria can be articulated as follows:

 lkjiJj
cN

j

i

health ,,,
1

1








                                                                                                          

(4.59) 

It is the health of bacterium i. Sort Bacteria along Chemo tratic parameter as C (i) in order of 

ascending cost
i

healthj  . 

Where, rS indicates bacterium with the maximum
i

healthj values die and another rS indicates 

bacteria utilize the optimum values splitting. 

Step 8: 

If ( reNk  ), then move step 2. In this case, the number does not extend the number of 

reproduction steps. 
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Step 9: Eliminating Dispersion 

For i = 1,2, ....., S with probability Ped, it eliminates and disperses each bacterium to a random 

location on the optimization domain.  If dNl  , then go to step 1, else move end. The PV, WT, 

MT, battery power and cost are obtained distinctly. The flow chart of the proposed method is 

presented in Figure 4.5. 

 

Figure 4.5: Flowchart of proposed BFO algorithm 
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4.2.6. RNN AND ALO WITH MICRO GRID FOR OPTIMUM ENERGY 

MANAGEMENT 

Here, the intelligent controlling method for the use of distribution system resources with energy 

management micro-grid is recommended. This method is a combination of Recurrent Neural 

Network (RNN) and Ant Lion Optimizer (ALO). The micro grid connecting system is based on 

PV, WT as well as associated storage system. The recommended method is utilized for managing 

power flows among power sources and grid. It maintains the available renewable energy and grid 

power demand as a grid operator. The power required in the grid operator is provided from the 

constant input of the micro grid. The proposed method is to distribute the entire power 

orientation correctly amid system components. Here, batteries are utilized as an energy source, to 

stabilize and allow the renewable power system units for operating in steady and constant output 

power. A complete analysis of the proposed approach is described in the section below. 

4.2.6.1. RNN FOR LOAD DEMAND 

RNNs differ from fundamental feed forward neural networks in hidden layers. Every RNN 

hidden layer attains inputs not only from its preceding layer but also from initiations of itself for 

preceding inputs. An approximate form of a completely recurrent neural network is a Multi-

Layer Perceptron (MLP), the previous group of hidden unit function that was feeding back as a 

network system using inputs. Every time set indicates the need to discretize time with upgrades 

for beginners [150]. Time measurement can be utilized as a multi-step scale that looks like the 

function of real neurons or to match a given problem for reproduction schemes. A delay unit 

wants to be familiarized with activation in hold till that can administer in next interval time. An 

abbreviated form is displayed in Figure.4.6. The actual RNN utilized for every node in hidden 

layer is related, utilized with the previous activation of each node in hidden layer. Nevertheless, 

for clarity, maximum links are missing from the image [151]. Here, RNN is used to estimate load 

demand. The RNN contains a number of inputs depending on the applications of activation 

function of RNN effects on the neuron output. Here, RNN training using target demand power 

uses standard input interval time of a day, that is, day-to-day demand data depending on 

available WT along PV energy. Trained process is described below: 
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TRAINING STRUCTURE OF RNN 

The training and testing are two phases while the input layer, hidden layer, the context layer and 

output layer are the four layers which cover the RNN, where the 'n' neurons are activated in  

hidden and context layer. [152]. The feedback path has a one-step time delay in that preceding 

output of the hidden layer, is called as the states of the network, are involved in calculating the 

new output values. Topography is similar to the feed forward network; Outputs of individually 

hidden layers are activated as the feedback signals. The formulating graph for an RNN uses the 

voltage as input and the current as output in Figure.4.6. 

 

 

Figure 4.6: Training structure of proposed recurrent neural network 

 

Where, the interval time t indicates input of the network, power demand )(tPWT indicates the 

output of the network. RNN output is supplied to the inverter current controller. Presently, input 

layer to hidden layer weights are calculated as ( nn wwwandwww 2222111211 ,.....,,........,,, ). The random 

weight of recurrent layer and output layer of the neuron are generated as quantified intervals
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 maxmin , ww . The each neuron of the input layer weight is used as unit value. The RNN is 

trained with the help of Back Propagation through Time Delay Algorithm (BPTT) along with 

Bayesian regulation. In this training process, inputs and output are quantified as

     
j

ijji nwnn  . RNN is based on forward as well as backward pass. The Bayesian 

Instruction BPTT algorithm is maintained as given below: 

TRAINING PROCEDURE 

1)  Initialize all the inputs to the input layer along assign its weights.  

2) The forward pass of RNN is designated as given below:  

      

     
j

ijji nwnn      ,     nfn iii                                                                         (4.60) 

Where, i and ijw  indicates the activation state of neuron i  at time n , optimizing weight value. 

The activation function if  depends upon the basis of network input and the context layer inputs.  

 

3) Now, hidden node function is calculated based on activation functions. A unseen node 

activation function determines decision vector through the sigmoid function. 

 

Here, 2,1i  and the RNN output indicates ii fWy 2ˆ   for single output system output weight matrix. 

4) The forward process of back propagation,  the output of every neuron is calculated in the  

backward pass using the following equation 

      nCnfn iiii , 
                                                                                                       (4.61) 

       wijnwnwnn
Cj

ijj

Hj Ij

ijjijji  
 

                                                                (4.62) 

Here, f , H , I , C are indicated activation function of neuron, hidden layer values, input neuron 

values, the values of the neuron that stored in data in the previous network level. Then j

indicates a    neuron input, ij indicates an integer value representing the displacement in 

recurrent linking done over the periods. 
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5)  The back propagation error is decisive as below: 

        
 ˆ t

m                                                                                                                 (4.63) 

The error can be reduced using Bayesian Regularization method.  

6)  Currently, the neural network is trained using the Bayesian regularization method. The 

objective performance is modified by the mean sum of square network errors and weights 

and builds an optimal work network with preferably precise integration. These processes 

involve the Bayesian regularization system, which is based on functionality utilized 

network training as well as the Levenberg-Marquardt Optimization, which improves 

weight and bias values in this process. 

  



N

i

md
N 1

21


                                                                                                 

(4.64) 

7)  Finally, the network weights have been improved. To improve the weights, this 

equation is expanded to the following: 

              wdrB  
               

(4.65) 

Where, 
w indicates the summation of squares of the network weights. Then  ,  are the 

parameters to be optimized in Bayesian structure [153, 154]. The process is repeated until the 

back propagation (BP) error is reduced to minimum value. Optimal networks are efficient at the 

output of the neural network system. The study of the proposed method is defined in the next 

segment. 

4.2.6.2. ALO APPROACH FOR MICRO GRID 

Recently, in 2015 Mirzalili presented a nature inspired algorithm called Ant Lion Optimizer 

(ALO) that can reflect the performance of an ant lion‟s hunting behavior in the nature [155]. The 

ALO has found the best optimum designs for popular classical engineering problems; showing 

that this algorithm has qualified in solving constrained problems with separate search spaces. 

The main inspiration of the ALO derives as the foraging performance of ant lion‟s larvae. Larvae 

phase as well as adult phases contains two important phases in lifespan of ALO. The larval level 

provides inspiration of ALO. Ant lions dig a cone shaped pit in the sand and energy in a round 
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pathway, pitching sand out with jaws. Then the trap larvae dig up and wait for the prayer (ants). 

The trap depends upon starvation level of ant-lion with size of the moon [156]. If the amount of 

hunger or the size of the moon is high, then trap size is more and vice versa. If the pray come 

into cone surface it will simply fall down into it. If the ant lion finds request on the web, it 

catches the request. The ALO has five main functions, namely spontaneous ants, movement trap 

creation, trapping of ants in traps, catching prey and reconstruction of traps. 

OPERATORS OF ALO APPROACH 

The ALO algorithm reflects interactions amid the ant lions along the ants in the trap. To model 

such interactions, ants must moves in the search space and ant lions are allowed to hunt and 

become fitters utilizing traps. Subsequently ant transmits stochastically in nature for searching of 

food; an arbitrary walk is selected for modeling ants‟ movement as follows: 

In the ALO algorithm, an ant lion with the ant matrices are arbitrarily initialized utilizing the 

function A. For each iteration the function B is upgraded the location of every ant on the selected 

antlion.The range of position of updates is defined in proportion to the current number of 

iteration. Two random walks reach the upgrade selecting ant lion as well as elite. When all ants 

are arbitrarily walks, they are assessed by the fitness function. If any one of the ants is fitter than 

the other ant lions, their positions will be considered a new post for ant lions in the next iteration. 

Optimum Ant Lion are likened with Optimal Ant Lion (Elite) can be replaced if required. These 

phases are recurring until the function C becomes invalid. Here, the proposed ALO can assess 

the global optimizing for improving issues for the following reasons:  

 Exploration of the search space is accessed by the random selection of ant lions and 

random movements of ants around them. 

  Adaptive shrinking boundaries of ant lion traps ensure the exploitation of search space. 

 It is more likely to resolve local optimum stagnation with the use of random walks and 

the roulette wheel.  

 ALO is a population-based algorithm, consequently local optimum avoidance are 

essentially high.  

 The strength of movement of the ants decreases adaptively during course of iterations, 

which is guaranteed convergence in ALO.  
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 Calculates random walks in each ant, each dimension inspires diversity in the 

populations.  

 An ant lions relocating of optimum ants through optimizing, thus the promising search 

spaces are stored.  

 Ant lions guide ants to promising regions of search space. The optimum ant lion in every 

iteration is stored and compared to the best ant lion obtained up to now (elite).  

 The ALO algorithm has very few parameters to adjust.  

 ALO is a gradient-free algorithm and considers problem as a black box [157]. 

Here, ALO algorithm is utilized to provide the optimum management of micro grid as well as 

receiving the minimal generating cost of micro grid. The inputs are considered as the WT, PV, 

MT as well as battery power. The proposed method is for minimizing cost according to the 

objective function. Depending on the objective, the optimum management process is determined. 

The important steps in ALO are to evaluate TCSC volume. Firstly, WT, PV, MT and battery 

power are utilized to initialize in the ALO.  The random position of ants stored in matrix
antM . 
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(4.66) 

nmA ,  
implies the value of     variable (dimension) of the     ant, n= number of ants (population 

size).  

Then, calculate the fitness function of the ants, by utilizing the following equation as below:  

  XFFi min
                                                                                                               

(4.67) 

Fitness of all the ants is stored in the matrix 
OAM in terms of objective function f. 
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(4.68) 
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Then, the location as well as fitness of ant lion are represented as matrices 
AntlionM , 

OALM

respectively. 
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Utilizing the fitness function, the ant lions fitness is assessed. Then the arbitrary movements of 

ants are arbitrarily moves to search the food. A random movement of ant is specified by: 

 

           12,.......,12,12,0 21  ntrcumsumtrcumsumtrcumsumtX                                (4.71) 

 

Here, cumsum indicates cumulative sum, n=maximal number of ants, t= step of random walk 

(iteration): 
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tr                                                                                                           (4.72) 

 

The rand implies a random number created to utilize uniformly distribution as [0, 1]. For 

restricting random movement in the search space, normalizing form is utilized, that is based upon 

minimum–maximum normalization. Location of ant is upgraded with equation as below: 
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Here
ma and 

mb are minimum and maximum of random walk of ants and t

mc , t

md indicates 

minimum and maximum     variable at     iteration. 

Trapping of ants 

 Mathematic expression of the trapping of ants to the ant lion‟s pits are expressed as below: 
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(4.74) 
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n

t

m dlionAntd                                                                                                              (4.75) 

Construction of trap 

Here, the fittest ant lion is chosen by roulette wheel model. Ant sliding towards ant lion, sliding 

of ants into pits is given as 
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I 10 , t implies the current iteration and S implies maximal count of iteration, w implies 

constant whose values are: 
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Catching the pray and reconstructing procedure of pit 
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While, the ant reaches the bottom of the pit, the ant lion catches the ant. After that, ant has to 

update the position to catch new prey.  

 

   t

j
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m

t

m

t

n AntlionfAntfifAntAntlion   

Elitism 

This is employed to hold the optimum solutions of every stage. Optimum ant lion preserved as 

elite that is the fittest ant lion. Elite affects the ant lion at all levels (random movement). Every 

ant is assumed to associate with an ant lion by Roulette wheel and elite which is given by 

equation. 

 

2

t

B

t

At RR
Ant


                                                                                                                         (4.79) 

Where, 
AR and 

BR  indicates the random walk around the selected ant lion by roulette wheel and 

random walk around elite in    iteration respectively. After completion of the above procedure, 

the optimum outcomes is acquired through the objective function. The procedure is repeated 

until reaches the maximal iteration. Figure 4.7 depicts the flowchart of the anticipated method.  

The pseudo code for ALO delineated as below.  

 

 

Figure 4.7: Flowchart of ALO algorithm  
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Pseudo code of ALO method 

Initialize first populance of ants, ant lions randomly 

Compute fitness of ants, ant lions 

Choose optimum ant lions and consider as the elite (determined optimum) 

While not fulfilled the end criterion  

 For each ant 

  Choose ant lion utilizing Roulette wheel 

  Upgrading c, d utilizing equations 

  Generate a random walk as well as normalize it utilizing equations 

  Upgrading the ants position utilizing equations 

 End for 

Compute fitness of all ants 

Exchange an ant lion utilize its corresponding if it becomes fitter 

Upgrading elite if ant lion develops fitter than elite 

Finish while 

Return elite 

 

4.2.7. PROPOSED METHODS OF ANFIS AND SSO 

4.2.7.1. TRACKING OF LOAD DEMAND USING ANFIS    

Here, it presents the Adaptive Neuro-Fuzzy Inference System (ANFIS) technique. ANFIS is an 

artificial intelligence strategy combination of artificial neural network as well as fuzzy system 

[158]. ANFIS has the five layers. Every layer comprises various nodes in
 
the function of node; 

(1) Fuzzy process (2) Fuzzy of the previous part of fuzzy rules; (3) Normalization of 

membership functions; (4) Consequent part of the fuzzy rules; (5) network output. For deciding 

fuzzy inference system parameters on ANFIS construction of hybrid Sugeno training algorithm 

is used. This training algorithm combines the least squares technique and back propagation 
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gradient descent algorithm to generate and train a set of parameters of membership function of 

the fuzzy inference system.  

 

a) Fuzzification layer  

First stage is utilizing the fuzzy rule, determination of input variables as well as fuzzification. 

Every node of i indicates node at adaptive and the functions of the nodes are described in this 

layer:   

                                                                                                           (4.80) 

Here, implies input to the ith node as well as  implies a fuzzy set associated with this node. 

Therefore, membership grade of fuzzy sets indicates  and it specifies the degree to 

which the given input  satisfies the quantifier A.  

b) Rule layer 

It determines thru “M” indicates circle node. The output of this layer is represented by this 

equation:  

                                                                            (4.81) 

Every T-norm operator can perform the fuzzy AND operation in this layer. 

c) Normalization layer 

Here, every node implies “N”. The output of the node in this layer implies , also, it is 

calculated as below: 

                                                                  (4.82) 

d) De-fuzzification layer 

In this layer, each node „i‟ is adapted to the node function.  

                                                      (4.83) 

Here, as well as  is the parameter set of the     node. 
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(e) Output layer 

It is declared in „„S‟‟. Here, ANFIS output is equal to the output of the single node in this layer.
 

                                                                  (4.84) 

Here, an adaptive network is functionally equivalent to a Sugeno-type fuzzy inference system. 

The membership functions and the fuzzy rules of ANFIS are acquired from a large lot of exciting 

data instead of experience. This network consists of triangular shape membership function for 

every input variable. Once the network training process is completed, the network is trained well 

for identifying the load demand depending upon the input time interval. The advanced Salp 

Swam Optimization (ASOA) method optimizes the management of micro grid based on the 

output network of ANFIS. 

4.2.7.2. OPTIMUM MANAGEMENT OF MG BY SSO 

The SSO approach is employed in the second level of the load prediction in Figure.4.9 as 

according to the proposed algorithm. The swarming behavior of salp (SSO) is proposed by 

Mirjalili [159]. In the proposed algorithm, the main objective function is the minimization of the 

cost function. The optimal management of MG is determined based on the objective function. 

The procedure of SSO algorithm is depicted as the following: 

Step 1: Initialization 

Initializing the constraints and the control variables are WT, PV, MT and battery power. Control 

variables are randomly generated depending upon the demand. The population  is initialized 

as follows:   
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Step 2: Fitness Evaluation 

The salp fitness is evaluated depending on objective values. The evaluation of  is determined 

by: 

          (4.86) 

Here,  indicates cost function.  

Step 3: Updation 

In ASOA, the vital parameter coefficient implies . The coefficient is upgraded utilizing the 

below expression  

           (4.87) 

Here, the current iteration is  and maximum number of iteration is . 

Step 4: Position of leading salp 

Each dimension and the position of the leader is being updated, thereby utilizing the source of 

food 

       (4.88) 

Here, represents the position of the first salp in     dimension, is the position of the food 

source in the     dimension, indicates the upper bound of     dimension, indicates lower 

bound of     dimension. , , are the random numbers in uniformly generated in the interval 

of  [0, 1].  
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Figure 4.8: Flowchart of the proposed ANFASO approach 
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Step 5: Salp follower Position  

Here, the position of the salp followers is updated in the following expression, 

        (4.89)
 

Here, the position of i
th

 follower salp in dimension of j
th 

indicates . The chain of salp may be 

simulated with the equations 4.88 and 4.89. 

Step 6: Termination   

Utilizing the objective function the optimum outcomes is obtained when the above process is 

completed. Until the satisfaction of an end criterion, all the above steps are iteratively executed 

except the initialization process.  

4.2.8. OPTIMAL ENERGY MANAGEMENT USING RFCRO 

Here, it describes an energy management strategy (EMS) based on an effective hybrid method 

for grid connected micro grid. The main objective of RFCRO is to reduce operating electricity 

cost and increasing the power flow amid source and load subject to power constraints. The 

RFCRO consolidated Random Forest (RF) and Coral Reefs Optimization (CRO) i.e. RFCRO. 

RF is a process of learning a newly with group machine [160,161]. CRO is optimization 

algorithm depend on the performance of true coral reef. Here, the CRO is used to improve the 

fundamental arrangements as well as connect the pursuit room to a greater level. CRO is 

pervasiveness in non-linear structures that require high accuracy for inserting and expanding 

arbitrary data. The RF is continuously tracking necessary demand load of the grid connected 

micro grid. CRO is optimizing the micro grid with perfect combination of MG along with the 

expected requirement of load demand. The goal of the proposed method is described by the grid 

connected MG system involve fuel cost, hourly grid power and operation along with 

maintenance cost. The limitations are RESs energy sources accessibility, power request along 

with storage element. Batteries are utilized as an energy source to stabilize as well as the 

renewable power system continues to operate in stable and provide stable output [162-164]. 
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 4.2.8.1. LOAD DEMAND PREDICTION USING RFA 

The random forest algorithm (RFA) is a learning process for machine novels and ensembles. 

RFA constantly monitors the essential load requirement of the MG connected to the grid. Using 

this control system system parameter changes and internal conflicts are minimized and load 

requirements are optimized. RFA uses the same function of active and reactive power variation 

to define input signals. Every tree in the forest is the highest tree, and the custom of cutting down 

by extra dimension is not used. The RFA optimum predicted the demand load based on the 

historic data sets in the proposed method. The following step by step RFA process is given 

below:  

Step 1: At RFA assume input (training set) is )(tx  and output Z  implies training group (that is.

),,( WTPVl PPPZ ).                                                                                                                      (4.90) 

Here, lP
 
implies the power demand, PVP  implies the generated PV power and WTP implies the 

generated WT power.  

Step 2: RFA generates integrated decision trees of classification system. Firstly, Y count of trees 

in forest is considered as decision tree, it creates  )(),(),( 21 txtxtxY n  a combnation is called 

bootstrap samples.  

Step 3: RFA trains depending on input with output target. Several input variables are accepted 

when creating output through each tree. Depending on the maximal vote, the last optimum 

outcomes are attained.      

Step 4: Assessing input variables is characterized by predicting the importance of random 

decision forest (RDFs). The variance is realized when connecting an error prediction using the 

data term out-of-stock. The out of bag (OOB) target error are pre-planned as given below: 

)()( outRDFtarRDF

error ZZOOB 
        

(4.91)
 

Various data sets are managed through every illustration to enhance RDF. The count of 

differences is randomly chosen in entire node for generating binary rules. RMSE is generated in 

the tree for predicting optimal split, RMSE errors is compared with OOB data.     
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Step 5: The value is dignified to reduce the correctness of estimate. These errors are close to the 

forest by the time they are fitted and every data error is calculated in the bag. Then, every data is 

calculated after the variation of the error that was not previously in the bag and after the 

combination of all the trees. The significance of variable is expressed in the following equation 

as below:     
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(4.92)

 

Where, 
)(trc indicates out of bag trail specimen to particular tree, tr indicates number of tree, T

presents total amount of tree, )(tr

aC , )(

,

tr

zaC   presents the forecasted class for every specimen of trail 

aX , ba ,  indicates sample value represent the amount of trail specimens per tree exit as well as 

amount of trail specimens per tree at forest. The outcomes of unsatisfied demand loads are 

predicted as training data set, the detecting requirement of unsatisfied load eliminated as well as 

restored. RFA is the optimal training for forecasting load demand and generated power of PV, 

WT are depends on the input interval duration.  

4.2.8.2. CRO FOR ENERGY MANAGEMENT 

The coral reefs optimization (CRO) is an evolutionary type search and optimization algorithm in 

terms of the process behavior, which occurs in coral reef. R is R1 reef depicted via R2 grid, 

where each R position (ij) may assign a coral or a coral colony (    . i.e. temptative solutions for 

the current problem of optimization. The base CRO uses some arbitrary R positions first 

arbitrary corals, separating some other spaces ("with holes"). These reef holes are accessible to 

host fresh corals, which can settle and grow freely in subsequent algorithm stages. At the 

beginning of the procedure between the free / employed positions in R indicates the parameter of 

the CRO. Figure 4.10 portrays the flow chart of the CRO. The following step by step CRO 

method displayed below: 

Step 1:  Initialization 

The coral reefs optimization (CRO) is the complete of P coral in reef, each of which is a 

tempting response to the issue. The number of free locations at initializing coral reef is noted 
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through user at original version of CRO. The initialization in CRO comprises of generating N 

random time series segmentations ((m − 1) 1s is randomly selected and remainder is 0 second.  

Then, the corals that verify their fitness is given below: 

)1,( 111 fi Sff 
           

(4.93)
 

Step 2: Random Generation 

Randomly generate the PI controller gain parameters such as: 
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(4.94) 

Step 3: Fitness Function 

Here, the perception of the current and energy parameter difference, the fitness function is well 

defined for restricting the error. The fitness function is shown in the equation below: 

)(MinFFi                                                                                                                           (4.95) 

Step 4: Asexual Reproduction                                                                                                                   

Asexual reproduction is an actual helpful coral reef mechanism. There are two kinds of 

procedures of asexual reproduction. The first is called fragmentation, and external agents are 

accountable for it. Another  one  is  budding,  which  is  precise valuable to  produce  newly reefs  

on  extra  parts.  To fragment, collection of selected corals created through those whose satisfies 

the value of fitness.  

)( 1,fjjij Sff 
          

(4.96) 

Step 5: Larvae Settlement 

The newly people (larvae) attempt to settle down and develop in the reef once the asexual along 

sexual reproductions are executed.  An arbitrary reef position is selected in every larva. The 
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larvae are employed on straight of coral reef and the position is empty. But, if another coral 

occupies the place, the larva will only be resolved if its situation. 

The process is repeated until two attempts if the individual is not recognized in the coral. 

Step 6: Depredation 

The approach eliminates the number of individuals whose fitness function verified once the 

settlement is created:  

]2[ fjij Sff 
           

(4.97) 

 

                                          Figure 4.9: Flow chart of proposed technique 

4.2.9. RBFNN AND SSA TECHNIQUES 

4.2.9.1. AI BASED LOAD DEMAND PREDICTION 

Artificial intelligence method is Radial Basis Function Neural Network (RBFNN). It is used to 

generate multiple and nonlinear maps [165]. The learning algorithm for RBFNN is associated for 

linear problem solution, unlike error back propagation. The fastest process is defined as network 
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training. The learning algorithm incorporates linear issue solution is one of the optimal 

advantages of the RBF network. However, since basic functions are not linear, complex 

nonlinear maps can be created by the network. The historic data sets are trained by the network 

that already needs the annual database. The variation of the requirement to every hour specifies 

the input dataset that RBFNN network has been trained on. That why it generates the optimal 

demand load output per hour. The stages of RBFNN are given as follows: 

(A) THE STEPS OF RBFNN  

Step 1: Firstly, input vector indicates time interval and output indicates power demand. 

Step 2: When, the initialization process are complete, randomly initialize the parameters of 

system's input. 
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        (4.98) 

Where dp implies power demand. 

Step 3: Calculate fitness by minimizing error function. 

   DD dteError
2

1
,                                              (4.99) 

Here, Dd represents requirement of desired output, Dt indicates the need for target output. 

Step 4: Gaussian activation function (GAF) for RBFNN specified with RBFNN output is 

obtained.   
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Where pz indicates     input sample,  signifies GAF. 
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Here,h implies number of nodes in hidden layer. Figure 4.10 portrays RBFNN process. 
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Figure 4.10: Procedure of RBFNN 

 

4.2.9.2. SQUIRREL SEARCH ALGORITHM (SSA) BASED MG COMBINATION 

OPTIMIZATION 

In light of the load requirement, the MG system is optimized in this section using SSA [166]. 

Multiple objective functions are required to enhance the system structure of MG, which is linked 

to the fuel at low cost. In SSA, the combination of micro grid connected systems is considered as 

the output and the load requirement as input. The SSA is a very simple as well as powerful 

nature-inspired searching algorithm developed in the issues of non-restricted numerical 

optimization. Using this dynamic foraging behavior simulates southern flying squirrels. This 

approach indicates gliding is an efficient path for locomotion. All features of food search is 

totally illuminated in this approach. MG-linked system structure upgrading stages are rapidly and 

clearly understood. 

4.2.9.2.1. LAYERS OF SSA ALGORITHM  

Layer 1: Initialization 

Firstly, load demand and micro grid related systems like PV, WT, MT, cost functions with their 

generation limit as input. 

Layer 2: Random Generation 

It produces approximately n number of Flying Squirrels (FSs) in the forest along with vector     

represents location of the flying squirrel. All flying squirrel locations can be articulated as,  

    

[
 
 
 
            

            

       

       

  
            

  
       ]

 
 
 

        (4.102) 

Where, jifly , specifies     dimension of     flying squirrel. At the forest, to assign every flying 

squirrel initial location is utilized by uniform distribution.  
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   luli flyflyUflyfly  1,0
         

(4.103) 

Here, lfly and ufly implies the lower and upper bounds on     imension of     FSs,  1,0U  stands 

for uniformly distributed [0, 1] random number. 

Layer 3: Fitness Function 

The multi-objective fitness function is given below to find the fitness in every flying squirrel 

 ACSMinF                                                                                                                          (4.104) 

Here, ACS represents the annual cost of micro grid connected system.                                          

Layer 4: Declaration of Sorting and Random selection 

The arrays are stored in ascending order and the fitness values of every flying squirrel are stored. 

Flying squirrels are reported in lesser fitness values on hickory nut tree. Consider the optimal 

flying squirrel of the acorn nut trees can move near hickory nut tree. The rest of the FSs  are 

predicted to in the normal tree. Some squirrels move forward with the hickory nut tree, which is 

predictable to see day-to-day food needs. The remaining squirrels can see the day-to-day energy 

needs of the acorn nut trees. The behavior of flying squirrel is modeled through utilizing a 

location-updating mechanism with predator presence probability ( dpp ). 

Layer 5: Generation of New Location 

Three scenarios may occur when a flying squirrels is looking for dynamic foraging. It was 

considered a lack of predator in all situations; flying squirrels glides proficiently and search the 

whole forest of their favorite food. Otherwise, if it has predator, the flying squirrel will searching 

the neighborhood with a small random walk. The behavior of the dynamic forging method is 

consists of three types of cases, that are mentioned from the reference (Jain et al., 2018) [166]. 

Layer 6: Gliding Aerodynamics  

By gliding the stability on every lift sum (L), using the drag sum (D), the resulting (R) force 

generated so that the sum and the directional weight of the FSs are equal and opposite, then the 

gliding mechanism of flying squirrel has been illustrated. The estimated gliding distance Gd  is 

obtained as: 
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                                (4.105) 

Here mhG 8  that is in height loss happened then gliding. 
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Layer 7: Condition of Seasonal Monitoring  

This is defined as to ensure that there are locally optimized solutions in the SSA.To check 

condition of seasonal monitoring which is cs < mins . And the equation is: 

  5.2/
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10
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s
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

        

                        (4.106) 

Here cs indicates seasonal constant, mins  indicates low seasonal constant value t , mt and 

represents present and high iterative values. mins Value affects the ability of exploration as well 

as exploitation. Big value on mins  support exploration and small value on mins  enhance 

exploitation ability. The gliding constant is utilized due to certain functions. If the seasonal 

monitoring condition is found to be true, the flight squirrel migration can transformed.  

 

4.3. SUMMARY 

This chapter suggested a hybrid ABC strategy and the IABC based modeling and management of 

Micro grid System (MG). The ABC algorithm is designed in two phases based on objective 

functions. The initial phase of ABC demonstrates that MG's optimal configuration at low fuel 

costs. The hybrid approaches are CS-BAT algorithm and ANN-BFOA technique.  The purpose 

of SOGSNN is to reduce the production cost and make better use of RES. The micro grid 

associated system depends on the PV, WT, MT, DG, battery power. The specific proposed 

process with the BAT algorithm present the advantage of CS facility and there is certain 

simplicity in making a quick trip to a location immediately where the offer price already have 

been identified. The purpose of proposed system is to reduce the charge of production along 

make better use of renewable energy resources. To achieve the intention function, the DR is 

assessed using RNN that provides information about the client's reply and period. The DR 

controls are disclosed in conjunction with other consumer information, and excess electricity 

generated is designed to yield the lowest entire cost of production as well as lowest market 

settlement price. The purpose of the SOGSNN method is to reduce fuel costs, reduce emissions 
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and operating with maintenance costs, also makes optimal use of RES. The control operations 

have been added to the optimization issue to reveal few another considerations that are mostly 

found in the smaller generation scheme. The RFCRO method is used to improve productivity, 

accuracy and uncertainty quality in search likened to existing methods. 
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5.1. GENERAL 

The simulation result and discussion with renewable energy sources with proposed and existing 

method is presented. Here the results are tested in MATLAB / Simulink platform which gives 

better outcome compared to existing method. Also several test cases were considered. The 

comparative output demonstrates that proposed system is used to identify optimal bidding 

parameters, which is the most effective technique while meeting the load requirement at the 

lowest energy sources, and it is more efficient than existing techniques. 

5.2. CONSIDERED CASES 

Here, the optimal results obtained by the corresponding optimization algorithms for every case 

study have been presented in details. The presented results have also been compared with other 

state-of-the-art meta-heuristic algorithms to check the effectiveness and superiority of the 

proposed algorithm. Along with this comparative study, the results have also been statistically 

tested to prove their robustness.  

5.2.1. CASE STUDY-1 

(A) HYBRID OPTIMIZING ALGORITHM FOR MODELING AND MANAGEMENT 

OF MIRO GRID CONNECTED SYSTEM 

The MG construction consists a group of radial feeders along point of common coupling, i.e., 

PCC. The feeders are connected to sensitive and non-sensitive loads. Furthermore, the feeder has 

micro sources like WT, PV, DG, FC and MT.  For DG, FC & MT, the fuels were needed for 

generating power but for WT and PV, the fuel comes from environment with no cost. The 

proposed method is executed on MATLAB/ Simulink platforms shown in Fig 5.1(a) and the data 

of PV and WT power are extracted from Fig 5.1(b) [96]. The numerical outcomes of the 

proposed method are compared to existing methods, that is, online micro grid management, ABC 

that is useful to recognize the proficiency of the proposed method. Overall operational with 

maintenance cost is examined to certain demand load, viz 4 kW up to 14 kW. Table 5.1 tabulates 
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the MG ratings and emission factors. The ABC approach with proposed method is allowed as of 

100 numbers of iterations and 20 numbers of bees. It takes7.89 sec for the ABC for completing 

maximal iteration, and then it takes 6.94 sec only for the proposed method. The acquired 

outcomes are mentioned in the range of power generation including entire cost of the micro grid 

sources in several power requirements. Table 5.2(a) represents 24 hour wind and solar data and 

Table 5.2(b) represents the full load demand along with PV & WT power in 24 hour. Table 5.3 

displays overall cost of power generation for micro grid under online optimum management 

(OM) of micro grid, ABC and proposed method. Here, the online management of micro grid and 

ABC attains huge amount of the total cost of the full range of load demand variations that is 

comparable high with respect to the proposed approach. The optimum formation of micro grid 

with a minimal cost is chosen as demand load basis for an hour, since the system load 

requirement varied in all situations. The micro grid sources allocation are depending on demand 

load, cost and emission. Figure 5.2 displays the load demand for every single hour per time, and 

then the related power demand remains as PV, WT which is plotted against time. The demand 

load is fulfilled utilizing accurate formation of micro grid sources. All the parameter‟s data of 

PV, WT, FC and DG given in Table 5.7. 

 

Figure 5.1(a): MATLAB/Simulink diagram of proposed system 
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Figure 5.1(b): PV and WT power [96] 

 

Table 5.1: Micro grid Sources Ratings and Emission Factors [73] 

 

MG sources 

Emission factors/(   

   ) 

Externality costs ($/kg) Ratings/kW 

NOx SO2 CO2 NOx SO2 CO2 Min Max 

FC 0.04 0.007 1.079 For FC, MT & DG 1 4 

MT 0.04 0.009 1.597 4.2 0.99 0.014 1 4 

DG 21.9 0.455 1.433    1 5.7 

d1 e1 f1 

0.4333 0.2333 0.0074 
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Table 5.2: Micro grid load demand with PV & WT power 

Time (hr.) Load demand (kW) PV Power (kW) WT Power (kW) 

 

1 3.9072 0.0631 2.8923 
2 3.9072 0.0355 4.2461 
3 3.9072 0.0510 3.2615 
4 5.0810 0.0241 3.8461 
5 5.5938 0.0420 3.0769 
6 9.3762 0.0687 4.5538 
7 9.3762 0.9130 0.8000 
8 11.1521 3.8801 2.9538 
9 11.1521 3.9534 2.0615 

10 11.1521 5.3813 0.2461 
11 11.1521 5.4774 0.6153 
12 12.0415 5.6435 2.4000 
13 12.0415 5.8129 2.6153 
14 12.0415 5.6770 6.5538 
15 12.0415 6.0144 7.7538 
16 5.1947 5.8163 7.7846 
17 11.1521 5.6104 5.2615 
18 9.3762 5.0086 7.7846 
19 11.1521 4.2409 4.3076 
20 10.0593 2.5171 2.8307 
21 13.0139 0.0923 1.7230 
22 13.0139 0.0726 1.1692 
23 10.0593 0.0783 3.4461 
24 12.3504 0.0924 2.1539 
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Table 5.3: Selection of power generators of Micro grid for various methods 

 

Demand Load 

/kW 

 

FC/kW 

 

MT/kW 

 

DG/kW 

Total cost/($   ) 

 

OM 

 

ABC 

Hybrid 

Method 

3.9 0.00 3.90 0.00 0.8382 0.8260 0.7935 

4.5 0.50 4.00 0.00 1.0043 1.0004 0.8905 

5.5 1.50 4.00 0.00 1.2268 1.2021 1.1106 

6.7 2.70 4.00 0.00 1.4941 1.3540 1.3323 

8.3 4.00 4.00 0.30 2.5116 2.1024 2.1024 

9.6 4.00 4.00 1.60 2.9082 2.8171 2.7135 

10.8 4.00 4.00 2.80 3.2747 3.1142 3.0175 

12.3 4.00 4.00 4.30 3.7334 3.6260 3.3221 

13.5 4.00 4.00 5.50 4.1007 4.2354 3.9308 
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Figure. 5.2: Load of hours  

 

 

Figure. 5.3: Curves of MG power for hours 
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Figure. 5.4: Hourly fuel cost for OM technique 

 

Figure. 5.5: Hourly fuel cost for ABC technique 
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Figure 5.6: Hourly fuel cost for proposed technique 

 

Figure 5.7: Overall cost for various methods  
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Figure 5.8: Convergence of cost and emission by the proposed method 

 

Figure 5.3 represents the optimum configuration of micro grid sources like Diesel Generator 

(DG), FC, MT and battery storage in 24 hours. The cost of operation as well as maintenance cost 

of the MG is taken into consideration as it has an effect from various methods like online 

optimum management of the micro grid, ABC as well as proposed method. Figure 5.4 signifies 

the fuel cost of online management of MG, which is the fuel cost function in each hour. The 

selection of the generated power of micro grid sources depends upon the demand load. Also the 

fuel cost of ABC is accessible in Figure. 5.5. Figure. 5.6 signify the fuel cost of proposed 

method. In Figure. 5.5 and 5.6, it is perceives the proposed method is optimum manages demand 

load through select optimum of the generating power in micro grid on least cost. Utilizing 

minimal fuel cost, the operation as well as maintenance cost or entire cost of the selecting micro 

grid is examined in Figure. 5.7. In Figure 5.8, the convergence of cost with emission is 

explained. The proposed hybrid method is compared with ABC approach. Lastly, overall cost 

evaluation is proved and the proposed hybrid method is effective for managing micro grid in the 

require demand utilize reduce cost as well as emission. 
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(B) MODELING AND MANAGING OF MICRO GRID CONNECTING SYSTEM 

UTILIZING IABC 

The MG construction consists of a group of radial feeders along point of common coupling, i.e., 

PCC. The feeders are connected to sensitive and non-sensitive loads. Furthermore, the feeder has 

micro sources like WT, PV, DG, FC and MT.  For DG, FC & MT, the fuels were needed for 

generating power but for WT and PV, the fuel comes from environment with no cost. The IABC 

is performed on MATLAB/Simulink platform. Here, demand load is worked out by PV, WT as 

well as battery sources. The load demand which determines through chosen optimum 

conformation of micro grid sources utilizing different techniques as IABC, ABC and ABC–

ABC. The system is verified and shown below through several demand load curve, that is, the 

load demand graph   varies from 4 kW up to 14 kW and the generating capability of micro grid 

sources, corresponding emission factors are defined in Table 5.3. MATLAB model of the micro 

grid construction utilizing IABC is depicted in Figure. 5.9. The formation is utilized to design 

micro grid along with overall cost, that is, fuel, emission and operational & maintenance cost 

which is to be determine as per the cost factors. The IABC is allowed in 100 iterations along 20 

bees. It consumes lesser computing time, that is, 5.95s, while ABC computing time is7.89s, 

ABC–ABC computing time is 6.94s. The randomized day-to-day demand load is presumed as 

demonstrated in Figure. 5.10 by proposed method. The randomized day-to-day demand load 

required demand load value is varied as of 4kW up to 14 kW. It depicts that essential demand 

load is mainly resolved utilizing renewable energy sources viz PVas well as WT. The balancing 

demand load is meeting up in rest micro grid sources like MT, FC and DG. An optimal 

arrangement of micro grid to satisfy the remaining demand load at each period is portrayed in 

Figure 5.11. The 24 hour demand load is resolved by utilizing OM method that assembles the 

MT, FC and DG according to demand load. Cost of fuel utilizing OM is illustrated using Figure 

5.12 where fuel cost of each time is calculated. The related demand load is applied for both the 

ABC as well as ABC–ABC, which is assembling micro grid model. 
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(a) 

 

(b) 

Figure 5.9: (a) Structure of the Micro grid using proposed method (b) Structure of subsystem  
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Figure 5.10: Load demand for hours 

 

Figure 5.11: Micro grid power for hours 
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Figure 5.12: Fuel cost using OM method 

 

Figure 5.13: Fuel cost utilizing ABC method 



138 
 

 

Figure 5.14:  Fuel cost utilizing ABC–ABC method 

 

Figure 5.15: Fuel cost utilizing proposed method 
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Figure 5.16: Total cost comparison  

 

 

Figure 5.17: Convergence of cost and emission with proposed method  
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Table 5.4: Selection of optimum MG combination utilizing various methods 

 

Demand 

Load/kW 

 

FC/kW 

 

MT/kW 

 

DG/kW 

Overall cost/($   ) 

 

OM 

 

ABC 

ABC- 

ABC 

IABC 

3.5 0.00 3.50 0.00 0.7648 0.7507 0.6511 0.5758 

4.5 0.50 4.00 0.00 1.0212 1.0001 0.9231 0.8895 

5.5 1.50 4.00 0.00 1.2477 1.2218 1.1287 1.1218 

6.7 2.70 4.00 0.00 1.5194 1.4878 1.3822 1.3754 

8.3 4.00 4.00 0.30 2.5541 2.5002 2.4086 1.9391 

9.6 4.00 4.00 1.60 2.9575 2.8951 2.8623 2.2458 

10.8 4.00 4.00 2.80 3.3303 3.2601 3.0571 2.5295 

12.3 4.00 4.00 4.30 3.7967 3.7168 3.6235 2.8864 

13.5 4.00 4.00 5.50 4.2703 4.1825 3.9690 3.7716 
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Table 5.5: Statistical comparison of Micro grid management after 100 iterations 

 

Load 

demand

/kW 

MEAN MEDIAN STANDARAD 

DEVIATION 

MAXIMUM 

 

S1 

 

S2 

 

S3 

 

S1 

 

S2 

 

S3 

 

S1 

 

S2 

 

S3 

 

S1 

 

S2 

 

S3 

3.5 0.802 0.65

4 

0.58

6 

0.80

1 

0.68

5 

0.58

6 

0.02

8 

0.01

7 

0.00

6 

0.84

8 

0.71

1 

0.59

5 

4.5 1.053 0.98

2 

0.89

9 

1.05

7 

0.95

2 

0.89

9 

0.02

9 

0.01

8 

0.00

6 

1.09

9 

0.98

8 

0.91

1 

5.5 1.271 1.17

2 

1.12

9 

1.27

4 

1.17

4 

1.15

9 

0.02

6 

0.02

5 

0.02

0 

1.32

1 

1.21

3 

1.19

9 

6.7 1.553 1.40

6 

1.38

2 

1.55

4 

1.40

7 

1.38

3 

0.03

0 

0.01

4 

0.00

4 

1.59

9 

1.43

0 

1.38

9 

8.3 2.588 2.43

8 

1.97

0 

2.59

2 

2.43

6 

1.97

0 

0.04

6 

0.01

8 

0.01

7 

2.65

8 

2.46

8 

2.00

1 

9.6 2.948 2.88

0 

2.26

1 

2.94

4 

2.88

0 

2.26

2 

0.02

7 

0.01

0 

0.00

9 

3.00

1 

2.89

9 

2.27

1 

10.8 3.334 3.13

4 

2.61

2 

3.33

5 

3.14

1 

2.61

8 

0.03

7 

0.04

6 

0.04

4 

3.39

8 

3.21

3 

2.68

4 

12.3 3.818 3.66

5 

2.90

9 

3.81

9 

3.66

5 

2.90

8 

0.05

8 

0.02

4 

0.01

1 

3.90

9 

3.70

9 

2.92

9 

13.5 4.221 4.04

4 

3.85

6 

4.22

0 

4.04

1 

3.83

0 

0.02

2 

0.04

5 

0.02

8 

4.25

6 

4.13

1 

3.87

1 

Here S1, S2, S3 are the solution techniques such as ABC, ABC-ABC and IABC. 



142 
 

Table 5.6: Performance comparison of the various methods 

Methods Bc Wc CAP 

OM 0.7648 4.1703 4.44 

ABC 0.7507 4.0825 4.56 

ABC–ABC 0.6511 3.9690 5.08 

IABC 0.5758 3.7716 5.53 

Here, Bc: Best cost, Wc: Worst cost & CAP: Cost accuracy percentage. 

ABC, ABC–ABC based MG optimum formation fuel charges is designated in Figure 5.13 and 

Figure 5.14 respectively. The fuel charge for the optimum configuration of micro grid 

combination at 24 hour demand load utilizing proposed method is shown in Figure 5.15. Here, 

the micro grid model combination is designated to the cost factors since the micro grid of low 

cost priority for solving the demand load through arranging of MT, FC and DG. Optimum 

formation of micro grid method have chosen utilizing fitness functions such as entire cost, that 

is, the cost of fuel, emission, operation as well as maintenance cost. The overall cost attains by 

using several methods are compared in Figure 5.16. It depicts the proposed method which is 

having less the total cost, on comparison to the other methods. In Figure 5.17, the convergence of 

cost with emission is explained. The optimum formation of micro grid combination and the 

corresponding overall cost utilizing various methods are designated in Table 5.4. The first order 

of statistics measures like Mean, Median, Standard Deviation, and maximal cost consummate in 

the proposed and previous method is designated in Table 5.5, where, S1, S2, S3 are the solution 

techniques like ABC, ABC–ABC, IABC. It observes the proposed method is covering in the 

optimum solutions utilizing minimum deviation. Then the efficiency of IABC is analyzing the 

utilizing Cost Accuracy Percentage (CAP) in Table 5.6. In Table 5.6, we have to find the 

percentage accuracy of the results during the process because the low CAP value between the 

best cost and the worst cost provides inefficient performance. Here, the ABC is 4.57% CAP 

value from the best cost as well as worst cost, while ABC–ABC is somewhat upper CAP value 

than the other methods, that is, 5.09% CAP. It takes place ABC–ABC is CAP value as 5.09% 

from both the best cost along the worst cost. Never the less, the IABC provides high CAP value 
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in the optimizing process, i.e., 5.54%. This comparative outcome is demonstrated with 

effectiveness of the proposed method. 

(C) MULTIPLE-OBJECTIVE FUNCTION OF SYSTEM MODELING ALONG 

OPTIMUM MANAGEMENT OF MG: A HYBRID METHOD 

At the MATLAB platform, the CS-BAT hybrid system is implemented and designed specifically 

for research purposes in MG sources like PV, WT, MT, FC, DG, battery. Micro-grid source 

distribution for various loads is utilized on cost minimization by CS-BAT method. The proposed 

method utilizes cost factors with estimates of sources according to research work.  CS-BAT is 

executed in 100 iteration utilize 20 input populations. The advantage of CS-BAT has been 

demonstrated by comparing its performance utilizing existing methods. 

 

A. PERFORMANCE ANALYSIS 

Here, it defines optimizing algorithm of micro grid combination based on generalized objective 

function. First, the demand load value is considered from the input of the proposed 

approach.Depending on load value of the input, requirement for an optimum combination of 

micro grid with minimum cost by the proposed method. The load demand is displayed in Figure 

5.18 where in the optimizing algorithms are applied to the system which utilizes variable demand 

load from 2 kW up to 18 kW. Here, renewable energy sources are utilized maximum to meet the 

demand after that balanced demand load is utilized by MT, FC, DG. In Figure 5.19, an hourly 

demand load are achieved via optimum allocation of Micro grid sources is shown. It is 

perceptibly explanation of left behind load after the usage of PV and WT is driven obtainable 

through employed additional MG sources such as MT, FC, DG and battery. 
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Figure 5.18: Hourly load demand curve 

 

Figure 5.19: Hourly power curves of several MG sources 
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Figure 5.20: Fuel cost analysis of Micro grid sources utilizing proposed approach 

 

Figure 5.21: Cost comparison analysis of the proposed method with other techniques 
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Figure 5.22: Convergence of cost and emission with proposed method. 

Table 5.7: Cost comparison results for various methods 

Load 

demand 

(kW) 

Total cost ($/hr.) 

OM ABC ABC-ABC IABC 
ABC-FA CS-BAT  

3.5 0.7649 0.7508 0.6512 0.5759 0.5185 0.4414  

4.5 1.0213 1.0002 0.9232 0.8896 0.8224 0.74074  

5.5 1.2478 1.2219 1.1288 1.1219 1.0041 0.9043  

6.7 1.5195 1.4879 1.3823 1.3755 1.2233 1.1017  

8.3 2.5542 2.5003 2.4087 1.9390 1.6188 1.3784  

9.6 2.9576 2.8952 2.8624 2.2459 1.8755 1.5973  

10.8 3.3304 3.2602 3.0572 2.5296 2.1129 1.7994  

12.3 3.7968 3.7169 3.6236 2.8865 2.4124 2.0538  

13.5 4.2704 4.1826 3.9691 3.7717 2.6514 2.2562  
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The load demand along the total cost of several methods is given in Table 5.7. Overall 

optimizing algorithms including OM, ABC, IABC, ABC-FA is implemented to 100 random 

trials with participation of MT, FC, DG sources based on the hourly load requirements. The 

proposed approach utilized management of micro grid with minimization of fuel charge is 

labeled in Figure 5.20. In Figure 5.21, the fuel cost comparison is displayed by different 

methods. In Figure 5.22, the convergence of cost with emission is explained.

 

The entire analyses 

of optimum selection of MG sources with minimization fuel cost in several load conditions are 

attained. For minimization of total cost, the proposed method is efficiently chosen optimum 

micro source with fitness function.  

5.2.2. CASE STUDY-2 (ENERGY MANAGEMENT OF ENERGY STORAGE BASED 

MG CONNECTED SYSTEM: AN SOGSNN MODEL) 

The MG construction consist a group of radial feeders along point of common coupling, i.e., 

PCC. The feeders are connected to sensitive and non-sensitive loads. Furthermore, the feeder has 

micro sources like WT, PV, DG, FC and MT.  For DG, FC & MT, the fuels were needed for 

generating power but for WT and PV, the fuel comes from environment with no cost. The 

Gravitational search algorithm based artificial neural network and squirrel search algorithm 

(SOGSNN) is used to minimize the entire generating cost as well as maximizing the power. For 

meeting the demand load PV, WT and battery sources are utilized. The increased load demand in 

the MG has been met utilizing optimum formation of micro grid sources. GSA based ANN is 

utilized for predicting the demand load of micro grid. SSA highlights the squirrel in optimizing 

MG based demand load. It is represented in the MATLAB/Simulink platform and the 

performance is verified utilizing other methods. Parameters in energy resources are displayed in 

Table 5.8. 
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Table 5.8: Parameters of Energy Resources 

Resources Description Ranges 

 

 

 

 

 

 

WT  

Wind speed (m/s) 

Cut in speed (m/s) 

Cut out speed (m/s) 

 

 

Rated speed 

5.7 

3.5 

18 

17.5 

PV [73] 

Irradiance (W/m
2
) 

Temperature ( 
0
 C) 

Cell temperature (
0
 C) 

1000 

25 

55 

Battery 

System voltage (Volts) 

Capacity (mAH) 

SOC max 

200 

6.5 

100 

 

 
DG [73] 

di 

ei 

fi 

0.4333 

0.2333 

0.0074 
FC  Cost ($/kW) 0.00175 

The parameters of MT are obtained from the data sheet [171]. 

 

 

ANALYSIS OF GENERATING POWER 

The optimal combination of Micro grid utilizing different methods is presented in Table 5.9.  In 

Figure 5.23, the generating power of battery, MT, FC, DG, PV and WT is explained.  
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Table 5.9:  Optimal selection of MG combination utilizing various methods 

 Load demand (kW) 3.5 5.5 8.3 10.8 13.5 

FC (kW) 0.00 1.50 4.00 4.00 4.00 

MT (kW) 3.50 4.00 4.00 4.00 4.00 

DG (kW) 0.00 0.00 0.30 2.80 5.50 

Total cost ($/hr.) 

ABC 0.72 1.21 2.49 3.25 4.16 

BFO 0.63 1.12 2.39 3.04 3.95 

ANFASO 0.55 1.10 1.91 2.50 3.70 

Proposed 0.31 1.01 1.86 2.12 3.49 

 

 

 

Figure 5.23(a): Generated power of PV and WT utilizing proposed method  
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Figure 5.23(b): Generated power of MT, FC, DG and Battery utilizing proposed method 

 

In Figure 5.23(a), the generating power of PV is implemented in 24 hour time. The PV power 

achieves the maximal power as 1.8 kW in the time instant of t=1-7 hour, at the time moment t=8-

17 hour, it is raises to 6 kW and after t=18-24 hour, it is decreases to 0.65 kW. In this figure, it 

also depicts the generating power for WT in 24 hour time. The generating power of WT is 

decreased from 3.5 kW up to 2.5 kW in t=1-7 hour of time. At t=8-17 hour of time moment the 

power is increased to 7.6 kW. Again the power is decreased from 5.2 kW to 1.8 kW as t=18-24 

hour of time. The optimal configuration of MG sources to meet the hourly load demand is 

delineated in Figure. 5.23 (b). 
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Figure 5.24: Analysis of generating power by (a) Battery (b) MT (c) PV (d) WT utilizing 

proposed and ANFASO method 

In Figure 5.24, it depicts the analysis of generating power in several sources. Figure 5.24(a), 

it is demonstrated in the initial period, in t= 1-12 hour of time, the battery is charging. The 

battery is in discharging mode at t= 12-16 hour of time moment and that time the battery power 

is utilized. But, MT power is utilized to charge the battery.  In Figure 5.24 (b), the generating 

power of MT is analysed in 24 hour time. It attains the maximal power as 12 kW in the t=8-17 

hour of time moment. In Figure 5.24(c), it depicts the generating power of PV in 24 hour time. 

PV attains maximal power as 2.5 kW at t=1-7 hour of time moment. At t=8-17 hour of time 

moment, it raised to 5.8 kW. Then, t=18-24 hour of time moment, generating power of PV 

decreases to 0.65 kW. In Figure 5.24(d), the generating power of WT is analysed in 24 hour 

time. The generating power decreases from 3.5 kW to 2.5 kW at t=1-7 hour time period. At t= 8-

17 hour time the WT power increases to 7.6 kW. Over the period at t=18-24 hour, the power 

reduces from 5.2 kW-1.8 kW. Total analysis of generating power as of sources utilized proposed 

method is more efficient than other methods.  

ANALYSIS OF SOC (State of Charge) 

In Figure 5.25, the state of charge (SOC) is analysed utilizing proposed and other methods. The 

overall power demands by the load are assisted through MT. If the MG is not able to completely 
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supply the load demand, the battery is fully discharged. In particular interval time, the battery 

activates in charging modes. However, proper selection of MT and battery tends to reach the 

SOC of battery to 85% by the proposed method.  

 

Figure 5.25: Analysis of SOC (%) utilizing proposed and ANFASO method  

ANALYSIS OF COST 

The operational cost is identified utilizing renewable energy sources, along with the battery in 

charging as well as discharging mode at 24 hour time in micro grid connected system. In Figure 

5.26, it depicts the comparison analysis of cost of proposed method with the other techniques. It 

is clearly shown that the proposed method gives low cost in comparison with other methods.  

The aggregated cost of the MG is high in all the other method with respect to proposed method. 

The charging mode of BS is mainly in the time interval of 1 to 12 hour.  Comparing with ABC, 

BFA, ANFASO method, the aggregating cost is abundantly lessened utilizing the proposed 

method. 

 

Figure 5.26: Cost($/h) analysis for proposed with existing methods (a) ABC-Proposed (b) BFO- 

Proposed (c) ANFASO- Proposed  
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Table 5.10: Comparison analysis of elapsed time of the proposed method with other methods  

Solution Methods Time in sec 

ABC 37.11 

BFO  36.96 

ANFASO 38.08 

SOGSNN 36.47 

 

Table 5.11: Statistical analysis of market clearing price (MCP) for proposed method with other 

methods  

Market clearing price ($/kWh) (MCP %) 

Methods Mean Median Std. deviation 

ABC 2.152 2.114 0.798 

BFO 2.066 2.004 0.767 

ANFASO 2.210 2.220 0.817 

Proposed 1.990 1.997 0.734 

 

For evaluating the effectiveness of the proposed method, the elapsed time is determined with the 

proposed method as well as existing methods that are shown in Table 5.10. The proposed method 

achieves less computational time when compared with the other techniques. The MCP of the 

proposed method is analysed with respect to the other techniques. The mean, median as well as 

standard deviation of the proposed method as 1.991, 1.998, 0.735 respectively which is lesser 

than other methods that is shown in Table 5.11. Figure. 5.26 depicts comparison analysis of cost 

of proposed method with other methods. This proposed method provides low cost while 

comparing with existing techniques.  Its effectiveness can calculated in terms of cost accuracy 
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percentage (ECAP) in the following equation: 

100



best

worstbest
ECAP  

The percentage accuracy of the proposed method and the other existing methods is 

determined. Table 5.12 shows the performance evaluation of different methods of the proposed 

method with other methods. 

Table 5.12: Performance evaluation for different methods 

Solution 

methods 
Best Worst ECAP  

ABC 0.71 4.15 4.76 

BFO 0.62 3.94 5.25 

ANFASO 0.55 3.70 5.71 

Proposed 0.31 3.48 10.24 

 

Table 5.13: Evaluation of SOC utilizing different techniques 

SOC (%) 

Solution Methods 

Proposed Method ABC BFO ANFASO 

82% 78% 70% 63% 

 

In Table 5.12, It is showed the percentage accuracy of the various methods have less ECAP. The 

ECAP value of proposed method is high with respect to the other methods. The ECAP of 

proposed method is estimated as 10.25%. The other methods like ABC, BFO, ANFASO with 

different demand load as well as the entire cost are compared with the proposed method and 

tested the effectiveness. Comparison Analysis of SOC (state of charge) utilizing various methods 
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is presented in Table 5.13. The SOC of proposed method is greater than the existing techniques. 

The SOC is of 82% of proposed method, ABC as of 78%, BFO as of 70%, ANFASO as of 63%.  

 

Figure 5.27: Convergence of cost and emission with proposed method. 

 

 

Figure 5.28: Percentage deviation for the proposed method with the existing methods 

 

In Figure 5.27, the convergence of cost with emission is explained. Figure 5.28 depicts the 

percentage deviation of the proposed method with other methods like ABC, BFO and ANFASO.  

Here the generating power of battery, MT, PV and WT is shown by the proposed method as well 

as ANFASO.  The maximal power of battery is produced by the proposed method. The maximal 
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power of battery, MT, PV and WT is as 8 kW, 9.5 kW, 16 kW, and 5 kW. The SOC of proposed 

method achieved as of 80%. In ANFASO generating power of battery, MT, PV, WT is as 7.5 

kW, 9 kW, 15 kW, and 4.5 kW correspondingly. It depicts the proposed method gives the 

maximal power and the total generating cost is minimal. The computation times, entire 

generating cost (Table 5.10) are evaluated and compared with other methods like ABC, BFO and 

ANFASO for evaluating the effectiveness of the method. Lastly, it depicts the proposed method 

gives optimum outcomes with compared to ANFASO method. 

 

5.2.3. CASE STUDY-3  

(A) CASE STUDY-3a (ANALYSIS OF ENERGY MANGEMENT IN MICROGRID- A 

HYBRID BFOA WITH ANN) 

Here, a hybrid method is proposed for minimizing total generating cost as well as maximizes the 

utilization of power of MT, WT, PV and battery storage (BS). The hybrid method is a 

combination of ANN as well as Bacterial Foraging Optimization Algorithm (BFOA), which is 

utilized for an optimal operation of micro grid. Here, the MG consists of photovoltaic (PV), 

Wind turbine (WT), Micro turbine (MT) as well as energy storage system. ANN utilizes to 

predict the load demand of MG. Micro grid has two non-dispatch able resources such as PV as 

well as WT, a dispatch able resource as MT, energy storage device as ES with some responsive 

load as  electric water heater (EWH),  demand response (DR). Depending on the DR, the WT, 

PV, and MT along with Battery power is estimated utilizing ANN. Then the generating cost of 

MG is minimized by the BFOA. The inputs consider as PV, WT, ES, MT powers with minimal, 

maximal limits by the proposed method is implemented in the MATLAB platform. The 

effectiveness of the proposed method is evaluated and compared with the proposed method with 

the previous techniques like GA, ABC respectively. Overall cost is analyzed in several load 

demand.  The forecasting data of PV, WT, load demand & specification of power of PV, WT, 

MT, battery and also implementation parameters are tabularized in Table 5.14(a), 5.14(b) and 

5.14(c) respectively. The system data including forecasting data are obtained from the data sheet 

[175- 178]. 
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Table 5.14 (a): Forecasting data of PV, WT & Load demand [96] 

Time (hr.) Load demand PV Power WT Power 

1 0.2888 0.0631 2.8923 
2 3.8858 0.0355 4.2461 
3 4.0516 0.0510 3.2615 
4 4.6801 0.0241 3.8461 
5 3.8998 0.0420 3.0769 
6 5.5938 0.0687 4.5538 
7 6.5048 0.9130 0.8000 
8 7.6443 3.8801 2.9538 
9 6.1626 3.9534 2.0615 

10 7.7066 5.3813 0.2461 
11 8.3539 5.4774 0.6153 
12 8.6906 5.6435 2.4000 
13 9.3762 5.8129 2.6153 
14 7.9100 5.6770 6.5538 
15 7.8562 6.0144 7.7538 
16 9.7148 5.8163 7.7846 
17 10.2866 5.6104 5.2615 
18 11.9492 5.0086 7.7846 
19 12.4620 4.2409 4.3076 
20 14.4698 2.5171 2.8307 
21 13.0139 0.0923 1.7230 
22 7.9529 0.0726 1.1692 
23 5.5947 0.0783 3.4461 
24 3.8537 0.0924 2.1539 

 

Table 5.14 (b): PV, WT, MT & battery power range 

 

PV Power 

 

WT Power 

 

Battery Power 

 

M T Power 

 

 

0 kW (min) 

 

6 kW (max) 

 

 

0.45 kW (min) 

 

8 kW (max) 

 

 

0.81 kW (min) 

 

3.84 kW (max) 

 

 

3.6 kW (min) 

 

12 kW (max) 
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Table 5.14 (c): Implementation parameters 

S.No Description  Values 

1 Dimension of search 

space 

3 

2 Number of bacteria 10 

3 Length of swim 4 

4 Count for reproduction 

steps 

4 

5 Elimination of dispersal 

events 

2 

6 Number of hidden layers 20 

PERFORMANCE ANALYSIS 

In 24 hour of time intervals, WT, PV, MT as well as ES power values are determined utilizing 

the suggested method. It is presented in Figure 5.30. In Figure. 5.29, ANN is used to analyze the 

data in the training and testing period. From their performance, the error value is evaluated 

which is used to prove the effectiveness of ANN and obtained optimal results.   In the initial 

period, during the charging of battery in 1-12 hour the state of charge is evaluated. In discharging 

mode, the battery power is used in t = 12 to 16 hour. But, the power needs to charge ES provides 

through MT. Finally, state of charge (SOC) is reached up to 70% at the end of this time interval. 

More SOC causes the increase of the ability to supply the loads in the rest of the system day-to-

day operation. Also, the remaining interval time, the ES is utilized to supply the shortage of 

power, while utilizing the proposed approach is operated in charging mode and continuing to 

reach SOC in maximum. Similarly, present methods like GA as well as ABC are utilized to 

acquire optimum results and compare with the proposed method. 
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Figure: 5.29(a) 

 

Figure: 5.29(b) 

Figure: 5.29: Analysis of ANN training and testing in (a) PV (b) Wind 
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Figure 5.30: Generated power through (a) PV (b) WT (c) MT (d) battery utilizing proposed method 

 

Figure. 5.31: Analysis of Demand Vs PV, WT, MT and Battery power using proposed method 
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In Figure 5.30, the generating power of MG is considered in 24 hours. During peak hours (t=10 

to 17 hours), the maximal generating PV power is utilized, that is displayed in Figure 5.30(a). In 

case of WT, the maximal generating power based on the wind speed. Utilizing the proposed 

approach, at the time (t=16-20 hour) maximal power is generated. Likewise, other dispatch able 

as well as non-dispatch able resources is analyzed. In Figure 5.30(a), the power generated byPV 

is considered utilizing the proposed approach. The instant time (t=1 up to 7 hour), Attains 

maximal power as of 2.3 kW and in peak hours (t=8   to 17 hour) it increases to 5.8kW. It is 

decreased to 3.5 kW after the instant of time (t=18 to 24 hour), after again it is reduce to 0.6kW. 

In case of wind power, in the time period (t=1 to7 hour), generating power is decreased from 3.5 

kW to 2.5 kW. Then, the power is increased to 8.5 kW in instant period (t=8 to 17 hour). Again, 

the power is reduced by 4 kW (5.5 kW to 1.5 kW) in time period (t=18 to 24 hour). To analyze 

MT generating power, it is reached maximal power (11.9 kW) in time period (t=8 up to 17 hour). 

Then the rest of the time periods, differences are observed. In case of the battery power, the 

battery is charging in the instant of period (t=1 up to 12 hours). Then, in the time period (t=13 up 

to 16 hour) maximal power (2.95 kW) is evaluated from the battery, that is in the discharging 

mode. Likewise, other approaches are utilized to analyze the generating power of MG. 

Furthermore, maximal generating power by the proposed method is evaluated and compared 

with the other methods. After that, the total generating cost is considered and compared with the 

other methods. In Figure 5.31, the maximum utilization of MT, WT, PV and battery is analyzed 

based on their demand values. In Figure 5.32, it depicts analysis of state of charge using the 

proposed method as well as existing methods. The evaluation analysis in generating power, SOC 

(state of charge) and the cost of MG is considered and depicted in the following figures. 

Comparison analysis of generating power utilizing PV is displayed in Figure 5.33. Comparison 

analysis of generating power utilizing WT is displayed in Figure 5.34. Comparison analysis of 

generating power utilizing MT is displayed in Figure 5.35. 
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(a) 

 

(b) 
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(c) 

Figure 5.32: Analysis of SOC utilizing (a) GA (b) ABC (c) proposed method 

 

Figure 5.33: Comparison analysis of generated power with PV 
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Figure 5.34: Comparison analysis of generated power utilizing WT 

 

Figure 5.35: Comparison analysis of generated power utilizing MT 
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Figure 5.36: Comparison analysis of generated power utilizing battery 

 

Figure 5.37: Comparison analysis of SOC utilizing various methods 
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Figure 5.38: Comparison analysis of costs ($/h) utilizing various methods 

In the figure, the system can meet the load demand in normal condition even though the MT is 

assisted as well as ES completely discharging; the MG is not able to supply the complete load 

demand. In time periods (t= 18 to 24 hour). ES operates in discharging mode like as SOC. Then, 

the ES is operated in charging mode in specific time intervals. But, the optimum configuration of 

MT, ES in the charging mode in EMS by the proposed method and SOC reached to 80%. Even 

though higher MT is compared with ES, the proposed approach is predictable to utilize the MT 

to compensate the shortage of power and rest of the generating power for charges the ES, the 

entire generating cost is minimized. Additionally, for lessening the cost, ES tries to store more 

energy to supply the loads. The bar charts of ES charging/ discharging, state of charge (SOC 

(%)) is portrayed in Figure. 5.36. Throughout the system operation, the SOC is considered. Also, 

WT, PV and Battery power [kW] is considered utilizing the proposed approach along with 

existing approaches. Comparison analysis of SOC utilizing several methods is illustrated in 

Figure. 5.37. Comparison analysis of costs is displayed utilizing several methods in Figure 5.38. 
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Figure 5.39: Comparison analysis of elapsed time utilizing various methods  

Analysis of generating powers for PV, WT, MT and battery power is analyzed in the proposed 

method along with existing approaches. The maximal generating power of PV, WT, MT and 

battery power are 7.5 kW, 9 kW, 15.5 kW and 4.5 kW correspondingly. The SOC is considered 

around as of 80%. In ABC, the generated powers are 6 kW, 7.5 kW, 13 kW, and 3.5 kW 

respectively. Utilizing GA, the generating powers are 5.5 kW, 7.5 kW, 11 kW, and 3.5 kW 

correspondingly. It shows maximal generating power of PV, WT, MT and battery. Then, whole 

generating costs is assessed. In order to have an effectiveness of proposed method, the 

computational time, the entire generation charge along with fitness graphs are assessed and 

compared with the other methods. The elapsed time is shown in Figure 5.39. The proposed 

method has the efficiency of minimum cost based on load demand. It highlights the proposed 

method attains optimum outcomes with compare to the other methods.  

(B) CASE STUDY-3b (ANT-LION OPTIMIZER ALGORITHM (ALO) AND 

RECURRENT NEURAL NETWORK FOR ENERGY MANAGEMENT OF MG 

CONNECTED SYSTEM) 

Here, RNN as well as ALO is utilized for minimizing overall generating cost along with the 

maximum use of PV and WT power. The proposed technique is employed for optimum 

operation of micro grid, which does consider the renewable energy sources along with energy 
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storage system. By utilizing RNN, the load demand of the MG is attained with two non-dispatch 

able resources (PV and WT), a dispatch able resource (MT), ES integrates with some responsive 

load (EWH and DR). Firstly, the WT, PV, MT and Battery power are determined utilizing RNN 

to achieve DR. Then, the generating cost of the micro grid is minimized utilizing ALO. The 

proposed method is executed in MATAB/Simulink platform. The performance of the proposed 

method is evaluated and compared with the other techniques like, GA, ABC, BFA 

correspondingly, that is helpful to identify effectiveness of the proposed approach. The 

forecasting data of PV, WT, load demand & specification of power of PV, WT, MT, battery and 

also implementation parameters are tabularized in Table 5.15(a), 5.15(b) and 5.15(c) 

respectively. The system data including forecasting data are obtained from the data sheet [175- 

178]. 

 

Table 5.15 (a): Forecasting data of PV, WT & Load demand [96] 

Time (hr.) Load demand PV Power WT Power 

1 0.2888 0.0631 2.8923 
2 3.8858 0.0355 4.2461 
3 4.0516 0.0510 3.2615 
4 4.6801 0.0241 3.8461 
5 3.8998 0.0420 3.0769 
6 5.5938 0.0687 4.5538 
7 6.5048 0.9130 0.8000 
8 7.6443 3.8801 2.9538 
9 6.1626 3.9534 2.0615 

10 7.7066 5.3813 0.2461 
11 8.3539 5.4774 0.6153 
12 8.6906 5.6435 2.4000 
13 9.3762 5.8129 2.6153 
14 7.9100 5.6770 6.5538 
15 7.8562 6.0144 7.7538 
16 9.7148 5.8163 7.7846 
17 10.2866 5.6104 5.2615 
18 11.9492 5.0086 7.7846 
19 12.4620 4.2409 4.3076 
20 14.4698 2.5171 2.8307 
21 13.0139 0.0923 1.7230 
22 7.9529 0.0726 1.1692 
23 5.5947 0.0783 3.4461 
24 3.8537 0.0924 2.1539 
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Table 5.15 (b): PV, WT, MT & battery power range 

 

PV Power 

 

WT Power 

 

Battery Power 

 

M T Power 

 

 

0 kW (min) 

 

6 kW (max) 

 

 

0.45 kW (min) 

 

8 kW (max) 

 

 

0.81 kW (min) 

 

3.84 kW (max) 

 

 

3.6 kW (min) 

 

12 kW (max) 

 

 

Table 5.15 ©: Implementation parameters 

S. No Description  Algorithm Values 

1 Maximal iteration   

ALO 

100 

2 Populace size (n) 10 

3 Ratio (I) 1 

4 Number of Bacteria (s)  

 

BFA 

4 

5 Number of chemotactic (Nc) 4 

6 Length of a swim (Ns) 4 

7 Elimination of dispersal events (Ned) 2 

8 Probability 0.25 

9 Crossover rate  

GA 

0.01 

10 Mutation rate 0.03 

11 Maximum iteration  100 

12 Bee Length  

ABC 

4 

13 Population Size 10 

 

Using the proposed approach, overall costs are analyzed for the several load demand. The 

proposed model based DR is optimized the sources in 24 hour time, such perceived in the 

following Figures. Firstly, the 24 hour of data [175- 178] is analyzed and sent to the input of 

RNN. RNN is utilized for analyzing the data in training process as well as testing periods. Then, 

the error is calculated and that utilized to prove efficiency of RNN as well to get the optimum 

outcomes. The training and testing process of the data and the prediction of error is illustrated in 
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Figure 5.40 and 5.41. Similarly, the inputs connected to proposed approach are energy price, the 

contract related with DR, the parameter linked to DER considered in the system. Here, multiple 

inputs are considered, including the information that connects the forecast data with the non-

dispatch able energy sources, battery, MT and loads, the parameters of the equipment and 

analyzed and the maximum capacity of the power are determined in the 24 hour time periods. 

 

(a) 
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(b) 

Figure 5.40: RNN testing performances in (a) PV (b) WT power-3D representation 

 

(a) 
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(b) 

 

© 

Figure 5.41: Analysis of RNN training and testing in (a) PV (b) WT (c) Error 
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(a) 

 

(b) 
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(c) 

 

(d) 

Figure 5.42: Analysis of (a) PV (b) WT(c) MT and (d) Battery power using proposed method 
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Figure 5.43: Analysis of Demand vs. PV, WT, MT and Battery power utilizing proposed method 

 

(a) PV (b) WT(c) MT (d) battery utilizing proposed approach is shown in Figure 5.42. The 

maximum utilization of PV, WT, MT along with battery power is utilized by the proposed 

approach are shown in Figure 5.43. In the 24 hour time, the WT, PV, MT, ES power values are 

determined utilizing the proposed method. It is observed the maximal use of MT, WT, PV and 

battery power considering load demand. The battery is charging in 1-12 hour time. After that, the 

SOC is determined at the end of the operation. In discharge mode, the battery power is utilized 

for t= (12-22) hour. The power is needed to charge ES provided by MT. Also, at the time of 

remaining period, ES is evaluated to supply the amount of power shortage, when the proposed 

method is operated in charging mode along continue to reaches SOC.  The analysis of proposed 

approach is reached maximal power for meeting the request power. Similarly, the existing 

approach like GA and ABC is utilized for acquiring optimum outputs and compare with the 

proposed approach. 

(a) COMPARISON ANALYSIS 

Here, the PV, WT, MT and battery power are presented in Figure. 5.44(a), (b), (c) and (d). Here, 

the generating power of MG is considered in 24 hour time. In peak hour (t=10 to 17 hour), 
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maximal generating power of PV is utilized in Figure 5.44(a). Whereas utilizing WT, the 

maximal power is generated based on wind speed. Through using the proposed approach, at the 

time (t=16-20 hour) maximal power is generated. In Figure 5.44(a), generating power of PV is 

considered utilizing the proposed approach. In the instantaneous time (t=1 to 7 hour), the PV is 

attained maximal power 3.20kW, in peak hours (t=8 to 18 hour) increases to 8.83 kW. It is 

decreased up to 5.62 kW and again it is reduced almost 2.38 kW. Whereas for the WT, in the 

time (t=1 to 7 hour), generating power of WT is reduced from 3.03 kW to 0.79 kW and there is 

an improvement in power. Again, the power is reduced up to 4.55 kW in the specific instant time 

(t=18 to 24 hour).  Also, the other dispatch able as well as non-dispatch able resources evaluated.  

 

 

 

(a) 
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(b) 

 

(c) 



178 
 

 

(d) 

Figure 5.44: Comparison analysis of (a) PV (b) WT (c) MT (d) Battery power  

 

However, the battery is employed in the charging mode in time (t = 1 to 12 hour). When, the 

time (t=13 to 16 hour) maximal power (3.7289 kW) is to be calculated from battery, that is in the 

operation of discharging mode. Under this situation, an amount of essential power required by 

the load is met up by ES and MT. As it is observed, when some amount of power are required by 

load, that are not supplied. The extra power of PV & WT is utilized to feeds ES, DR and EWH. 

Also, the previous methods are utilized for analyzing the generating power of micro grid. 

Furthermore, maximum generated power as well as utilized power is analyzed in the proposed 

approach with the other methods. Then, the overall generating cost is evaluated along with the 

existing methods like, GA, ABC and BFA. The comparison analysis of generating power as well 

as cost of micro-grid is evaluated and that is portrayed in the succeeding Figures.  
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(a) 

 

 

(b) 
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(c) 

Figure 5.45: Cost ($/h) analysis of proposed method utilizing (a) GA (b) ABC (c) BFA 

 

 

Figure 5.46: Comparison Analysis of Cost function  
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Figure 5.47: Convergence Analysis graph 

 

 

Figure 5.48: Comparison Analysis of Elapsed Time in sec 
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In the 24 hour, the ES is perceived in consistent power utilization, cost of MG. In peak hour, the 

maximal power use of MG is about 75% in 85% of time interval, which stored extra energy 

compare with the other optimizing algorithms. In Figure 5.45 the bar charts linked to the cost 

according to PV, WT, MT and charging as well as discharging of battery are displayed. In 

Figure. 5.45(c), maximum time period, of the ES is operated in charging mode. The charging 

periods are mostly focused in 1to 11 hour time. In rest of the time, ES is frequently discharged. 

Lastly, the average cost attained through the proposed method is the lowest compare with GA, 

ABC and BFA methods. The, optimizing techniques provides lower costs compare to the 

conventional EMS with comparing the performance of the proposed method with the other 

methods. Additionally, the value of objective functions of the proposed approach is actually 

nearby reference values. Then the convergence analysis of the proposed approach is determined 

and compared with the other methods. It depicts the proposed approach is attained lesser cost of 

MG when compared to other approaches. Comparison analysis of cost function is shown in 

Figure 5.46. Convergence analysis graph is shown in Figure 5.47 and comparison analysis of 

elapsed time is shown in Figure 5.48. 

 

 

(C) CASE STUDY-3c (PRESENTATION OF ANFASO APPROACH FOR OPTIMUM 

ENERGY MANAGEMENT OF MICRO GRID CONNECTED SYSTEM WITH 

ENERGY STORAGE) 

Here, the MG consists of photovoltaic (PV), wind turbine, micro turbine (MT) as well as energy 

storage system. Here, the optimal results of the proposed method with the existing methods like 

GA, ABC and BFA algorithms are presented. In Table 5.16, it is portrayed the simulating data of 

energy sources. The system data are obtained from the data sheet [175-178]. 
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Table 5.16: Simulating data of energy sources 

Sources Minimal Maximal 

PV(kW) 0.0304 5.9989 

WT(kW) 0.2535 7.4600 

MT(kW) 5.04757 12 

Battery(kW) -0.01420 3.83 

SOC of battery (%) 46 81.04 

 

ANALYSIS OF THE PROPOSED METHOD 

The proposed method through 24 hour of periods is inspected. For identifying the effectiveness 

of the recommended method it is assessed and contrasted to other existing methods.  

 

                                                               Figure: 5.49(a) 
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Figure: 5.49(b) 

Figure 5.49: Analysis of ANFIS training and testing in (a) PV (b) Wind 

 

Figure. 5.50: Analysis of Demand Vs PV, WT, MT and Battery power using proposed method 
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In Figure 5.49, ANFIS is used to analyze the data in the training and testing period. From their 

performance, the error value is evaluated which is used to prove the effectiveness of ANFIS and 

obtained optimal results.  In Figure 5.50, the maximum utilization of MT, WT, PV and battery is 

analyzed based on their demand values. 

a) ANALYSIS OF COST 

In order to manage the MG system, operational cost is demonstrated to utilize RES and battery 

under charging as well as discharging mode in 24 hour time. In Figure 5.51, it depicts the cost 

analysis of proposed method with existing methods. It is seen from; total MG cost is high in all 

existing methods. The BS is working in charging mode in interval ranges as of 1 to 12 hour time. 

The rest of the duration the BS is normally discharging. The overall cost is extremely reduced by 

proposed method on compare with other methods like ABC, GA and BFO.  The Overall graph of 

cost comparison is displayed in Figure 5.52.     

 

Figure 5.51:  Cost analysis of proposed method with the existing methods (a) ABC-ANFASO 

(b) BFO-ANFASO (c) GA-ANFASO 
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Figure 5.52: Analysis of cost ($/h) comparison of proposed with existing methods 

b) EVALUATION OF SOC    

Battery power is used in mode of discharging at time 12 to 16 hour. For charging BS the power 

is required and it is provided by MT. Thus, SOC is reached to 70% toward the end of this time 

interval. During the remainder of the system the capacity for providing the loads is additionally 

expanded when the SOC gets increased. Due the shortage of power and to providing it, BS is 

assessed for the rest of the timeframe. Under the charging mode the proposed method is used 

while it is worked and continues to achieve the SOC. So for acquiring the optimum outputs, the 

proposed method is utilized and compared with the existing methods. Utilizing the proposed 

method and the other methods the SOC of the system is appeared in Figure 5.53. The comparison 

analysis of SOC of battery with proposed and existing techniques is delineated in Figure 5.54.   
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Figure 5.53: SOC analysis of (a) ABC (b) BFO (c) GA (d) proposed methods 

 

Figure 5.54: Comparison of SOC analysis of proposed with the existing methods 

c) ANALYSIS OF BATTERY STORAGE (BS) POWER 

In 1 to 12 hour of time the battery is in charging mode, which is perceived after evaluating 

battery power. The discharging operational mode, maximal battery power is assessed as of 13 to 

16 hour of time period. Battery power by proposed method is appeared in Figure 5.55.  
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Figure 5.55: Battery power generated by the proposed method 

d) ANALYSIS OF MT POWER 

The part of required power is supplied by MT in the discharging mode of battery operation. In 

Figure 5.56, the power of MT by the proposed method is shown below.  

 

Figure 5.56: MT power generated by the proposed method 
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Figure 5.57: PV power generated by the proposed method 

e) EVALUATION OF PHOTOVOLTAIC (PV) POWER 

The maximal PV power are produced at the peak hours of time t= 8 as 20 hour. The generating 

power of PV is examined using the proposed method which is shown in Figure 5.57. PV can 

consume maximum power as 3.5 kW and in peak time during t=8.5 hour it is extended to 6 kW 

and then the power is decreases gradually and attains of 0.1 kW.  

 

Figure 5.58: WT power generated by the recommended technique 

f) ANALYSIS OF WIND TURBINE (WT) POWER 

In case of WT power, the maximal power attained mainly depends on wind speed. In Figure 

5.58, during time t= 15 to 20 hour, maximal power is produced by utilizing the recommended 

approach. The generating power is decreased from 4.2 kW to 2 kW during the time t= 5 to 10 
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hour. After that the power is increased up to 7.8 kW. During the time t= 11 to 15 hour. After the 

peak hours again power reaches to 2 kW in t= 16 to 24 hour of time. 

 

Figure 5.59: Percentage deviation error of proposed with existing methods 

 

Figure 5.60: Comparison analysis of power of proposed method with existing methods for  (a) 

Battery (b) MT (c) PV (d) WT 
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Table 5.17: Comparison Analysis of elapsed time of proposed with the existing methods 

Solution Techniques Time in seconds 

ABC 37.11 

BFA 36.95 

GA 38.07 

Proposed 36.46 

 

 

 

Table 5.18: Statistical Analysis of Market Clearing price of proposed method with the existing 

methods 

Market Clearing Charge (%) 

Methods Mean Median Std. deviation 

ABC 2.151 2.115 0.799 

BFA 2.065 2.005 0.768 

GA 2.211 2.221 0.818 

Proposed 1.991 1.998 0.735 

 

In Table 5.17, the elapsing times are evaluated and compared with the existing methods to 

validate the proposed method. It is shown in table that the proposed method has less 

computational time with respect to other methods. The market clearing charge of the proposed 

method is examined with existing methods in order to validate the proposed method. In Table 

5.18, the statistical analysis of the proposed method in terms of market clearing charge is ported. 
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Mean, median and standard deviation of the proposed method is 1.991, 1.998 as well as 0.735 

which is smaller than the existing methods.  In Figure 5.59, the deviation error of proposed 

method utilize deviation percentage error with BFA (DPB),proposed method utilize deviation 

percentage error with ABC (DPA), proposed method utilize deviation percentage with GA 

(DGA) methods are designed. Since the deviation percentages are greater in certain time frame, 

the entire cost of the generating unit is reduced through the proposed method. The separate 

power analysis of   the proposed with the existing methods is represented in Figure 5.60. 

 

5.2.4. CASE STUDY-4  

(A) CASE STUDY-4(a) (A HYBRID RFCRO METHOD FOR ENERGY MANAGEMENT 

OF GRID CONNECTED MG) 

The system data of this model are obtained from the data sheet [175- 178]. 

Here, the random forest based coral reefs optimization (RFCRO) method is executed on 

MATLAB/Simulink platform. For checking the efficiency of proposed method, the output power 

of PV, Wind and Battery is evaluated. Through various working modes along with its 

occurrences, the system is screened to check its efficiency. Here, the simulating outcomes of the 

proposed methods are assessed. The energy related assessment of PV, WT, MT and Battery is 

presented in Figure 5.61. The peak power is produced up to 6 kW in subplot 5.61(a), in the time 

as of 0-15 hour. The RFCRO is utilized to retain the ability of proposed method. The subplot 

5.61(b) depicts WTs individual ability. The proposed method produces the peak WT energy (4.5 

kW) in 0-5 hour of time. The subplot 5.61(c) depicts MT's individual strength. The interval time 

as of (0-25 hour), the RFCFA stored the maximal power (8.5 kW). In Figure 5.61(d), it 

demonstrates the chart of battery power with respect to time. The battery is charging at the 

extended period of (0.7 kW), 0-24 hour of interval time. During discharging of battery, the 

power is extended up to (0.4 kW), in 0-23 hour of interval time. In Figure 5.62, it depicts power 

comparison of RFCRO and existing technique vs. time. Power comparison of PV, wind, grid, 

MT and ESS are demonstrated in Figure 5.62. Here, the power is shown indiscrete form at 10 sec 

of time instant at the power instance of 11 kW. During the 1-24 hour period of time, the maximal 

generating power is (11 kW). The power is generated through proposed method with respect to 
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the other methods. In this chart, the time in hour is represented at x-axis and power in kW at y-

axis. 

 

Figure 5.61: Analysis of Power of (a) PV (b) WT (c) MT (d) Battery (e) Grid 
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Figure 5.62: Power comparison of proposed method 

 

Figure 5.63: Cost comparison of (a) BFOANN and proposed (b) ALO and proposed (c)    

GOAPSSN and proposed (d) RBFNN-SSA and proposed 
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Figure 5.64: Cost comparison of proposed and existing methods 

 

Figure 5.65: Fitness comparison ($/h) 

In Figure 5.63, it depicts the cost comparison of proposed and existing techniques. In 

subplot 5.63(a), the maximum cost is generated at 5 sec, at 1-24 hour of time period. Here, for 

maintaining the cost, the proposed with existing method is utilized with Bacterial Foraging 

Optimization Algorithm-Artificial Neural Network ( BFOANN) method. In subplot 5.63(b) the 

maximum cost is produced at (4.7 hour), in x-axis time interval of 0-24 hour. The current 

methodology is used in this subplot with ALO method. The cost is at Y-axis along time in X-
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axis. In subplot 5.63(c), it demonstrates the maximum generated cost of 4.1hour in 24hour of 

time period with the existing and Grasshopper Optimization Algorithm and partical swarm 

optimization with Artificial Neural Network (GOAPSSN) method. In subplot 5.63(d), the 

maximal cost is produced at (3.9 hour) in 1-24 hour of interval period with proposed and the 

existing method of Radial Basis Function Neural Network- Squirrel Search Algorithm (RBFNN-

SSA). In Figure 5.64, it demonstrates the cost comparison of proposed and existing methods. In 

this method the maximum cost is generated at 1-24 hour of time period and the cost is extended 

at (5.5 hour). For maintaining the cost, the proposed RFCRO method is utilized. The existing 

techniques utilized are RBFNN-SSA, GOAPSSN, ALO, and BFOANN. In Figure 5.70, it 

demonstrates the fitness comparison. Here the BFOANN method converged in 45 range of 

iteration; ALO method converged at 40 range of iteration; GOAPSSN method converged at 35 of 

iteration range; RBFNN-SSA method converged at 31 of iteration range. But the proposed 

technique meets rapidly at 28 of iteration range and in Figure 5.65 the graph finally depicts that 

the proposed method is easily converged than existing techniques. 

(B) CASE STUDY-4(b) (SMART ENERGY MANAGEMENT FOR 

OPTIMUM ECONOMIC OPERATION IN GRID-CONNECTED HYBRID 

POWER SYSTEM BY RBFNN-SSA METHOD. 

Here, the MG consists of photovoltaic (PV), wind turbine, micro turbine (MT) as well as energy 

storage system. Here, the simulation outcome of the Radial Basis Function Neural Network- 

Squirrel Search Algorithm (RBFNN-SSA) is designated, where, RBFNN-SSA method is 

implemented to maximize use of all energy sources and reduce the operating costs. It is 

implemented on the MATLAB / Simulink platform and the proficiency are evaluated by 

RBFNN-SSA techniques with existing methods. 

PERFORMANCE ANALYSIS OF SOURCES POWER  

 In Figure 5.66, it illustrates the performance analysis of energy source like PV, WT, MT, battery 

and grid utilizing RBFNN-SSA method. In Figure 5.66 (a-e), it demonstrates the WT, PV, MT, 

battery power values in 24 hour time by the RBFNN-SSA method. In Figure 5.66 (a), it 

illustrates the PV power vs. time. Here, x-axis is drawn at 24 hour of time interval and the y-axis 
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is drawn at power in kW. Initially, PV power produces 0 kW in the absence of the sun. In 5 to 22 

hour time PV power produces a maximum of 6 kW. 

 

 

 

Figure 5.66: Power performance of (a) PV (b) WT (c) MT (d) Battery (e) Grid 

In Figure 5.66 (b), it illustrates WT power performance over time. Here, the generating power by 

the WT is 4.7 kW in an instant of 7hrs of time. In Figure 5.66 (c), it shows the MT power vs. 

time. Here, the MT produces 8.2 kW in 10 hour of time. In Figure 5.66 (d), it shows the battery 

power performance over time. During the initial period, the battery is charged at 1-12 hour time 

period.  At the instant of time, maximum SOC is reached at the operation end. At t = 12-16 hour 

time period the power of battery is utilized at discharging mode. However, power to the battery 

is provided through MT when power is needed to charge the ES. By the end of the day, the SOC 

reaches 70% of its maximum value and have the ability to deliver rest of the system and higher 

SOC loads in daily operation. Similarly, ES is rated for delivering a portion of the storage power 

and the remaining period, then the use of RBFNN-SSA system to activate in charging mode and 
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constantly reaches the SOC. In Figure 5.67, it illustrates the comparison of individual power 

source utilizing the RBFNN-SSA and the efficiency to produce the optimal generated power is 

proved.  

 

Figure 5.67: Individual power comparison of sources 

 

COMPARISON ANALYSIS OF COST 

In Figure 5.68, it represents cost analysis of Radial Basis Function Neural Network- Squirrel 

Search Algorithm (RBFNN-SSA) method with existing techniques. In Figure 5.68 (a), it 

illustrates the analysis of cost of RBFNN-SSA with Improved Artificial Bee Colony (IABC) 

method. Here, it illustrates for IABC reaches a high cost as of $ 5.5, while the RBFNN-SSA 

attains a low cost as of $ 3.8 at 13-hour. In Figure 5.68 (b), it illustrates the analysis of cost of 

RBFNN-SSA with Bacterial Foraging Optimization Algorithm-Artificial Neural Network 

(BFOANN) method. Here, BFOANN attains a maximum cost of $ 5.1, while the RBFNN-SSA 

attains a low cost of $ 3.8 at 13-hour. In Figure 5.68 (c), it illustrates the analysis of cost of 

RBFNN-SSA with ALO method. Here, the ALO technique attains a high cost of $ 4.9, while the 

RBFNN-SSA attains a low cost of $ 3.8 at 13-hour. In Figure 5.68 (d), it illustrates the analysis 

of cost of RBFNN-SSA with GOAPSNN method. Here, Grasshopper Optimization Algorithm 

and particle swarm optimization with Artificial Neural Network (GOAPSNN) attains a 

maximum cost of $ 4.1, while the RBFNN-SSA attains lesser costs $ 3.8 less at 13-hour. Figure 
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5.69 illustrates the cost comparison of RBFNN-SSA with the existing methods. 

 

Figure 5.68: Cost analysis of (a) Proposed-IABC (b) Proposed-BFOANN (c) Proposed-ALO (d) 

Proposed-GOAPSNN 

 

Figure 5.69: Cost comparison of RBFNN-SSA with existing methods 

  

PERFORMANCE OF PROPOSED AND EXISTING METHODS FOR ONE YEAR 

Here, the performance of proposed and existing method is estimated in one year, i.e. 12 month. 

In Figure 5.70, it depicts a comparison of each power in one year. The graph is formulated for 
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several sources such as PV, WT, MT and ESS using RBFNN-SSA method for one year. In 

Figure 5.71, it illustrates the cost analysis of RBFNN-SSA method with other existing 

approaches. In Figure 5.71 (a), it illustrates the chart of IABC with RBFNN-SSA method. Here, 

for RBFNN-SSA method offers lesser cost at $ 1510 l, for IABC method offers cost at $ 1690. In 

Figure 5.71 (b), it illustrates the cost analysis of BFOANN with RBFNN-SSA method. Here, for 

BFOANN method offers cost at $ 1630. In Figure 5.71 (c), it illustrates the cost analysis of ALO 

with RBFNN-SSA method. Here, for ALO method offers cost at $ 1560. In Figure 5.71 (d), it 

illustrates the cost analysis of GOAPSNN with RBFNN-SSA method. Here, for GOAPSNN 

method offers cost at $ 1600. In Figure 5.72, it illustrates the analysis of cost between RBFNN-

SSA method and existing methods over one year. In the 1
st
month of year, the RBFNN-SSA 

system offers cost at $ 1660. 

 

 

Figure 5.70: Comparison of Individual power for one year 
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Figure 5.71: Cost analysis of (a) IABC - proposed (b) BFOANN - proposed (c) ALO - proposed 

(d) GOAPSNN - proposed 

 

Figure 5.72: Cost comparison of RBFNN-SSA with existing methods 

 

At the 3
rd

 month, RBFNN-SSA system offers cost at $ 1710.  At the 5
th

 month, the RBFNN-SSA 

system offers cost at $ 1580.  At the 7
th

 month, the RBFNN-SSA system offers cost at $ 1580. At 

the 9
th

 month, the RBFNN-SSA system offers cost at $ 1510. At the 12
th

 month, the RBFNN-

SSA system offers cost at $ 1520. 
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ANALYSIS OF FITNESS 

In Figure 5.73, it represents fitness comparison of RBFNN-SSA with existing methods. In 

RBFNN-SSA method, the fitness is a cost reduction i.e. the cost calculation based on the 24 hour 

period. The system cost is determined for the entire period and then the optimal cost is obtained. 

The Cost varies with each hour, and the solution reaches a steady value (i.e. the minimum cost) 

in a certain number of iteration. After attaining the minimum cost value, the iteration is stopped. 

The IABC method offers a maximum cost value 3.3 at iteration 46, for BFOANN method offers 

3.1 cost value at iteration 42, for ALO method offers 2.9 cost value at iteration 40, for 

GOAPSNN method offers 2.7 cost value at iteration 33 and lastly for RBFNN-SSA method 

offers 2.5 cost value at iteration number 31. 

 

 

Figure 5.73:  Fitness comparison ($/h) 

 

STATISTICAL ANALYSIS 

 Root mean square error (RMSE), Mean bias error (MBE) and Mean absolute percentage error 

(MAPE) are the statistical analysis in the subgroup. The performance of RBFNN-SSA is 

integrated with existing techniques like IABC, BFOANN, ALO and GOAPSNN. The 

productivity indicator of predictive system is defined as RMSE. The normal deviation maker is 

defined as MBE. The precision pointer is defined as MAPE. The performance parameter along 

with statistical analysis is derived into 50 and 100 number of iterations.  
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Table 5.19: Statistical comparison of RBFNN-SSA with existing methods for 50 

numbers of iterations 

Model IABC BFOANN ALO GOAPSNN Proposed 

RMSE 25.3 19.8 22.4 22.537 9.2 

MAPE 18.1 9.3 12.0 12.97 4.1 

MBE 7.0 2.8 5.2 5.32 2.6 

 

Table 5.20: Statistical comparison of RBFNN-SSA with existing methods for 100 

numbers of iterations 

Model IABC BFOANN ALO GOAPSNN Proposed 

RMSE 29.3 21.8 26.4 30.74 13.4 

MAPE 18.1 7.3 14.0 15.22 3.8 

MBE 10.2 5.8 8.2 6.44 5.6 

 

Table 5.21: Statistical analysis of RBFNN-SSA with existing methods 

Solution Strategies Mean Median Standard Deviation 

IABC 1.2144 0.9722 0.3252 

BFOANN 1.1537 0.9415 0.2857 

ALO 1.0642 0.9301 0.2067 

GOAPSNN 1.0514 0.9212 0.2052 

Proposed method 0.9681 0.9063 0.1098 
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Table 5.22: Elapsed time of RBFNN-SSA with existing methods 

In Table 5.19, it shows a statistical analysis with 50 numbers of iterations of proposed method 

with other existing methods. IABC's RMSE reaches up to 25.4, for BFOANN reaches up to 19.9, 

for ALO reaches up to 22.5, for GOAPSNN designates at 22.5, although it receives 9.3 for 

RBFNN-SSA method. The MAPE of IABC reaches up to 18.2, for BFOANN reaches up to 9.4, 

for ALO reaches to 12.0, for GOAPSNN reaches up to 12.9, for RBFNN-SSA reaches up to 4.2. 

The MBE of IABC reaches up to 7.1, for BFOANN reaches up to 2.9, for ALO reaches up to 

5.1, for GOAPSNN reaches up to 5.3, then for RBFNN-SS reaches up to 2.7. In Table 5.20, it 

shows a statistical analysis with 100 numbers of iterations of proposed with other existing 

methods. The RMSE of IABC reaches up to 29.4, for BFOANN reaches up to 21.9, for ALO 

reaches up to 26.5, for GOAPSNN reaches up to 30.75 but for RBFNN-SSA reaches to 13.5. The 

MAPE for IABC attains as 18.2, for BFOANN reaches up to 7.4, for ALO reaches up to 14.0, for 

GOAPSNN reaches up to 15.23, but for RBFNN-SSA attains to 3.9. The IABC's MBE reaches 

up to 10.1 the BFOANN reaches up to 5.9; for ALO reaches up to 8.1, for GOAPSNN reaches 

up to 6.45, but for RBFNN-SSA attains to 5.7. In Table 5.21, it tabularizes the statistical analysis 

of RBFNN-SSA method with the existing methods. The mean of IABC reaches to 1.2145, for 

BFOANN reaches to 1.1538, for ALO reaches to1.0643, for GOAPSNN reaches to 1.0515, but 

for the RBFNN-SSA attains to 0.9681.The median of IABC reaches to 0.9723, for BFOANN 

reaches to 0.9416, for ALO reaches to 0.9302, for GOAPSNN reaches to 0.9213, but for 

RBFNN-SSA attains to 0.9062. The SD of IABC reaches to 0.3253, for BFOANN reaches to 

0.2858, for ALO becomes up to 0.2065, for GOAPSNN attains to 0.2053, but for RBFNN-SSA 

becomes to 0.1099. For assessing the performance of RBFNN-SSA method, the elapsed time is 

estimated comparison with the existing methods shown in Table 5.22. In RBFNN-SSA method, 

it reaches lesser computational time with compare to the existing approaches. Lastly, the 

Solution Strategies Time in sec 

IABC 37.12 

BFOANN 36.95 

ALO 38.07 

GOAPSNN 36.46 

Proposed 30.14 
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comparison results demonstrate the superiority of RBFNN-SSA method in terms of optimal 

energy management with the existing methods. 

DISCUSSION OF OBTAINED RESULTS AND MAIN ACHIEVEMENTS 

Performance of RBFNN-SSA system is better with PV, WT, MT, battery power, grid power, 

overall cost and fitness function with the other existing methods.  

5.3. SUMMARY 

In this chapter, the optimal results obtained by the corresponding optimization algorithms for 

every case study have been presented in details. The presented results have also been compared 

with other state-of-the-art meta-heuristic algorithms to check the effectiveness and superiority of 

the proposed algorithm. Along with this comparative study, the results have also been 

statistically tested to prove their robustness.  

As per the results mentioned in case study 1, the CS-BAT technique seems to be superior as 

compared to other techniques likes online management, ABC, ABC-ABC, IABC, ABC-FA in 

case of different load demands of the system. 

 In case-study 2, a novel proposed  SOGSNN algorithm has been implemented and found to be 

most superior compared to other meta-heuristic algorithms likes ABC, BFO & ANFASO  in 

every scenarios and for all types of forecasted load demands of the system. The superiority and 

robustness of the proposed algorithm have been checked statistically.  

This statistically tested the ANFASO algorithm with other meta-heuristic algorithms likes GA, 

ABC, BFA,  has also been implemented in case study 3, where the combination of ANFIS and 

ASOA approach has been formulated, to reduce overall fuel cost and increase the use of RES 

with considering the generation cost of PV & wind power for maximum techno-economic 

benefits.  

The optimal multi-objective problem has been solved by the proposed RBFNN-SSA algorithm 

and presented the optimal results in case study 4. It is seen that for forecasted load demands, the 

proposed algorithm can produce superior results. The obtained results are also compared with 

other state-of-the-art algorithms like IABC, BFOANN, ALO and GOAPSNN and it is found that 

the proposed RBFNN-SSA algorithm can produce better precise and hence that can produce 

better optimal results. 
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6.1. CONCLUSION 

Micro Grid (MG) is one of the important and needful strategies to expand the existing power 

system to tackle the increasing load demands. Nowadays, MG penetration becomes the 

prerequisite strategy for the planners due to negative environmental impacts and fuel crisis of the 

coal based conventional power plants, and the continuous technological advancements in the 

small scale generating technologies especially in the field of renewable. MG penetration can 

have both positive and negative impacts on the system depending on the planning strategies. The 

optimal use of MG systems in the existing system with proper planning strategies may leads to 

several technical, economical, operational and environmental benefits. So, the main aim of this 

research work is focused on to find the optimal energy management and control of MG units in 

the different network systems for getting maximum techno economic benefits initially obviously 

by simulation studies. Again, this can only be ascertained most effectively by novel soft-

computing techniques. 

 

The research work has been carried out in different stages and presented in form of case-studies. 

In case-study 1, a simple multi-objective function has been formulated to minimize the fuel cost 

as well as operation and maintenance cost by the optimal energy management of MG sources. 

Here, a hybrid ABC strategy, the IABC and CS-BAT based modeling and management of Micro 

grid System (MG) has been presented. The ABC algorithm is designed in two phases based on 

objective functions. The initial phase of ABC demonstrates that MG's optimal configuration at 

low fuel costs. By least cost functionality, the second phase of ABC has been achieved with 

minimal OM costs. At IABC, the scout bee phase has been relocated with GSA technology that 

promises for enhancing the search capability of scout bees. At hybrid CS-BAT here, the 

configuration of optimal MG is acquired by solving the proposed multi-objective function 

depends on load requirement. The performance of proposed system is examined with previous 

systems, viz online management, ABC, ABC-ABC, IABC and ABC-FA. The comparative 

outcomes portrays that proposed system to identify optimal identifying of  parameters is the most 
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effective technique when meeting the load requirement at the lowest fuel cost and it is more 

efficient than existing techniques. 

 

In case-study 2, a novel SOGSNN algorithm has been proposed to solve the similar objective 

function as mentioned in the previous case-study but this time with different operating scenario 

of MG units with optimal load forecasting. The proposed SOGSNN method is the combined 

performance of GSA-ANN and SSA, hence it is named SOGSNN. The purpose of the SOGSNN 

method is “reduce fuel costs, reduce emissions and operating with maintenance costs, also makes 

optimal use of RES”. The optimization issue involves a kind of energy sources that can be 

performed in the MG like, photovoltaic, wind turbine, micro turbine, BESS. Control operations 

needs to the optimization issue to reflect few extra considerations with optimal load forecasting. 

The proposed hybrid technique is activated in MATLAB/Simulink platform along its proficiency 

is assessed utilize various current approaches. The efficacy of the SOGSNN method is tested to 

other exiting techniques such as ABC, BFO and ANFASO technique. The comparative result 

provides the proposed method is more efficient than other previous methods.  

 

In case-study 3, the problem has been made more complex for better techno-economic analysis 

by considering multi objective problem formulation. The recommended hybrid technique is in 

terms of a combination of ANFIS and ASOA approach. The intention of the proposed technique 

is to reduce overall fuel cost and increase the use of RES with considering the generation cost of 

PV & wind power. The optimization issue involves maximum uses of energy sources that can be 

found in the MG like battery storage, photovoltaic, micro turbine and wind turbine sources. The 

control operations have been added to the optimization issue to reveal few another considerations 

that are mostly found in the smaller generation scheme. The proposed method is activated in 

MATLAB/Simulink, also their effectiveness is analyzed utilize different existing methods. From 

the experimental outcomes, it clearly shows that the use of optimum power generating costs and 

energy sources for micro grid that the optimization works best and provides the optimum power 

scheme for the generators after carry out the objective functions. The proposed approach is 

likened utilize other previous methods like GA, ABC, BFA. Furthermore, the use of the 

proposed technique has led to a minimization of almost 25% in the entire cost of generating 

power. 
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In the fourth case-study of the work, a novel RBFNN-SSA method has been proposed for solving 

the multi objective problem in order to avoid premature convergence. For maximum techno-

economic benefits, the multi objective problem has been formulated in such a way that it can 

minimizing various objectives including yearly economic loss which includes annual capital 

cost, annual replacement cost, annual fuel cost, annual operation and maintenance cost as well as 

optimal forecasting load demand. Here, maximizing usage of MG sources and minimizing the 

operational cost is performed by the RBFNN-SSA method. The proposed RBFNN-SSA is 

implemented in MATLAB/Simulink platform and then the proficiency is assessed and tested 

with the exiting techniques viz IABC, BFOANN, ALO and GOAPSNN methods.  

 

6.2. FUTURE SCOPE  

 Extension of this proposed micro grid system with the introduction of additional DERs 

like Electrical vehicle (EV), Fly wheel, and CHP. 

 Multiple MGs can be studied to investigate the effect on grid frequency. 

 Biologically inspired optimization algorithms can be employed in place of FLCs for PHS 

and LM to optimize their operations. 

 Deploying optimization techniques for load forecasting and management. 

 Chattering of battery energy storage can be taken care of by operating it based on 

understanding the trend in the dynamic energy management systems decisions. 

 Enhancing the Power capacity to next level for catering bigger community. 

 Interlinking of multiple micro grids complex networks with loads. 

 Minimization of entire energy consumption. 

 Enhanced the reduction of environmental impact.  

 Improvement of energy system consistency. 

 Improvement of benefits of the network. 

 Cost efficiency power infrastructure replacement. 

 Enhanced incorporation of distributed and renewable energy system. 

 Cost Comparative and proficient. 

 Enables smart grid technology integration. 

 Locally controlling power quality. 
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 Lessen carbon foot print with greenhouse gas emissions through rising hygienic local 

energy generation. 

 To increases customer contribution. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



210 
 

 

[1] A. Arther Jain, B. Rabi and S. Darly, "Application of QOCGWO-RFA for maximum power 

point tracking (MPPT) and power flow management of solar PV generation system", 

International Journal of Hydrogen Energy, vol. 45, no. 7, pp. 4122-4136, 2020. Available: 

10.1016/j.ijhydene.2019.12.071 [Accessed 14 December 2021]. 

[2] Y. Riffonneau, S. Bacha, F. Barruel and S. Ploix, "Optimal Power Flow Management for 

Grid Connected PV Systems With Batteries", IEEE Transactions on Sustainable Energy, vol. 2, 

no. 3, pp. 309-320, 2011. Available: 10.1109/tste.2011.2114901 [Accessed 15 December 2021]. 

[3] A. Varghese, L. Chandran and A. Rajendran, "Power flow control of solar PV based islanded 

low voltage DC micro grid with battery management system", 2016 IEEE 1st International 

Conference on Power Electronics, Intelligent Control and Energy Systems (ICPEICES), 2016. 

Available: 10.1109/icpeices.2016.7853407 [Accessed 15 December 2021]. 

[4] M. Badawy and Y. Sozer, "Power Flow Management of a Grid Tied PV-Battery System for 

Electric Vehicles Charging", IEEE Transactions on Industry Applications, vol. 53, no. 2, pp. 

1347-1357, 2017. Available: 10.1109/tia.2016.2633526 [Accessed 15 December 2021]. 

[5] S. V and R. Kalpana, "Power Flow Management of a Solar PV and Battery Powered Telecom 

Load with Bidirectional Grid Power Exchange", 2021 IEEE 4th International Conference on 

Computing, Power and Communication Technologies (GUCON), 2021. Available: 

10.1109/gucon50781.2021.9573582 [Accessed 15 December 2021]. 

[6] S. Sheng, P. Li, C. Tsu and B. Lehman, "Optimal power flow management in a photovoltaic 

Nano grid with batteries", 2015 IEEE Energy Conversion Congress and Exposition (ECCE), 

2015. Available: 10.1109/ecce.2015.7310256 [Accessed 16 December 2021]. 

[7] B. Indu Rani, G. Saravana Ilango and C. Nagamani, "Control Strategy for Power Flow 

Management in a PV System Supplying DC Loads", IEEE Transactions on Industrial 

Electronics, vol. 60, no. 8, pp. 3185-3194, 2013. Available: 10.1109/tie.2012.2203772 [Accessed 

16 December 2021]. 

[8] K. Konara, M. Kolhe and A. Sharma, "Power flow management controller within a grid 

connected photovoltaic based active generator as a finite state machine using hierarchical 

approach with droop characteristics", Renewable Energy, vol. 155, pp. 1021-1031, 2020. 

Available: 10.1016/j.renene.2020.03.138 [Accessed 16 December 2021]. 



211 
 

[9] S. Mishra and P. Palanisamy, "Efficient Power Flow Management and Peak Shaving in a 

Micro grid-PV System", 2018 IEEE Energy Conversion Congress and Exposition (ECCE), 2018. 

Available: 10.1109/ecce.2018.8558312 [Accessed 16 December 2021]. 

[10] Y. Guo, S. Sheng, N. Anglani and B. Lehman, "Economically Optimal Power Flow 

Management of Grid-Connected Photovoltaic Micro grid Based on Dynamic Programming 

Algorithm and Grid I/O Strategy for Different Weather Scenarios", 2019 IEEE Applied Power 

Electronics Conference and Exposition (APEC), 2019. Available: 10.1109/apec.2019.8722264 

[Accessed 16 December 2021]. 

 [11] N. Mendis, K. Muttaqi and S. Perera, "Active power management of a super capacitor-

battery hybrid energy storage system for standalone operation of DFIG based wind turbines", 

2012 IEEE Industry Applications Society Annual Meeting, 2012. Available: 

10.1109/ias.2012.6374045 [Accessed 17 December 2021]. 

[12] N. Mendis, K. Muttaqi and S. Perera, "Active power management of a super capacitor-

battery hybrid energy storage system for standalone operation of DFIG based wind turbines", 

2012 IEEE Industry Applications Society Annual Meeting, 2012. Available: 

10.1109/ias.2012.6374045 [Accessed 17 December 2021]. 

[13] L. Wang and Q. Vo, "Power Flow Control and Stability Improvement of Connecting an 

Offshore Wind Farm to a One-Machine Infinite-Bus System Using a Static Synchronous Series 

Compensator", IEEE Transactions on Sustainable Energy, vol. 4, no. 2, pp. 358-369, 2013. 

Available: 10.1109/tste.2012.2225156 [Accessed 17 December 2021]. 

[14] J. Luo, L. Shi and Y. Ni, "A Solution of Optimal Power Flow Incorporating Wind 

Generation and Power Grid Uncertainties", IEEE Access, vol. 6, pp. 19681-19690, 2018. 

Available: 10.1109/access.2018.2823982 [Accessed 17 December 2021]. 

[15] C. Lin, Z. Bie, C. Pan and S. Liu, "Fast Cumulant Method for Probabilistic Power Flow 

Considering the Nonlinear Relationship of Wind Power Generation", IEEE Transactions on 

Power Systems, vol. 35, no. 4, pp. 2537-2548, 2020. Available: 10.1109/tpwrs.2019.2959404 

[Accessed 17 December 2021]. 

[16] S. Jadhav, "Optimal Power Flow in Wind Farm Micro grid Using Dynamic Programming", 

2018 International Conference on Emerging Trends and Innovations In Engineering And 

Technological Research (ICETIETR), 2018. Available: 10.1109/icetietr.2018.8529128 

[Accessed 17 December 2021]. 

[17] D. Kotur and P. Stefanov, "Optimal power flow control in the system with offshore wind 

power plants connected to the MTDC network", International Journal of Electrical Power & 

Energy Systems, vol. 105, pp. 142-150, 2019. Available: 10.1016/j.ijepes.2018.08.012 [Accessed 

17 December 2021]. 



212 
 

[18] X. Fang, H. Cui, H. Yuan, J. Tan and T. Jiang, "Distribution ally-robust chance constrained 

and interval optimization for integrated electricity and natural gas systems optimal power flow 

with wind uncertainties", Applied Energy, vol. 252, p. 113420, 2019. Available: 

10.1016/j.apenergy.2019.113420 [Accessed 17 December 2021]. 

[19] M. Carrizosa, F. Navas, G. Damm and F. Lamnabhi-Lagarrigue, "Optimal power flow in 

multi-terminal HVDC grids with offshore wind farms and storage devices", International Journal 

of Electrical Power & Energy Systems, vol. 65, pp. 291-298, 2015. Available: 

10.1016/j.ijepes.2014.10.016 [Accessed 17 December 2021]. 

[20] S. Rahmani and N. Amjady, "A new optimal power flow approach for wind energy 

integrated power systems", Energy, vol. 134, pp. 349-359, 2017. Available: 

10.1016/j.energy.2017.06.046 [Accessed 18 December 2021]. 

[21] M. Haseeb, S. Kazmi, M. Malik, S. Ali, S. Bukhari and D. Shin, "Multi Objective Based 

Framework for Energy Management of Smart Micro-Grid", IEEE Access, vol. 8, pp. 220302-

220319, 2020.  

[22] X. Lu and H. Wang, "Optimal Sizing and Energy Management for Cost-Effective PEV 

Hybrid Energy Storage Systems", IEEE Transactions on Industrial Informatics, vol. 16, no. 5, 

pp. 3407-3416, 2020. 

[23] P. Rani, A. Mishra, A. Mardani, F. Cavallaro, M. Alrasheedi and A. Alrashidi, "A novel 

approach to extended fuzzy TOPSIS based on new divergence measures for renewable energy 

sources selection", Journal of Cleaner Production, vol. 257, p. 120352, 2020.  

[24] L. Luo et al., "Optimal scheduling of a renewable based micro grid considering photovoltaic 

system and battery energy storage under uncertainty", Journal of Energy Storage, vol. 28, p. 

101306, 2020.  

[25] A. Eajal, A. Yazdavar, E. El-Saadany and M. Salama, "Optimizing the Droop 

Characteristics of AC/DC Hybrid Micro grids for Precise Power Sharing", IEEE Systems 

Journal, pp. 1-10, 2020.  

[26] M. Alam, K. Kumar, S. Verma and V. Dutta, "Renewable sources based DC micro grid 

using hydrogen energy storage: Modeling and experimental analysis", Sustainable Energy 

Technologies and Assessments, vol. 42, p. 100840, 2020.  



213 
 

[27] P. Li, T. Guo, F. Zhou, J. Yang and Y. Liu, "Nonlinear coordinated control of parallel 

bidirectional power converters in an AC/DC hybrid micro grid", International Journal of 

Electrical Power & Energy Systems, vol. 122, p. 106208, 2020.  

[28] Y. Wang, T. Nguyen, Y. Xu, Q. Tran and R. Caire, "Peer-to-Peer Control for Networked 

Micro grids: Multi-Layer and Multi-Agent Architecture Design", IEEE Transactions on Smart 

Grid, vol. 11, no. 6, pp. 4688-4699, 2020.  

[29] L. Ma and J. Zhang, "An Adaptive Hierarchical Control Method for Micro grid considering 

Generation Cost", IEEE Access, vol. 8, pp. 164187-164199, 2020.  

[30] A. Imran et al., "Heuristic-Based Programmable Controller for Efficient Energy 

Management under Renewable Energy Sources and Energy Storage System in Smart Grid", 

IEEE Access, vol. 8, pp. 139587-139608, 2020.  

[31] V. V. V. S. N. Murty and A. Kumar, "Optimal Energy Management and Techno-economic 

Analysis in Micro grid with Hybrid Renewable Energy Sources", Journal of Modern Power 

Systems and Clean Energy, vol. 8, no. 5, pp. 929-940, 2020.  

[32] E. Agnoletto, D. Silva de Castro, R. Neves, R. Quadros Machado and V. Oliveira, "An 

Optimal Energy Management Technique Using the $\epsilon$ -Constraint Method for Grid-Tied 

and Stand-Alone Battery-Based Micro grids", IEEE Access, vol. 7, pp. 165928-165942, 2019.  

[33] P. Zhuang, H. Liang and M. Pomphrey, "Stochastic Multi-Timescale Energy Management 

of Greenhouses With Renewable Energy Sources", IEEE Transactions on Sustainable Energy, 

vol. 10, no. 2, pp. 905-917, 2019.  

[34] R. Byrne, T. Nguyen, D. Copp, B. Chalamala and I. Gyuk, "Energy Management and 

Optimization Methods for Grid Energy Storage Systems", IEEE Access, vol. 6, pp. 13231-

13260, 2018.  

[35] J. Choi, Y. Shin, M. Choi, W. Park and I. Lee, "Robust Control of a Micro grid Energy 

Storage System Using Various Approaches", IEEE Transactions on Smart Grid, vol. 10, no. 3, 

pp. 2702-2712, 2019.  

[36] F. Delfino, G. Ferro, M. Robba and M. Rossi, "An Energy Management Platform for the 

Optimal Control of Active and Reactive Powers in Sustainable Micro grids", IEEE Transactions 

on Industry Applications, vol. 55, no. 6, pp. 7146-7156, 2019.  



214 
 

[37] Y. Xu and X. Shen, "Optimal Control Based Energy Management of Multiple Energy 

Storage Systems in a Micro grid", IEEE Access, vol. 6, pp. 32925-32934, 2018.  

[38] A. Haidar, A. Fakhar and K. Muttaqi, "An Effective Power Dispatch Strategy for Clustered 

Micro-grids while Implementing Optimal Energy Management and Power Sharing Control using 

Power Line Communication", IEEE Transactions on Industry Applications, pp. 1-1, 2020.  

[39] D. Phan et al., "Intelligent energy management system for conventional autonomous 

vehicles", Energy, vol. 191, p. 116476, 2020. 

[40] P. Pawar, M. TarunKumar and P. Vittal K., "An IoT based Intelligent Smart Energy 

Management System with accurate forecasting and load strategy for renewable generation", 

Measurement, vol. 152, p. 107187, 2020.  

 [41] S. Sahoo, S. Mishra, S. Jha and B. Singh, "A Cooperative Adaptive Droop Based Energy 

Management and Optimal Voltage Regulation Scheme for DC Micro grids", IEEE Transactions 

on Industrial Electronics, vol. 67, no. 4, pp. 2894-2904, 2020.  

[42] H. Zhang, Y. Li, D. Gao and J. Zhou, "Distributed Optimal Energy Management for Energy 

Internet", IEEE Transactions on Industrial Informatics, vol. 13, no. 6, pp. 3081-3097, 2017. 

[43] M. Collotta, G. Pau and V. Maniscalco, "A Fuzzy Logic Approach by Using Particle Swarm 

Optimization for Effective Energy Management in IWSNs", IEEE Transactions on Industrial 

Electronics, vol. 64, no. 12, pp. 9496-9506, 2017.  

[44] H. Gabbar, M. Abdussami and M. Adham, "Optimal Planning of Nuclear-Renewable 

Micro-Hybrid Energy System by Particle Swarm Optimization", IEEE Access, vol. 8, pp. 

181049-181073, 2020.  

 [45] K. Ma et al., "Energy Management Considering Unknown Dynamics Based on Extremum 

Seeking Control and Particle Swarm Optimization", IEEE Transactions on Control Systems 

Technology, vol. 28, no. 4, pp. 1560-1568, 2020.  

[46] T. Mesbahi, N. Rizoug, P. bartholomeus, R. Sadoun, F. Khenfri and p. Lemoigne, "Optimal 

Energy Management For a Li-Ion Battery/Super capacitor Hybrid Energy Storage System Based 

on Particle Swarm Optimization Incorporating Nelder-Mead Simplex Approach", IEEE 

Transactions on Intelligent Vehicles, pp. 1-1, 2017.  



215 
 

[47] Z. Khan, A. Khalid, N. Javaid, A. Haseeb, T. Saba and M. Shafiq, "Exploiting Nature-

Inspired-Based Artificial Intelligence Techniques for Coordinated Day-Ahead Scheduling to 

Efficiently Manage Energy in Smart Grid", IEEE Access, vol. 7, pp. 140102-140125, 2019.  

[48] M. Manbachi and M. Ordonez, "Intelligent Agent-Based Energy Management System for 

Islanded AC-DC Micro grids", IEEE Transactions on Industrial Informatics, vol. 16, no. 7, pp. 

4603-4614, 2020.  

[49] Y. Liu et al., "Distributed Robust Energy Management of a Multimicrogrid System in the 

Real-Time Energy Market", IEEE Transactions on Sustainable Energy, vol. 10, no. 1, pp. 396-

406, 2019.  

[50] Y. Liu, Z. Li, Z. Lin, K. Zhao and Y. Zhu, "Multi-Objective Optimization of Energy 

Management Strategy on Hybrid Energy Storage System Based on Radau Pseudospectral 

Method", IEEE Access, vol. 7, pp. 112483-112493, 2019.  

 [51] B. Rajasekhar et al., "A Survey of Computational Intelligence Techniques for Air-

Conditioners Energy Management", IEEE Transactions on Emerging Topics in Computational 

Intelligence, vol. 4, no. 4, pp. 555-570, 2020.  

[52] S. Mouassa, T. Bouktir and F. Jurado, "Scheduling of smart home appliances for optimal 

energy management in smart grid using Harris-hawks optimization algorithm", Optimization and 

Engineering, vol. 22, no. 3, pp. 1625-1652, 2020. Available: 10.1007/s11081-020-09572-1 

[Accessed 8 November 2021]. 

[53] S. Hashmi, C. Ali and S. Zafar, "Internet of things and cloud computing‐based energy 

management system for demand side management in smart grid", International Journal of Energy 

Research, vol. 45, no. 1, pp. 1007-1022, 2020. Available: 10.1002/er.6141 [Accessed 8 

November 2021]. 

[54] Ç. Iris and J. Lam, "Optimal energy management and operations planning in seaports with 

smart grid while harnessing renewable energy under uncertainty", Omega, vol. 103, p. 102445, 

2021. Available: 10.1016/j.omega.2021.102445 [Accessed 8 November 2021]. 

 

 



216 
 

[55] K. Karthikumar, K. Karthik, K. Karunanithi, P. Chandrasekar, P. Sathyanathan and S. 

Vinoth John Prakash, "SSA-RBFNN strategy for optimum framework for energy management in 

Grid-Connected smart grid infrastructure modeling", Materials Today: Proceedings, 2021. 

Available: 10.1016/j.matpr.2021.01.477 [Accessed 8 November 2021]. 

[56] B. Kommula, H. Song, L. Chen and C. Xu, "Efficient energy management of hybrid 

renewable energy sources‐based smart‐grid system using a hybrid IDEA‐CFA technique", 

International Transactions on Electrical Energy Systems, vol. 31, no. 5, 2021. Available: 

10.1002/2050-7038.12833 [Accessed 8 November 2021]. 

[57] A. Duman, H. Erden, Ö. Gönül and Ö. Güler, "A home energy management system with an 

integrated smart thermostat for demand response in smart grids", Sustainable Cities and Society, 

vol. 65, p. 102639, 2021. Available: 10.1016/j.scs.2020.102639 [Accessed 8 November 2021]. 

[58] X. Zhang, R. Lu, J. Jiang, S. Hong and W. Song, "Testbed implementation of reinforcement 

learning-based demand response energy management system", Applied Energy, vol. 297, p. 

117131, 2021. Available: 10.1016/j.apenergy.2021.117131 [Accessed 8 November 2021]. 

[59] M. Saleem, M. Usman and M. Shakir, "Design, Implementation, and Deployment of an IoT 

Based Smart Energy Management System", IEEE Access, vol. 9, pp. 59649-59664, 2021. 

Available: 10.1109/access.2021.3070960 [Accessed 8 November 2021]. 

[60] M. Kermani, B. Adelmanesh, E. Shirdare, C. Sima, D. Carnì and L. Martirano, "Intelligent 

energy management based on SCADA system in a real Micro grid for smart building 

applications", Renewable Energy, vol. 171, pp. 1115-1127, 2021. Available: 

10.1016/j.renene.2021.03.008 [Accessed 8 November 2021]. 

[61] Y. Lin, "Trainingless multi-objective evolutionary computing-based nonintrusive load 

monitoring: Part of smart-home energy management for demand-side management", Journal of 

Building Engineering, vol. 33, p. 101601, 2021. Available: 10.1016/j.jobe.2020.101601 

[Accessed 8 November 2021]. 

 [62] J. Hu and A. Lanzon, "Distributed Finite-Time Consensus Control for Heterogeneous 

Battery Energy Storage Systems in Droop-Controlled Micro grids", IEEE Transactions on Smart 

Grid, vol. 10, no. 5, pp. 4751-4761, 2019. Available: 10.1109/tsg.2018.2868112. 



217 
 

[63] "Distributed and decentralized control architectures for converter-interfaced micro grids", 

Chinese Journal of Electrical Engineering, vol. 3, no. 2, pp. 41-52, 2017. Available: 

10.23919/cjee.2017.8048411. 

 [64] T. Logenthiran, D. Srinivasan, A. Khambadkone and H. Aung, "Multiagent System for 

Real-Time Operation of a Micro grid in Real-Time Digital Simulator", IEEE Transactions on 

Smart Grid, vol. 3, no. 2, pp. 925-933, 2012. Available: 10.1109/tsg.2012.2189028. (For 33). 

[65] P. Loh, D. Li, Y. Chai and F. Blaabjerg, "Autonomous Operation of Hybrid Micro grid With 

AC and DC Subgrids", IEEE Transactions on Power Electronics, vol. 28, no. 5, pp. 2214-2223, 

2013. Available: 10.1109/tpel.2012.2214792.  

[66] V. Murty and A. Kumar, "Multi-objective energy management in micro grids with hybrid 

energy sources and battery energy storage systems", Protection and Control of Modern Power 

Systems, vol. 5, no. 1, 2020. Available: 10.1186/s41601-019-0147-z. 

[67] N. Qachchachi, H. Mahmoudi and A. El Hassnaoui, "Control Strategy of Hybrid AC/DC 

Micro grid in Standalone Mode", International Journal of Renewable Energy Development, vol. 

9, no. 2, pp. 295-301, 2020. Available: 10.14710/ijred.9.2.295-301. 

[68] X. Lu, J. Guerrero, K. Sun, J. Vasquez, R. Teodorescu and L. Huang, "Hierarchical Control 

of Parallel AC-DC Converter Interfaces for Hybrid Micro grids", IEEE Transactions on Smart 

Grid, vol. 5, no. 2, pp. 683-692, 2014. Available: 10.1109/tsg.2013.2272327. 

[69] T. Narasimha Prasad, "A Unified Droop Control Strategy for DC bus voltage regulation and 

MPPT control of multi input bi-directional DC-DC convertor in AC-DC micro grid", Journal of 

Mechanics of Continue and Mathematical Science, vol. 5, no. 1, 2020. Available: 

10.26782/jmcms.spl.5/2020.01.00034. 

[70] D. Bui and S. Chen, "Fault protection solutions appropriately proposed for ungrounded low-

voltage AC micro grids: Review and proposals", Renewable and Sustainable Energy Reviews, 

vol. 75, pp. 1156-1174, 2017. Available: 10.1016/j.rser.2016.11.097. 

[71] H. Hammad and M. Aly, "Protection Coordination of Radial Distribution Networks 

Connected with Distributed Generation Considering Auto-reclosing Schemes by Resistive 

Superconducting Fault Current Limiters", International Journal of Emerging Electric Power 

Systems, vol. 21, no. 1, 2020. Available: 10.1515/ijeeps-2019-0121. 



218 
 

[72] Z. Zhu, B. Xu, C. Brunner, L. Guise and G. Han, "Distributed topology processing solution 

for distributed controls in distribution automation systems", IET Generation, Transmission & 

Distribution, vol. 11, no. 3, pp. 776-784, 2017. Available: 10.1049/iet-gtd.2016.0421. 

[73] Mohamed F A, Koivo H N. System modeling and online optimal management of micro grid 

with battery storage. In: International Conference on Renewable Energies and Power Quality. 

Sevilla, Spain, 1-5, 2007.  

[74] Zhang Yu, Nikolaos Gatsis. Giannakis Georgios B. Robust energy management for micro 

grids with high-penetration renewables. IEEE Trans Sustain Energy 2013;4(4):944–53. 

[75] Alikhani Esmaeil, Ahmadian Mohammad, Salemnia Ahmad. Optimal short-term planning 

of a stand-alone micro grid with wind/PV/fuel cell/diesel/micro turbine. Can J Electr Electron 

Eng. 2012; 3(3):135–41. 

 [76] Mohamed Faisal A, Koivo Heikki N. System modeling and online optimal management of 

Micro Grid using mesh adaptive direct search. Int J Electra Power Energy System 2010; 32:398–

407. 

 [77] Mohamed Faisal A, Koivo Heikki N. Environmental/economic power dispatch of micro 

grid using multiobjective genetic algorithms. In: Proceedings of international conference on 

renewable energy congress; 2010. p. 495–500. 

 [78] Mohamed Faisal A, Koivo Heikki N. Multiobjective optimization using modified game 

theory for online management of micro grid In: Euro. Trans. Electra. Power 2011; 21:839–854. 

 [79] Olivares Daniel E, Cañizares Claudio A, Kazerani Mehrdad. A centralized optimal energy 

management system for micro grids. In: Proceedings of IEEE conference on power engineering 

society general meeting; 2011. p. 1–6. 

 [80] Kariniotakis GN, Soultanis NL, Tsouchnikas AI, Papathanasiou SA, Hatziargyriou ND. 

Dynamic modeling of micro grids. In: Proceedings of international conference on future power 

systems; 2005. 

 [81] Jaganathan S, Palaniswami S, Adithya R. Synchronous generator modeling and analysis for 

a micro grid in autonomous and grid connected mode. Int J Comp Appl January 2011;13(5). 

[82] Chen C, Duan S, Cai T, Liu B, Hu G. Smart energy management system for optimal micro 

grid economic operation. Int J Renew Power Gen 2011;5(3):258–67. 

[83] K. Murugaperumal and P. Ajay D Vimal Raj, "Feasibility Design And Techno-Economic 

Analysis of Hybrid Renewable Energy System for Rural Electrification", Solar Energy, vol. 188, 



219 
 

pp. 1068-1083, 2019. 

[84] C. Ghenai and M. Bettayeb, "Modeling and Performance Analysis of a Stand-Alone Hybrid 

Solar PV/Fuel Cell/Diesel Generator Power System for University Building", Energy, vol. 171, 

pp. 180-189, 2019.  

[85] H. Mahmood and J. Jiang, "Decentralized Power Management of Multiple PV, Battery, and 

Droop Units in an Islanded Micro grid", IEEE Transactions on Smart Grid, vol. 10, no. 2, pp. 

1898-1906, 2019.  

[86] H. Liu, B. Xu, D. Lu and G. Zhang, "A Path Planning Approach for Crowd Evacuation in 

Buildings Based on Improved Artificial Bee Colony Algorithm", Applied Soft Computing, vol. 

68, pp. 360-376, 2018.  

[87] Y. Zhang, S. Cheng, Y. Shi, D. Gong and X. Zhao, "Cost-Sensitive Feature Selection Using 

Two-Archive Multi-Objective Artificial Bee Colony Algorithm", Expert Systems with 

Applications, vol. 137, pp. 46-58, 2019.  

[88] Conti S, Nicolosi R, Rizzo SA, Zeineldin HH. Optimal dispatching of distributed generators 

and storage systems for MV Islanded micro grids. IEEE Trans Power Del 2012;27(3):1243–51. 

 [89] Lasseter Robert H, Piagi Paolo. Extended micro grid using (DER) distributed energy 

resources. In: Proceedings of IEEE conference on power engineering society and general 

meeting; 2007. p. 1–5. 

[90] X. Xu, J. Hao and Y. Zheng, "Multi-Objective Artificial Bee Colony Algorithm for Multi-

Stage Resource Leveling Problem in Sharing Logistics Network", Computers & Industrial 

Engineering, vol. 142, p. 106338, 2020.  

[91] Mohamed Faisal A, Koivo Heikki N. System modeling and online optimal management of 

micro grid using multi objective optimization. In: Proceedings of IEEE conference on clean 

electrical power; 2007. p. 148–53. 

[92] H. Wang, W. Wang, S. Xiao, Z. Cui, M. Xu and X. Zhou, "Improving Artificial Bee Colony 

Algorithm Using A New Neighborhood Selection Mechanism", Information Sciences, vol. 527, 

pp. 227-240, 2020.  



220 
 

[93] Ahmed N, Miyatake M, Al-Othman A (2008) Power fluctuations suppression of stand-alone 

hybrid generation combining solar photovoltaic/wind turbine and fuel cell systems. Energy 

Convers Manag 49:2711–2719. https://doi.org/10.1016/j.enconman.2008.04.005. 

 [94] M. Sedighizadeh, A. Mohammadpour and S. Alavi, "A Two-Stage Optimal Energy 

Management By Using ADP and HBB-BC Algorithms for Micro grids With Renewable Energy 

Sources And Storages", Journal of Energy Storage, vol. 21, pp. 460-480, 2019.  

[95] Deshmukh M, Deshmukh S (2008) Modeling of hybrid renewable energy systems. Renew 

Sustain Energy Rev 12:235–249. https://doi.org/10.1016/j.rser.2006.07.011 

 [96] Marzband Mousa, Sumper Andreas, Ruiz-Alvarez Albert, Dominguez-Garcia José Luis. 

Experimental evaluation of a real time energy management system for stand-alone micro grids in 

day-ahead markets. Appl Energy 2013;106:365–76. 

 [97] E. Shahryari, H. Shayeghi, B. Mohammadi-ivatloo and M. Moradzadeh, "A Copula-Based 

Method to Consider Uncertainties for Multi-Objective Energy Management of Micro grid in 

Presence of Demand Response", Energy, vol. 175, pp. 879-890, 2019.  

[98] M. Sandgani and S. Sirouspour, "Priority-Based Micro grid Energy Management in a 

Network Environment", IEEE Transactions on Sustainable Energy, vol. 9, no. 2, pp. 980-990, 

2018.  

[99] Marzband Mousa, Sumper Andreas, Chindris Mircea, Tomoiaga Bogdan. Energy 

Management System of Hybrid Micro grid, Grid with Energy Storage; 2012. 

[100] Marzband Mousa, Azarinejadian Fatemeh, Savaghebi Mehdi, Guerrero Josep M. An 

optimal energy management system for islanded Micro grids based on multi-period artificial bee 

colony combined with Markov chain. IEEE System J 2015 ;( No. 99):1e11. 

 [101] Deihimi Ali, Zahed Babak Keshavarz, Iravani Reza. An interactive operation management 

of a micro-grid with multiple distributed generations using multi-objective uniform water cycle 

algorithm. Int J Energy 2016; 106: 482e509. 

[102] Alipour Manijeh, Zare Kazem, Seyedi Heresh. A multi-follower bi-level stochastic 

programming approach for energy management of combined heat and power micro-grids. 

Energy April 2018;149:135e46. 



221 
 

 [103] Najibi Fatemeh, Niknam Taher, Kavousi-Fard Abdollah. Optimal stochastic management 

of renewable MG (micro-grids) considering electro-thermal model of PV (photovoltaic). Int J 

Energy 2016;97:444e59.  

 

[104] Marzband Mousa, Yousefnejad Ebrahim, Andreas Sumper, Luis Dominguez- Garcia Jose. 

Real time experimental implementation of optimum energy management system in standalone 

Micro grid by using multi-layer ant colony optimization. Int J Electra Power Energy System 

2016; 75:265e74.  

[105] I. V, S. V and L. R, "Resources, configurations, and soft computing techniques for power 

management and control of PV/wind hybrid system", Renewable and Sustainable Energy 

Reviews, vol. 69, pp. 129-143, 2017. 

[106] R. Mishra and K. Mohanty, "Real time implementation of an ANFIS-based induction 

motor drive via feedback linearization for performance enhancement", Engineering Science and 

Technology, an International Journal, vol. 19, no. 4, pp. 1714-1730, 2016.  

[107]  D. Parra, G. Walker and M. Gillott, "Modeling of PV generation, battery and hydrogen 

storage to investigate the benefits of energy storage for single dwelling", Sustainable Cities and 

Society, vol. 10, pp. 1-10, 2014. 

 [108] Q. Fu, L. Montoya, A. Solanki, A. Nasiri, V. Bhavaraju, T. Abdallah and D. Yu, "Micro 

grid Generation Capacity Design With Renewables and Energy Storage Addressing Power 

Quality and Surety", IEEE Transactions on Smart Grid, vol. 3, no. 4, pp. 2019-2027, 2012. 

 [109] X. Wang and B. Zou, "Distributed Micro grid Model and Its Dynamic Economic Dispatch 

Algorithm", International Journal of Automation and Power Engineering, vol. 5, no. 0, p. 49, 

2016. 

 [110] ] M. Marzband, F. Azarinejadian, M. Savaghebi and J. Guerrero, "An Optimal Energy 

Management System for Islanded Micro grids Based on Multiperiod Artificial Bee Colony 

Combined With Markov Chain", IEEE Systems Journal, vol. 11, no. 3, pp. 1712-1722, 2017. 

[111] U. Tayab, A. Zia, F. Yang, J. Lu and M. Kashif, "Short-Term Load Forecasting For Micro 

grid Energy Management System Using Hybrid HHO-FNN Model With Best-Basis Stationary 

Wavelet Packet Transform", Energy, vol. 203, p. 117857, 2020.  



222 
 

[112] U. Damisa, N. Nwulu and Y. Sun, "Micro grid Energy And Reserve Management 

Incorporating Prosumer Behind‐The‐Meter Resources", IET Renewable Power Generation, vol. 

12, no. 8, pp. 910-919, 2018.  

 

[113] Elkadeem M, Wang S, Sharshir S, Atia E. Feasibility analysis and techno-economic design 

of grid-isolated hybrid renewable energy system for electrification of agriculture and irrigation 

area: a case study in Dongola, Sudan. Energy Convers Manage. 2019;196:1453-1478. 

https://doi.org/10.1016/j.enconman.2019.06.085. 

[114] Sarkar T, Bhattacharjee A, Samanta H, Bhattacharya K, Saha H. Optimal design and 

implementation of solar PV-wind-biogas-VRFB storage integrated smart hybrid micro grid for 

ensuring zero loss of power supply probability. Energy Convers Manage. 2019;191:102-118. 

https://doi.org/10.1016/j.enconman.2019.04.025. 

 [115] M. Jafari, Z. Malekjamshidi and J. Zhu, "A Magnetically Coupled Multi-Port, Multi-

Operation-Mode Micro-Grid with A Predictive Dynamic Programming-Based Energy 

Management For Residential Applications", International Journal of Electrical Power & Energy 

Systems, vol. 104, pp. 784-796, 2019.  

[116] M. Marzband, H. Alavi, S. Ghazimirsaeid, H. Uppal and T. Fernando, "Optimal Energy 

Management System Based On Stochastic Approach for A Home Micro grid With Integrated 

Responsive Load Demand And Energy Storage", Sustainable Cities and Society, vol. 28, pp. 

256-264, 2017.  

[117] L. Guo, N. Li, F. Jia, Y. Lei and J. Lin, "A Recurrent Neural Network Based Health 

Indicator for Remaining Useful Life Prediction of Bearings", Neuro computing, vol. 240, pp. 98-

109, 2017.  

[118] C. Fan, J. Wang, W. Gang and S. Li, "Assessment of Deep Recurrent Neural Network-

Based Strategies for Short-Term Building Energy Predictions", Applied Energy, vol. 236, pp. 

700-710, 2019. Available: 10.1016/j.apenergy.2018.12.004. 

[119] Parwal, A., M. Fregelius, I. Temiz, M. Göteman, J. G. de Oliveira, C. Boström, and M. 

Leijon. 2018. Energy management for a grid-connected wave energy park through a hybrid 

energy storage system. Applied Energy 231:399–411. doi:10.1016/j.apenergy.2018.09.146. 



223 
 

[120] E. Ali, S. Abd Elazim and A. Abdelaziz, "Ant Lion Optimization Algorithm for Optimal 

Location and Sizing of Renewable Distributed Generations", Renewable Energy, vol. 101, pp. 

1311-1324, 2017.  

[121] Daniel E. Olivares, Claudio A. Cañizares and Mehrdad Kazerani,  “A Centralized Optimal 

Energy Management System for Micro grids”, In proceedings of  IEEE Conference on Power 

Engineering Society general meeting, pp.1-6, 2011. 

[122] Yu Zhang, Nikolaos Gatsis, and Georgios B. Giannakis, “Robust Energy Management for 

Micro grid with High-Penetration Renewables”, IEEE Transaction Sustainable Energy to appear. 

Extended version, 2013 

[123] Elaheh Mashhour and S. M. Moghaddas Tafreshi, “Mathematical modeling of 

electrochemical storage for incorporation in methods to optimize the operational planning of an 

interconnected micro grid”, Journal of Zhejiang university-science, Vol.11, No.9, pp.737-750, 

2010 

[124] Robert H. Lasseter and Paolo Piagi, “Extended Micro grid Using (DER) Distributed 

Energy Resources”, in proceedings of IEEE conference on Power Engineering Society General 

Meeting, 2007 

[125] David K. Nichols, John Stevens, Robert H. Lasseter, Joseph H. Eto and Harry T. 

Vollkommer, “Validation of the CERTS Micro grid Concept The CEC/CERTS Micro grid Test 

bed”, In proceedings of IEEE conference on power engineering society general meeting, 2006 

[126] Robert H. Lasseter and Paolo Piagi, “Extended Micro grid Using (DER) Distributed 

Energy Resources”, in proceedings of IEEE Conference on Power Engineering Society and 

general meeting, pp.1-5, 2007 

[127] A. Aranizadeh, A. Zaboli, O. Asgari Gashteroodkhani and B. Vahidi, "Wind Turbine And 

Ultra-Capacitor Harvested Energy Increasing in Micro grid Using Wind Speed Forecasting", 

Engineering Science and Technology, an International Journal, vol. 22, no. 5, pp. 1161-1167, 

2019. 

 [128] C. Yin, H. Wu, F. Locment and M. Sechilariu, "Energy Management of DC Micro grid 

Based on Photovoltaic Combined with Diesel Generator and Super capacitor", Energy 

Conversion and Management, vol. 132, pp. 14-27, 2017.  



224 
 

[129] L. Sun, G. Wu, Y. Xue, J. Shen, D. Li and K. Lee, "Coordinated Control Strategies for 

Fuel Cell Power Plant in a Micro grid", IEEE Transactions on Energy Conversion, vol. 33, no. 1, 

pp. 1-9, 2018.  

[130] A. Akhbari, M. Rahimi and M. Khooban, "Efficient and Seamless Power Management of 

Hybrid Generation System Based-on DFIG Wind Sources and Micro turbine in DC micro grid", 

Sustainable Energy, Grids and Networks, vol. 23, p. 100367, 2020.  

[131] K. Milis, H. Peremans, J. Springael and S. Van Passel, "Win-Win Possibilities Through 

Capacity Tariffs and Battery Storage in Micro grids", Renewable and Sustainable Energy 

Reviews, vol. 113, p. 109238, 2019.  

[132] A. Naserbegi, M. Aghaie, A. Minuchehr and G. Alahyarizadeh, "A Novel Energy 

Optimization of Bushehr Nuclear Power Plant By Gravitational Search Algorithm (GSA)", 

Energy, vol. 148, pp. 373-385, 2018.  

[133] R. Manuel and P. Shivkumar, "Power Flow Control Model of Energy Storage Connected 

To Smart Grid In Unbalanced Conditions: A GSA-Technique-Based Assessment", International 

Journal of Ambient Energy, vol. 40, no. 4, pp. 417-426, 2017.  

[134] R. Peesapati, A. Yadav, V. Yadav and N. Kumar, "GSA–FAPSO-Based Generators Active 

Power Rescheduling for Transmission Congestion Management", IEEE Systems Journal, vol. 13, 

no. 3, pp. 3266-3273, 2019.  

[135] O. Samuel, G. Asogbon, A. Sangaiah, P. Fang and G. Li, "An Integrated Decision Support 

System Based on ANN And Fuzzy AHP for Heart Failure Risk Prediction", Expert Systems with 

Applications, vol. 68, pp. 163-172, 2017. 

[136] P. Bajpai and V. Dash, "Hybrid renewable energy systems for power generation in  

Circuit Model Parameters And State of Charge Using Decoupled Least Squares Technique", 

Energy, vol. 142, pp. 678-688, 2018.  

 [138] M. Juneja, S. Nagar and S. Mohanty, "ABC Based Reduced Order Modeling of Micro grid 

in Grid-Tied Mode", Control Engineering Practice, vol. 84, pp. 337-348, 2019.  



225 
 

 [139] D. Llano and R. McMahon, "Modeling, Control And Sensor less Speed Estimation of 

Micro‐Wind Turbines for Deployment in Antarctica", IET Renewable Power Generation, vol. 

12, no. 3, pp. 342-350, 2017.  

[140] P. Gnetchejo, S. Ndjakomo Essiane, P. Ele, R. Wamkeue, D. Mbadjoun Wapet and S. 

Perabi Ngoffe, "Important Notes on Parameter Estimation of Solar Photovoltaic Cell", Energy 

Conversion and Management, vol. 197, p. 111870, 2019.  

[141] W. El-Ashmawi and D. Elminaam, "A Modified Squirrel Search Algorithm Based on 

Improved Best Fit Heuristic And Operator Strategy for Bin Packing Problem", Applied Soft 

Computing, vol. 82, p. 105565, 2019.  

[142] M. Basu, "Squirrel Search Algorithm For Multi-Region Combined Heat And Power 

Economic Dispatch Incorporating Renewable Energy Sources", Energy, vol. 182, pp. 296-305, 

2019.  

[143] V. Sakthivel, M. Suman and P. Sathya, "Combined Economic and Emission Power 

Dispatch Problems through Multi-Objective Squirrel Search Algorithm", Applied Soft 

Computing, vol. 100, p. 106950, 2021.  

 [144] Zakaria, Fathiah, Dalina Johari, and Ismail Musirin, "Artificial neural network (ANN) 

application in dissolved gas analysis (DGA) methods for the detection of incipient faults in oil-

filled power transformer", In proceedings of IEEE International Conference on Control System, 

Computing and Engineering, pp. 328-332, 2012 

[145] Seifeddine, S., Khmais, B., & Abdelkader, C., “Power transformer fault diagnosis based on 

dissolved gas analysis by artificial neural network”, In proceedings of First International 

Conference on Renewable Energies and Vehicular Technology, pp. 230-236, 2012 

 [146] Mohanty A, Viswavandya M., “A Novel ANN Based UPFC for Voltage Stability and 

Reactive Power Management in a Remote Hybrid System”, In proceedings of Computer Science, 

pp. 555-60, 2015. 

 [147] Jhankal, Nitin Kumar, and Dipak Adhyaru, “Bacterial foraging optimization algorithm: A 

derivative free technique", In proceedings of IEEE conference on Engineering, pp. 1-4, 2011. 



226 
 

 

[148] Rajagopal A, Somasundaram S, Sowmya B and Suguna T., “Soft Computing Based 

Cluster Head Selection in Wireless Sensor Network Using Bacterial Foraging Optimization 

Algorithm”,  International Journal of Electrical, Computer, Energetic, Electronic and 

Communication Engineering, Vol. 9, No.3, pp. 379-84, 2015  

[149] Abraham A, Biswas A, Dasgupta S, Das S., “Analysis of reproduction operator in bacterial 

foraging optimization algorithm”, In proceedings of IEEE Congress on Evolutionary 

Computation, pp. 1476-1483, 2008 

[150]  Chen CJ, Chen TC, Ou JC., “Power system stabilizer using a new recurrent neural 

 network for multi-machine”, In proceedings of IEEE Conference on International Power and  

Energy, pp. 68-72, 2006. 

[151] Chen, Chun-Jung, and Tien-Chi Chen, “Power System Stabilizer for Multi-Machine  

Using Genetic Algorithms Based on Recurrent Neural Network", In proceedings of 2
nd 

 
International Conference on Innovative Computing, Information and Control, 2007. 

[152] Chan KY, Ling SH, Dillon TS, Nguyen H., “Classification of hypoglycemic episodes  

for Type 1 diabetes mellitus based on neural networks”, In proceedings of IEEE congress on 

 evolutionary computation,  pp. 1-5, 2010. 

[153] Diehl PU, Zarrella G, Cassidy A, Pedroni BU, Neftci E., “Conversion of artificial 

 recurrent neural networks to spiking neural networks for low-power neuromorphic 

 hardware”, arXiv, 2016.  

[154] Goudarzi A, Marzen S, Banda P, Feldman G, Teuscher C, Stefanovic D., “Memory and 

 Information Processing in Recurrent Neural Networks”, arXiv preprint,2016. 

[155] Seyedali Mirjalili, “The Ant Lion Optimizer”, Advances in Engineering Software, Vol. 

 83, pp. 80–98, 2015. 

[156] Raju, Lalit Chandra Saikia and Nidul Sinha, “Automatic generation control of a multi 

 area system using ant lion optimizer algorithm based PID plus second order derivative 

 controller”, Electrical Power and Energy Systems, Vol. 80, pp. 52–63, 2016. 

[157] Hari Mohan Dubey, Manjaree Pandit and B.K. Panigrahi, “Ant lion optimization for  

short-term wind integrated hydrothermal power generation scheduling”, Electrical Power and 



227 
 

 Energy Systems, Vol. 83, pp. 158–174, 2016. 

[158] R. Mishra and K. Mohanty, "Real time implementation of an ANFIS-based induction 

motor drive via feedback linearization for performance enhancement", Engineering Science and 

Technology, an International Journal, vol. 19, no. 4, pp. 1714-1730, 2016. 

[159] S. Mirjalili, A. Gandomi, S. Mirjalili, S. Saremi, H. Faris and S. Mirjalili, "Salp Swarm 

 Algorithm: A bio-inspired optimizer for engineering design problems", Advances in  

Engineering Software, 2017. 

[160] Y. Ao, H. Li, L. Zhu, S. Ali and Z. Yang, "The Linear Random Forest Algorithm and its 

Advantages in Machine Learning Assisted Logging Regression Modeling", Journal of Petroleum 

Science and Engineering, vol. 174, pp. 776-789, 2019.  

[161] E. Feczko et al., "Subtyping Cognitive Profiles in Autism Spectrum Disorder Using a 

Functional Random Forest Algorithm", NeuroImage, vol. 172, pp. 674-688, 2018.  

[162] W. Lin, Z. Wu, L. Lin, A. Wen and J. Li, "An Ensemble Random Forest Algorithm for 

Insurance Big Data Analysis", IEEE Access, vol. 5, pp. 16568-16575, 2017.  

[163] S. Salcedo-Sanz, C. Camacho-Gómez, A. Magdaleno, E. Pereira and A. Lorenzana, 

"Structures Vibration Control Via Tuned Mass Dampers Using a Co-Evolution Coral Reefs 

Optimization Algorithm", Journal of Sound and Vibration, vol. 393, pp. 62-75, 2017.  

[164] C. Camacho-Gómez, X. Wang, E. Pereira, I. Díaz and S. Salcedo-Sanz, "Active Vibration 

Control Design Using The Coral Reefs Optimization With Substrate Layer Algorithm", 

Engineering Structures, vol. 157, pp. 14-26, 2018. 

[165] ] F. Bonanno, G. Capizzi, G. Graditi, C. Napoli and G. Tina, "A radial basis function 

neural network based approach for the electrical characteristics estimation of a photovoltaic 

module", Applied Energy, vol. 97, pp. 956-961, 2012.  

[166] M. Jain, V. Singh and A. Rani, "A novel nature-inspired algorithm for optimization: 

Squirrel search algorithm", Swarm and Evolutionary Computation, 2018. 

[167] Lasnier, F. and Ang, T.G., “Photovoltaic Engineering Handbook” IOP Publishing Ltd.,  

1990, Adam Hilger, New York. 

[168] Wood, A. J. and Wollenberg, B. F, “ Power Generation, Operation and Control” Book.,  

John Wiley & Sons, Ltd, New York, 1996. 



228 
 

[169] “[Online], Available: www.cumminspower.com/Commercial/Diesel/S-1215.pdf.” 

[170] Azmy, A. M., and Erlich, I., “Online Optimal Management of PEM Fuel Cells Using 

 Neural Networks” IEEE Transactions on Power Delivery., Vol. 29, No. 2, p. 1051-1058,  

April 2005. 

[171] Campanari, S., and Macchi. E, “Technical and Tariff Scenarios effect on Micro turbine  

Regenerative Applications” Journal of Engineering for Gas Turbines and Power, Vol. 126, p. 

 581-589, July 2004.  

[172] Morgantown, W., “Emission rates for new DG technologies,” The Regulatory  

Assistance Project,[Online], Available ,  

http://www.raponline.org/Project/DREmsRul/Collfile/DGEmissionsMay2001.pdf. 

[173] M. Pipattanasomporn, M. Willingham, and S. Rahman, “Implications of On-Site 

 Distributed Generation for Commercial/Industrial Facilities” IEEE Transactions on Power 

 Systems, Vol. 200, No. 1, p. 206-212, February 2005. 

[174] Mohamed, F., and H. Koivo, “System Modeling and Online Optimal Management of  

Micro grid”, 6
th

 International Workshop on Large-Scale Integration of Wind Power and 

 Transmission Networks for Offshore Wind Farms., 26-28
th

 October 2006, Delft, The  

Netherlands. 

[175] Renewable energy concepts. <http://www.renewable-energy-concepts.com/wind 

energy/wind-basics/wind-power.html>. 

[176] Estacions automatiques (XEMA). <http://www.meteo.cat/xema/AppJava/ 

SeleccioPerComarca.do>. 

[177] European photovoltaic solar energy conference and exhibition. <http:// 

www.eupvsec-proceedings.com/>. 

[178] Day-ahead energy market. <http://www.pjm.com/markets-and-operations/ 

energy/day-ahead.aspx>. 

 

 

 

 

http://www.cumminspower.com/Commercial/Diesel/S-1215.pdf
http://www.raponline.org/Project/DREmsRul/Collfile/DGEmissionsMay2001.pdf


of
fp
ri
nt

of
fp
ri
nt

RESEARCH ARTICLE

Kallol ROY, Kamal Krishna MANDAL

Hybrid optimization algorithm for modeling and management
of micro grid connected system

© Higher Education Press and Springer-Verlag Berlin Heidelberg 2014

Abstract In this paper, a hybrid optimization algorithm
is proposed for modeling and managing the micro grid
(MG) system. The management of distributed energy
sources with MG is a multi-objective problem which
consists of wind turbine (WT), photovoltaic (PV) array,
fuel cell (FC), micro turbine (MT) and diesel generator
(DG). Because, perfect economic model of energy source
of the MG units are needed to describe the operating cost
of the output power generated, the objective of the hybrid
model is to minimize the fuel cost of the MG sources such
as FC, MT and DG. The problem formulation takes into
consideration the optimal configuration of the MG at a
minimum fuel cost, operation and maintenance costs as
well as emissions reduction. Here, the hybrid algorithm is
obtained as artificial bee colony (ABC) algorithm, which is
used in two stages. The first stage of the ABC gets the
optimal MG configuration at a minimum fuel cost for the
required load demand. From the minimized fuel cost
functions, the operation and maintenance cost as well as
the emission is reduced using the second stage of the ABC.
The proposed method is implemented in the Matlab/
Simulink platform and its effectiveness is analyzed by
comparing with existing techniques. The comparison
demonstrates the superiority of the proposed approach
and confirms its potential to solve the problem.

Keywords micro grid (MG), multi-objective function,
artificial bee colony (ABC), fuel cost, operation and
maintenance cost

1 Introduction

For subsequent generation, the distributed power genera-

tion system is probably an important electric power supply
system [1]. The requirement for more flexible electrical
systems, changing regulatory and economic scenarios,
energy savings and environmental brunt are offering
momentum to the enhancement of micro grids (MGs)
[2]. A micro grid (MG) is an element of a power system
which includes one or more diesel generator (DG) units
efficient of performing either in parallel with or self-
governing from a large service grid, while presenting
persistent power to multiple loads and end-users [3–5]. The
consumption of small-modular residential or commercial
units for onsite service is one of the important applications
of the MG units [6].
A MG contains a low-voltage distribution network with

allocated energy resources that can work either inter-
connected or remote from the foremost allocation grid as a
controlled entity [7–9]. Distributed energy resource (DER)
is a method to enhance the power quality of the distribution
system [10]. For working out several matters facing
electric utilities, DER is applied [11]. The basic idea of
DER is to suggest for a more robust transmission system,
constraints decreased, and energy efficiency increased,
power quality enhanced and developed local dependability
[12]. More than a few ideas of the MG systems have been
suggested and learned since they have an opportunity to
present high quality and/or economical electric power [13].
MGs may differ in sizes [14]. The administration of the

MG units requires an accurate economic model to describe
the working cost [15]. For the MG operation, special
protection, control and energy management systems must
be intended so as to make specific dependable, safe and
inexpensive function in either grid-connected or stand-
alone mode [16]. The setback of energy management in
micro grids consists of the determination of the optimal (or
near optimal) unit commitment (UC) and the transmission
of the obtainable generators so that certain chosen
purposes are accomplished [17]. Therefore, to reduce the
operating costs to the minimum, optimization devices are
needed.
The study devices must model the system with its three
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a b s t r a c t

This paper introduces an Improved Artificial Bee Colony algorithm for modeling and managing Micro Grid
(MG) connected system. IABC differs from ABC because of its inclusion of Gravitational search algorithm
(GSA) in the scout bee phase. Hence, the scout bee phase is substantially improved as the gravitational
constant of GSA increases searching accuracy. As already ABC works with memory, IABC tackles
drawbacks occur due to memory-less search entertained by GSA. In the proposed technique, optimal
MG’s configuration is determined based on load demand by reducing the fuel cost, emission factors,
operating and maintenance cost. By using the input of MG’s configuration such as Wind Turbine (WT),
Photovoltaic array (PV), Fuel Cell (FC), Micro Turbine (MT), Diesel Generator (DG) and battery storage
and the corresponding cost functions, the proposed method achieves the required multi-objective
function. The performance of the proposed method is examined by comparing with other techniques that
are recently reported in the literature. The comparison results demonstrate the superiority of the
proposed technique and confirm its potential to solve the problem.

� 2015 Elsevier Ltd. All rights reserved.

Introduction

For the upcoming generation, Distributed power generation
systems are usually supposed to become a crucial electric power
supply system [1]. The necessity with regard to more elastic
electrical systems, transforming regulatory and also economical
predicaments, energy savings and also environmental friendly
impact are providing traction for the enhancement associated with
Micro-Grids (MGs) [2]. The MG is a part of a power system which
in turn contains a number of DG devices effective at working often
within parallel using or self-governing from the large service grid,
and will be offering incessant power to several loads and also end-
users [3–5]. The intake of small-modular residential or industrial
devices with regard to onsite assistance is just about the major
apps on the MG devices [6].

Any micro grid incorporates a low-voltage submission system
along with allocated power resources (DERs) that may perform
either interrelated or maybe rural through the main allocation grid
like a controlled entity [7–9]. Distributed energy resource (DER) is

usually an approach to increase the submission system’s a higher
level power quality [10]. For working out numerous concerns fac-
ing electrics utilities, DER is usually utilized [11]. The fundamental
perception of DER should be to provide for the more robust trans-
mission process, restrictions decreased, energy performance
improved, electric power quality improved along with boost local
stability [12]. Many tips regarding micro grid system are recom-
mended along with figured out simply because possess enable to
provide premium quality and/or economical electric power [13].

MGs might consist of lots of different sizes along with types [5].
The particular administration from the MG products needs an
exact economical model to explain the actual working cost [14].
To the micro grid operations, Unique protection, control along with
energy management systems must be prepared so as to ensure that
dependable, safe and inexpensive function along with affordable
operate throughout sometimes grid-connected or perhaps stand-
alone mode [15]. The particular problem of energy management
throughout micro grids consists about finding the optimal (or close
to optimal) unit commitment (UC) along with dispatch from the
obtainable generators so that specific chosen motives are generally
achieved [16]. Thus to diminish the actual operating costs to a min-
imum level, optimization devices are important.

The study units need to type the system having its a few stages,
the particular neutral conductors, the ground conductors and the
connections to ground [17]. Such units really should contain firm
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Analysis of energy management in micro grid – A hybrid BFOA and ANN approach
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A B S T R A C T

This paper introduces a hybrid strategy for an ideal operation programming of electrical frameworks through
minimization of production cost and in addition better usage of renewable energy resources. The hybrid
technique is the combined performance of bacterial foraging optimization algorithm (BFOA) and artificial
neural network (ANN) technique. Here, the photovoltaic (PV) system, wind turbine (WT) and storage system
are considered in micro gird (MG) system. The proposed control strategy is to manage the power flows between
the energy sources and the grid. To achieve this point, demand response (DR), customer response, offer priority,
DR magnitude, duration, and minimum cost of energy (COE) is determined. The proposed method is
implemented in MATLAB/Simulink working platform and compared with the exiting methods such as, genetic
algorithm (GA) and artificial bee colony algorithm (ABC) respectively. In the proposed method, the maximum
generated power of PV, WT, MT and battery is 7.5 kW, 9 kW, 15.5 kW and 4.5 kW respectively. By using GA, the
generated powers are 5.5 kW, 7.5 kW, 11 kW and 3.5 kW respectively. The SOC of the proposed method is
analyzed and is about 80%. The proposed method has less cost effective based on their load demand.

1. Introduction

This century is expected to witness unprecedented growth and challenges in power generation, delivery, and usage. Environmental friendly
power generation technologies will play an important role in future power supply [3]. These technologies include power generation from renewable
energy (RE) resources, such as wind, PV, micro hydro (MH), biomass, geothermal, ocean wave and tides, and clean alternative energy (AE) power
generation technologies [1]. The benefits of renewable energy penetration include a decrease in external energy dependence, decrease in
transmission and transformation losses and further improve the system reliability, etc [4,16]. To increase the energy reliability, wind and solar
energy are used as dual energy sources. However, seasonal climatic conditions and geographic conditions affect the wind-solar energy output [8].
Therefore, a third energy system is needed to improve the energy supply reliability. Thus, the PEM fuel cell ideally fulfills the need for any start up
power. When the wind-solar system energy output is insufficient, the fuel cell backups the supply system [9]. A general power system uses battery
energy storage to avoid a power outage or power surges caused by natural environmental factors.

The recent trend of renewable energy development is a combination of distributed power sources and energy storage subsystems to form a small
micro-grid that can reduce loss of energy from power transmission lines over long distances [7]. A renewable-based micro grid can be understood as
a particular case of a more general concept called a ‘smart grid’ [2]. The modern concept of micro grid is highly promising as a solution to the
problem due to scarcity of fossil fuel in future in conventional power generation. Micro grid is a platform to integrate DERs into distribution
network. The DERs may include DGs and distributed storage (DS) [12]. Micro grids operate in grid-connected or island mode, and may entail
distribution networks with residential or commercial end-users, in rural or urban areas [14,19]. Operation of micro grid depends on successful
integration of DERs which is related with several factors like power quality issues. The PQ issues should be carefully dealt with to achieve
satisfactory values of voltage and frequency. These are tested under the grid connected and islanded mode of micro grid in steady state and as well
as, during dynamic state [6,20].

The energy obtained from the RES is clean and creates no pollution, but on the other hand it is stochastic and consequently difficult to control. Due
to this drawback, a high penetration of the RES can create stability, reliability and power quality problems in the main electrical grid. Thus, an
optimum way of integrating the energy obtained from the RES must be designed [10,17]. In this respect, the hybrid system, formed by interconnecting
small, modular generation and storage devices. It has proved to be the best means of meeting the energy demand with high reliability, flexibility and
cost effectiveness [5,11]. Energy management of hybrid energy systems is essential for ensuring optimal energy utilization and energy sustainability to
the maximum extent [13,18]. Dynamic interaction between the load demand and the renewable energy source can lead to critical problems of stability
and power quality. Therefore, managing the flow of energy throughout the hybrid system is essential to increase the operating life of the membrane and
to ensure the continuous energy flow. The increasing number of renewable energy sources and distributed generators requires new strategies for their
operations in order to maintain the energy balance between the renewable sources and utility grid or micro-grid [15]. Therefore, an efficient hybrid
BFOA and ANN technique is proposed in the paper. The main objective of the process was the optimum operation of micro-sources for decreasing the
electricity production cost by hourly day-ahead and real time scheduling. The algorithm was based on BFOA method and was able to analyze the
technical and economic time dependent constraints. In the document, Section 2 brings out a bird's eye-view of the most modern research works related
to the subject. Section 3, on the other hand, offers a fascinating summary of the innovative technique. The performance of the proposed method is well-
illustrated in Section 4. The conclusion part of the document enriches the contents of Section 5 with deductions and recommendations.
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a b s t r a c t

In this paper, an intelligent technique for EMS based on Recurrent Neural Network (RNN) with aid of Ant-
Lion Optimizer (ALO) algorithm is presented to find energy scheduling in MG. The optimal operation
programming of electrical systems through the minimization of production cost as well as better utili-
zation of renewable energy resources, such as the PV system, WT, and storage system. The objective of
the proposed method is utilized to the optimum operation of micro-sources for decreasing the electricity
production cost by hourly day-ahead and real-time scheduling. The proposed method is able to analyze
the technical and economic time-dependent constraints. The proposed method attempts to meet the
required load demand with minimum energy cost. To accomplish this aim, demand response (DR) is
evaluated by utilizing the RNN and additional indices for evaluating customer response, such as con-
sumers information based on the offered priority, DR magnitude, duration, and minimum cost of energy
(COE). Finally, the ALO algorithm is developed to solve the economic dispatch issues for determining the
generation, storage, and responsive load offers. The proposed method is implemented in MATLAB/
Simulink working platform and their performances are tested with the existing methods such as GA,
ABC, and BFA respectively.

© 2018 Published by Elsevier Ltd.

1. Introduction

This century is relied upon to witness extraordinary develop-
ment and difficulties in force era, conveyance, and utilization.
Ecologically cordial (renewable and clean choices) power era in-
novations will assume a critical part in future force supply because
of expanded worldwide open consciousness of the requirement for
natural security and yearning for less reliance on fossil powers for
vitality creation [3]. These advancements incorporate force era
from renewable energy (RE) assets, for example, wind, photovoltaic
(PV), micro hydro (MH), biomass, geothermal, sea wave and tides,
and clean alternative energy (AE) power era innovations, for
example, fuel cells (FCs) and micro turbines (MTs) [1]. The advan-
tages of renewable vitality infiltration incorporate an abatement in
outer vitality reliance, diminish in transmission and change mis-
fortunes and further enhance the framework dependability, and so
forth [4,16]. To build the vitality unwavering quality, wind and sun

based vitality are utilized as double vitality sources. In any case,
occasional climatic conditions and geographic conditions influence
the wind-sun powered vitality yield [8]. Consequently, a third vi-
tality framework is expected to enhance the vitality supply unwa-
vering quality. Therefore, the PEM energy unit in a perfect world
satisfies the requirement for any start up force. At this point, when
the wind-close planetary system vitality yield is inadequate, the
energy unit reinforcements supply framework [9]. A general force
framework utilizes battery vitality stockpiling to dodge a force
blackout or force surges brought on by common natural
components.

The late pattern of renewable vitality advancement is a mix of
circulated force sources and vitality stockpiling subsystems to
frame a little smaller scale network that can decrease loss of vitality
from force transmission lines over long separations [7]. A
renewable-based smaller scale network can be comprehended as a
specific instance of a more broad idea called a 'shrewd lattice',
which is an interdisciplinary term for an arrangement of innovative
answers for electric force framework administration [2]. The pre-
sent day idea of small scale network is profoundly encouraging as
an answer for the issue because of lack of fossil fuel in future in

* Corresponding author.
E-mail address: kallolroy0181@gmail.com (K. Roy).

Contents lists available at ScienceDirect

Energy

journal homepage: www.elsevier .com/locate/energy

https://doi.org/10.1016/j.energy.2018.10.153
0360-5442/© 2018 Published by Elsevier Ltd.

Energy 167 (2019) 402e416

mailto:kallolroy0181@gmail.com
http://crossmark.crossref.org/dialog/?doi=10.1016/j.energy.2018.10.153&domain=pdf
www.sciencedirect.com/science/journal/03605442
http://www.elsevier.com/locate/energy
https://doi.org/10.1016/j.energy.2018.10.153
https://doi.org/10.1016/j.energy.2018.10.153
https://doi.org/10.1016/j.energy.2018.10.153


METHODOLOGIES AND APPLICATION

Energy management of the energy storage-based micro-grid-
connected system: an SOGSNN strategy

Kallol Roy1 • Kamal Krishna Mandal2 • Atis Chandra Mandal3

� Springer-Verlag GmbH Germany, part of Springer Nature 2019

Abstract
In this paper, a novel hybrid algorithm is implemented for the system modelling and the optimal management of the micro-

grid (MG)-connected systems with low cost. The increasing number of renewable energy sources and distributed gener-

ators requires new strategies for their operations in order to maintain the energy balance between the renewable sources and

MG. Therefore, an efficient hybrid technique is proposed in the paper. The main objective of the process was the optimum

operation of micro-sources for decreasing the electricity production cost by hourly day-ahead and real-time scheduling.

The proposed hybrid technique is to manage the power flows between the energy sources and the grid. To achieve this

point, demand response and minimum cost of energy are determined. The proposed hybrid technique is the combined

performance of both the gravitational search algorithm (GSA)-based artificial neural network (ANN) and squirrel search

algorithm (SSA), and it is named as SOGSNN. This technique is involved with the mathematical optimization problems

that necessitate more than one fitness function to be optimized simultaneously. By using the inputs of MG-like wind

turbine, photovoltaic array, fuel cell, micro-turbine, diesel generator and battery storage with corresponding cost functions,

the GSA-based ANN learning phase is employed to predict the load demand. SSA clarifies the squirrel in optimizing the

configuration of MG based on the load demand. The proposed hybrid technique is implemented in MATLAB/Simulink

working platform and compared with other solution techniques like ANFASO method. The comparison result reveals that

the superiority of the proposed technique confirms its ability to solve the problem.

Keywords Battery � Cost function � DG � FC � Load demand � MG � MT � PV � SOGSNN � WT

1 Introduction

Electric power distribution systems are considered as the

promising concepts for the next generation (Kaundinya

et al. 2009). Constantly delivering power and extending

nature of demand is the difficult and challenging task for

the developed and developing countries. Usage of power,

exhaustible nature of petroleum derivatives and the

increasing state of environment have made interest in

renewable energy sources (RESs) (Dali et al. 2010;

Ahmed et al. 2008). The RESs like solar and wind energy

are non-depletable and non-polluting, are littler in esti-

mate, and can be installed nearer to load centres and

attainable (Deshmukh and Deshmukh 2008). The growth

of wind and photovoltaic (PV) power generation systems

has exceeded the most optimistic estimation. For con-

sumers, a multi-source hybrid alternative energy system is

higher than a single resource based on the higher relia-

bility and power quality in multi-source hybrid alternative

energy system (Dursun and Kilic 2012; Hajizadeh and

Golkar 2007). The integrated approach makes a hybrid

system more appropriate for isolated communities, for

example remote islands (Bajpai and Dash 2012; Palizban

et al. 2014). In the upcoming generation, the distribution

network will need smart grid ideas (Figueiredo and Mar-

tins 2010). Flexible micro-grids (MGs) are able to work in

all the ecological conditions. For both grid-connected and
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Summary

The power flow management scheme for a microgrid (MG)-connected system

utilizing a hybrid technique is suggested in this dissertation. An MG-connected

system includes photovoltaic, wind turbine, micro turbine and battery storage.

Due to the use of this resource, power production is intermittent and

unpredictable, as well as unstable, which causes fluctuation of power in hybrid

renewable energy system. To ensure the fluctuation of power, an optimal

hybrid technique is suggested. The suggested hybrid technique is joint execu-

tion on ANFIS and ASOA. ANFIS stands for adaptive neuro fuzzy interference

system, and ASOA stands for advanced salp swarm optimization algorithm,

thus it is commonly known as the ANFASO method. In the established

method, ANFIS is applied to continuously track the MG-connected system's

required load. ASOA optimizes the perfect combination of MG in terms of

predicted required load. The suggested methodology is used for optimal cost

and to increase renewable energy sources (RESs). Constraints are RES accessi-

bility, power demand and the storage elements. Using the MATLAB/Simulink

work site, the ANFASO approach is executed and implemented compared with

existing methods. The suggested method is compared with genetic algorithm

(GA), BFA and the artificial bee colony algorithm (ABC), and the observed

elapsed time of ABC is 37.11 seconds, BFA is 36.96 seconds and GA is

38.08 seconds. The elapsed time of the proposed technique was found to be

lower (36.47 seconds) compared to existing techniques. Significant improve-

ments regarding utilization of RES and total generation cost accuracy are

attainable by utilizing the proposed approach.

KEYWORD S

battery storage, constraints, micro turbine, photovoltaic, power demand, power generations,

wind turbine

1 | INTRODUCTION

Electricity is the main focus of the economic development
of many countries.1 For the developed and developing
countries, optimally producing electricity and solving the
load requirement are complicated because of increasing

Abbreviations: ABC, artificial bee colony algorithm; ANFIS, adaptive
neuro fuzzy interference system; ASOA, advanced salp swarm
optimization algorithm; BFA, bacterial foraging algorithm; BS, battery
storage; EMS, energy management system; GA, genetic algorithm; MG,
microgrid; MT, micro turbine; PV, photovoltaic; RES, renewable energy
source; WT, wind turbine.
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Summary

Energy management of the grid connected microgrid (MG) systems with low

cost using a novel hybrid algorithm is implemented in this paper. The novel

proposed hybrid technique is the combined performance of both the Random

Forest (RF) and Coral Reefs Optimization (CRO) algorithm and in this way it

is named as RFCRO. Optimum operation of micro-sources for decreasing the

electricity production cost by hourly day-ahead and real-time scheduling is the

main objective of the paper. The proposed hybrid technique is to manage the

power flows between the energy sources and the grid. To achieve this point,

demand response and minimum cost of energy are determined. This technique

is involved with the mathematical optimization problems that necessitate more

than one fitness function to be optimized simultaneously. By using the inputs

of MG-like wind turbine, photovoltaic array, battery, and fuel cell with

corresponding cost functions, the RF is employed to predict the load demand.

CRO clarifies the squirrel in optimizing the configuration of MG based on the

load demand. The proposed hybrid technique is implemented in MATLAB/

Simulink working platform and compared with other solution techniques like

List of symbols and abbreviations: PB − Ref, reference battery power that is utilized to charge the battery; Ppv as well as Pwind, generated power
through PV as well as wind turbine; PLoad, load power; PFC − Ref, reference power of the FC; PBattery, power distribution through battery; T, time; Price
(k), function of time electricity price; PPC2L, FC power supplied for load; PGrid2L, grid power supplied for load; PLoad_max, maximum requirement of
load; SOCmax, maximal battery SOC; PPV2B, transferred power from PV to battery; PB2G, transferred power from battery to utility grid; PDischarge(K),
battery discharge power; PPPV − Max, limits of upper power on PV; PW2G, transferred power as wind turbine through grid; PFC2G, transferred power as
FC through grid; PPV, generated PV power; φc(tr), out-of-bag trail specimen to peculiar tree; T, total amount of tree; Xa, a, b, sample value represent
the amount of trail specimens per tree exit as well as amount of trail specimens per tree at forest; PWind, wind power; Ppv , PV power; PFC, FC power;
PB, battery power exchanged to load as well as grid utility; PGrid, utility grid power through smart grid transferred to different components; PW2L,
power supplied through wind turbine for load; PPV2L, PV power supplied for load; PB2L, power supplied through battery for load; PLoss(K), loss of power
transmission; SOCmin, minimum SOC of the battery; PW2B, transferred power of wind turbine through battery; PFC2B, transferred power from FC to
battery; Pcharge, charging power needs through battery; PWind − Max, limits of upper power on wind; PFC − Max, limits of upper power on FC; PPV2G,
transferred power as PV through grid; Pl, power demand; PWT, generated WT power; tr, number of tree; C trð Þ

a and C trð Þ
a,πz , forecasted class for every

specimen of trail; Zoutput, set of training; ALO, ANN-BP, artificial neural network - feed-back propagation; ANFIS, adaptive neuro fuzzy inference
system; ANFMDA, adaptive neuro-fuzzy interference system - modified Dragonfly algorithm; BESS, battery energy storage system; BFOANN,
bacterial foraging optimization - artificial neural network; CHP, combined heat and power; COE, cost of energy; CRO, coral reefs optimization; DER,
distributed energy resources; DR, demand response; EMS, energy management system; ESS, energy storage system; FC, fuel cell; GSCs, grid side
converters; GOAPSNN, Grasshopper optimization algorithm Pi sigma neural network; HOMER, hybrid optimization model for electric renewables;
HRE, hybrid renewable energy; HRES, hybrid renewable energy system; LM, Leven berg Marguardt; MDA, modified Dragonfly algorithm; MG,
microgrid; MMG, multi micro grid; MOPSO, modified particle swarm optimization; MT, micro turbine; Ni-MH, nickel-metal-hydride; PCC, point of
common coupling; PMS, power management systems; PQ, power quality; PSO, particle swarm optimization; PV, photovoltaic; RBFNN-SSA, radial
basis function neural network - Salp swarm algorithm; RF, random forest; RES, renewable energy source; SG, smart grid; SOC, battle charging status;
SOFC, solid oxide fuel cell; RFA, random forest algorithm; RNN, recurrent neural network; VRFB, vanadium redox flow battery; WT, wind turbine.
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ABSTRACT
This manuscript presents a hybrid method for smart energy management 
(EM) in grid connected microgrid (MG) system. The grid connected micro grid 
system consists of photovoltaic (PV), wind turbine (WT), micro turbine (MT), 
and battery. The proposed method is the combined execution of Radial Basis 
Function Neural Network (RBFNN) and Squirrel Search Algorithm (SSA), 
hence it is called RBFNN-SSA method. Here, the necessary load demand of 
grid-connected MG system is constantly monitored by AI strategy. SSA has 
developed the perfect combination of MG considering the forecast load 
demand. The major intention of the RBFNN-SSA method is fuel cost involve
ment, grid power hourly power variation, operation with maintenance cost 
of grid connected micro grid system. The constraints are the accessibility of 
renewable energy sources (RES), power requirement and state of charge 
(SoC) of storage elements. Batteries are used as an energy source, to stabilize 
and allow the renewable power system units for maintaining constant out
put power. The proposed method is activated in MATLAB/Simulink working 
site. Then, the efficiency is assessed with existing methods such as improved 
artificial bee colony (IABC), bacterial foraging optimizer and artificial neural 
network (BFOANN), ant lion optimizer (ALO), grasshopper optimization algo
rithm with particle swarm optimization including artificial neural network 
(GOAPSNN). The root mean square error (RMSE), mean absolute percentage 
error (MAPE), and mean bias error (MBE) of proposed and existing methods 
under 50 and 100 count of trails are also analyzed. The proposed technique 
achieves the RMSE is 9.3, MAPE is 4.2, and MBE is 2 for 50 number of trails. For 
100 count of trails, the proposed method achieves the RMSE is 13.5, MAPE is 
3.9 and MBE is 5.7. The mean, median and standard deviation of RBFNN-SSA 
method achieves 0.9681, 0.9062 and 0.1099. The elapsed time of RBFNN-SSA 
method attains 30.15 s.
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Introduction

Recently, integration of distributed generation (DG) units, system of storage energy and loads con
trollable in a network of low voltage may operate either the mode of grid-connected or standalone 
(Zhou et al. 2010). The MG adjusts the distribution power balance as well as requirement in grid- 
connected mode, either by getting power from the main grid or by selling power to the main grid for 
maximizing working profits. From the upstream distribution grid, the MG is separated and targets to 
offer reliable power to customers who use DG bids in standalone mode. Many control schemes are 
applied in MGs to mitigate the fluctuation of power of DG units non-dispatch able adding power of 
every dispatch able DG unit, load shedding, including energy storage system (ESS) charging and 
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