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Abstract 

For the last two decades, global as well as regional energy scenarios have been 

experiencing various challenges due to rapid exhaustion of conventional fossil fuels and 

subsequent high-level penetration of integrated renewable energy resources into the 

modern power system. 

Prompt population expansion, social-economic development, and technical 

advancement, ecological pandemonium make mankind to rethink on the strategic 

utilization of residual fossil fuels and integration of renewable energy resources which 

are of stochastic and intermittent in nature. All these issues significantly dispute the 

secure planning, operation and management of the power system. Thus, analysis of the 

overall technical, ecological and economic security of power systems with renewable 

energy resources has become challenging and widely trending in present years. 

Power system security analysis deals with sudden interruptions or contingencies in 

the system. A power system, in normal operating condition, may face contingency 

conditions, such as component outages or faults in generating units and other power 

system components, uncertainties or sudden changes in renewable energies and load 

demand from the forecasted values and so on. 

Initially deterministic approaches were being exercised for power system security 

analysis. But the stochastic system behaviors are unaccounted for in such methodologies 

and their practice does not reflect actual scenarios of the underlying phenomenon. 

Consequently, different soft computing techniques were gradually being adopted for 

power system security studies. This dissertation is oriented towards some research 

advancements in this area. 

The power system security tradeoffs that are presented here incorporate component 

outages and uncertainty issues of power system and their solution using soft computing 

techniques.  
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Module level outage is considered in case of open circuit and short circuit fault 

diagnosis of photovoltaic system using soft computing techniques. Identification of 

outages of photovoltaic modules, determination of type of module faults and tracing the 

location of the faulty modules in a photovoltaic array are effectively performed using 

improved real-coded genetic algorithm. 

Another study incorporates outage scenarios of renewable components in case of day-

ahead bidding in microgrid. The study also focuses on uncertainties related to load 

demand, renewable energy generations and outage schedules and their distributions 

during day-ahead bidding planning. To deal with outages of renewable generations 

different probability distribution functions are adopted. Demand response program is 

formulated considering outage-based contingencies. Chaos theory is introduced to 

generate stochastic scenarios of uncertain variables. The reserve and penalty costs for 

erroneous estimation of renewable energies are cited to design more secure economic 

bidding. To deal with uncertainties two-stage stochastic programming is adopted. This 

stochastic bidding problem is structured as a mixed integer nonlinear optimization 

problem and is solved using soft computing based LINDOGlobal solver. 
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Chapter 1 

Introduction 

1.1 Power system security 

One of the major interdisciplinary applications of the reliability engineering is found in 

the dominion of power system. Roy Billinton is considered as a pioneer as well as the 

father of power system reliability [1]. According to Billinton et al, it considers all aspects 

of the ability of the power system to perform its intended function of providing an 

adequate supply of electrical energy to customers efficiently with a reasonable assurance 

of continuity and quality [2]. The studies of power system reliability can be segregated 

into two main domains, viz., adequacy and security. The adequacy analysis focuses on the 

evaluation of adequate facilities prevailing within the power system to meet all the 

system operational constraints and consumer load demand. However, it deals only with 

static conditions and does not account for system dynamic disturbances and transient 

conditions. Conversely, the security analysis focuses on the power system contingencies 

and uncertainties. It is defined as the ability of the system to restore, manage and operate 

under stable conditions undergoing component outages or a major change (uncertainty) in 

the system. Hence, power system security analysis can be represented in twofold aspect: 

component outages and uncertainties. 

1.1.1 Component outages 

Component outages play a major role in case of the pre-event planning and the post-event 

recovery of the concerned power system. However, the task of exact prediction of the 

states of components is highly challenging and difficult. Component outages are 

subdivided into two modes: the independent outages and the dependent outages. The 

independent outages of the power system components can be further categorized as 

follows: the forced outages, the planned outages, the semi-forced outages, the partial and 

the multiple failure modes. The forced outages are comprised of the repairable failures 
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and the non-repairable failures. Non-repairable failures involve failure by aging and by 

chance. The aging-based failures of components necessitate risk evaluation once the 

components reach at the end stages of their shelf lives. The dependent outages are 

generally classified based on common causes, component grouping, station originated, 

cascading phenomenon and environment dependent failures. The dependent outages 

generally entail outages of more than one power system component. The dependent 

outages further cause much more severe and frequent consequences than the independent 

outages [2].  

1.1.2 Uncertainties 

At present, uncertainties in power systems is an ongoing security issues, particularly in 

the modern renewable integrated power systems. The task to accurately presume the 

current and the future states of power systems parameters is very difficult because of 

many underlying uncertainty issues which are exposing the systems to repeated potential 

disturbances. The power systems must deal with lots of uncertain parameters such as 

loads, electricity prices, photovoltaic (PV) power generation, wind power generation, 

outage forecast, plug-in electric vehicles and load growth which need appropriate 

uncertainty modeling and management at different stages of planning and operation 

within an integrated power system framework. Typical forms of uncertainty issues are as 

shown as in Figure 1.1 [3]. 

 

Figure 1. 1 Typical power system uncertainties. 
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1.2 Motivation & importance of the study 

Security analysis has been quietly studied in power system associated mainly with 

conventional energy sources. However, future projection of energy scenario indicates 

extensive infiltration of renewable energy resources in most of the power systems around 

the world. But, high level integration of renewable energy resources brings about, 

additional social, technical, and economic challenges jeopardizing the power system 

security. Most likely, 

1. Renewable energy is to some extent random and sporadic due to the uncertainty in the 

resources (wind speed, solar irradiation, wave speed, availability of biomass etc). 

2. Extremely harsh environmental condition and remoteness of the distributed 

generation (DG) plants make system more prone to unplanned component outages 

and various faults frequently. 

3. Renewable power systems generally are installed at far of locations and, they require 

vast installation area. All these make it difficult for regular maintenance, human 

patrolling, and result into costly monitoring. 

4. The renewable generation depends on climatic condition and forecasting and results 

into uncertainty, unavailability, and power quality issues. 

5. Harsh weather and pollution degrade and corrode renewable power systems 

components very soon. 

6. Injection of renewable systems in the existing power system involves many technical 

complexities, incorporates additional faults.   

7. The co-existence of grid connected, and grid disconnected modes amplifies the 

complexity of the power system. 

8. Installation and maintenance costs of renewable systems are very high as compared to 

conventional power system. 

Hence, studies of security analysis of integrated power systems with an intense focus 

to renewable energy resources are highly relevant in such situation.  

For power system security analysis, initially the deterministic approaches, viz., n–1 

contingency security criterion were customarily used. However, over or under 
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redundancy is extremely difficult to avoid for the cases based exclusively on such 

methodologies. The stochastic behaviors of the systems are left disregarded in such 

approaches and consequently their usages may not reproduce actual scenarios of the 

underlying events. Consequently, the techniques that include probabilistic features were 

gradually being adopted. These resulted in qualitative and quantitative indices for better 

management of system intermittency and confident decision making throughout different 

stages of power system planning and operation respectively. Statistical review of the past 

performances and probabilistic estimation of the future performances in the planning, 

operation and management of a power system render a realistic vision of the security 

analysis being carried out. Moreover, to tackle any sort of noise in the inputs, 

uncertainties in the system and to achieve solution in real time, wide range of soft 

computing techniques are gaining popularity for various applications in power system 

security analysis. The term soft computing technique was coined by Lotfi A. Zadeh. 

According to him, the soft computing techniques aim to exploit the tolerance for 

imprecision and uncertainty to achieve tractability, robustness, and low solution cost. Its 

major components are optimization, neural computing, and fuzzy logic [4]. 

In this context, this dissertation presents an overview of power systems security 

analysis using soft computing techniques and touches upon some of the following 

research advancements in this realm. 

1. Component outages. The dissertation focuses on various component outage events 

and their solution strategies accordingly. PV module outages due to open circuit and 

short circuit faults and their diagnosis using soft computing optimization techniques 

will be studied. Here, identification of outages of PV modules, differentiation of fault 

types and tracing the fault location in a PV array are considered. Another study of 

optimum day-ahead energy bidding planning for microgrid aims to incorporate of 

outages of renewable systems in the bidding model. 

2. Uncertainties. The uncertainties related to renewable energy generations, load 

demand, and outages of renewable systems and their forecasts are considered in the 

study of optimum day-ahead energy bidding planning for microgrid. Different 

https://www.worldscientific.com/doi/abs/10.1142/9789814261302_0042
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methods those can minimize the effects of uncertainties and outages on day-ahead 

bidding are studied in the dissertation. 

1.3 Recent advancements and challenges 

Numerous compendia of literature contributed to different state of art in the vast domain 

of power system security analysis. In this section, we review relevant research 

advancements on the fault diagnosis of PV system, day-ahead bidding of microgrid and 

their challenges correspondingly.  

1.3.1 Fault diagnosis of PV system 

Sustained policy supports and cost reductions are continuously boosting strong renewable 

energy growth. It is expected that total installed renewable capacity is on target to surpass 

natural gas by 2023 and coal by 2024. Solar energy alone will account for 60% of all 

renewable energy additions through 2025 [5]. 

However, several security issues of PV technologies persist and are hindering the 

widespread industrialization of the PV energy sector. Numerous anomaly conditions such 

as mechanical damages, aging degradation, and electrical faults in various components of 

PV system (cell, module, array/ string, bypass diode, other system apparatus) have been 

stated [6]. These significantly mortify the performance and efficiency of the whole 

system. Electrical faults and outages that significantly degrade electrical output in a PV 

system are mostly short circuit (SC) fault and open circuit (OC) fault. To deal with SC 

faults and OC faults in PV systems, profound studies on fault diagnosis are being carried 

out nowadays.  

Module level fault diagnosis techniques for SC faults and OC faults in PV system are 

generally founded on threshold evaluation, domain alteration, categorization, evaluation 

of state and amalgamation among the aforesaid methods [6], [7]. These methodologies 

generally investigate outputs and different operating states of PV system and afterward 

compare the measured data with the simulated data, or the PV electrical yields attained 

either from the simulated PV system or the reference data supplied by various well-

developed algorithms or practices.  
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In several works [8]-[10], voltage and current indicators were compared with the 

threshold standards for detection of faulted PV array to recognize and categorize OC and 

SC or bypassed module faults. In the study [11], a simple analytical comparison between 

simulated and measured power outputs was made with the intention to reduce the figure 

of installed sensors. This technique only determined the number of faulted modules in PV 

array. Fault diagnosis idea, presented in [12], modeled a procedure founded on 

supervising and comparison of simulated and measured both AC and DC power outputs 

to classify the PV array faults and inverter faults. Although it traced the open circuited 

PV array but was unable to trace the position of detached modules in PV array. 

Expenditure reduction by means of minimization of sensor number was also regarded in 

[13] to find the quantity of module level OC and SC faults and make a distinction 

between the fault behaviors with partial shading. This method was founded on 

monitoring of voltage of PV array and evaluation of such with personalized trained set of 

data. Though, for unlike PV system set ups and ambient settings, diverse training sets of 

data are required. Preparation of such training data is cumbersome. Various other 

comparison dependent PV fault detection methodologies employed experimented and 

simulated current-voltage characteristics of PV systems [14-18]. Although threshold 

limits for comparison purpose were not talked about. In the work [18], only OC kind fault 

was diagnosed. Conversely, several current-voltage characteristics-based detection 

practices presented in [19]-[22] specified threshold limits. In [20] a set of threshold errors 

was defined to detect the fault events in PV array, but the technique was unable to 

differentiate between SC fault and partial shading. The work in [21] presented threshold 

assessment fault identification experiencing variable cloud conditions. Authors of the 

work [22] used artificial neural network (ANN) along with the threshold assessment to 

classify the faults showcasing identical set of characteristics. But locations of faults were 

not conferred in the above mentioned current-voltage characteristics based PV fault 

detection techniques. Further studies too employed ANN for PV fault diagnosis. Triple 

layered feed forward type ANN was used for the diagnosis of SC fault position of PV 

array in the work [23]. One more work [24] demonstrated the deployment of enhanced 

wavelet ANN algorithm. In the study [25], ANN is united with analytical techniques to 

identify the faults in PV array. However, the position of faulted PV modules in a array 
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remain untraceable using the proposed ANN based fault diagnosis techniques. Other 

smart methods, for instance machine learning (ML), also were used for module failure 

detection purpose. Support vector machine dependent method for the discovery of only 

SC fault was described in the work [26]. In the study [27], graph-based semi-supervised 

ML was introduced to perceive and categorize OC and line to line faults considering the 

array current and voltage output, temperature, and irradiation data. All the proposed ANN 

and ML based diagnosis approaches need training data to be labeled as normal, SC or OC 

conditions. However, labeling the data is quite costly and intricate. In addition, these 

methodologies did not portray location data of the defective modules. The authors in their 

study [28], depicted a different scheme based on measurement of earth capacitance 

(MEC) to trace the detachment in a array and the time domain reflectometry (TDR) to 

discover module degeneration. Other works [29]-[33] also exploited TDR for 

identification of the OC faults and the SC faults in PV system. But both the TDR and 

MEC only work offline. However online techniques for fault diagnosis are extremely 

desirable to assess malfunction during operating condition of PV system. Several 

additional fault diagnosis methods employed sophisticated apparatus, for example 

thermal imaging, infrared thermographs, photoluminescence, and electroluminescence. In 

[34], thermal sensor-based cameras were implemented to perceive the characteristics of 

temperature distribution of PV array under the OC fault and the SC fault occurrence. But 

with time, gradual quality drop in the thermal images (because of device aging and 

dilapidation) of PV system with time poses accuracy problem and other technical 

challenges [35]. Additionally, elevated installation expenses of the thermal camera 

equipment bound their wide applications in case of fault analysis. 

The compendium of research works gives an insight of the extensive interests in 

diverse fault diagnosis schemes of PV system. It is clearly distinguished that nearly all of 

the fault diagnosis approaches presented in the aforesaid literatures have shown some 

intricacies to absolutely diagnose the SC faults and the OC faults while simultaneously 

identifying the positions of faulty PV modules in the array. Some methods can detect 

only the SC faults, while some can find the OC faults only. Few can differentiate the 

faulty or the healthy PV array. Few of them are only able to perceive the figure of the OC 

faults and the SC faults in a PV array. Some can only discriminate between the OC faults 
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and the SC faults. Although, most studies can identify faulty PV array, but every distinct 

method alone countenance difficulty to concurrently detect and identify the location of 

flawed modules in a PV array. A PV array in any large-scale PV plant is generally 

consisted of thousands of PV modules [36]. Consequently, tracing the faulty PV modules 

by only human monitoring and calibration of a PV array is chaotic, incompetent and time 

consuming. Although in few works, attentions have been given to the detailed detection 

of locations of faulty PV modules in an array, the techniques are offline [28-33], costly 

and intricate [34-35].  

The above milieu portraits the need of adept fault diagnosis stratagems which can 

identify short and open circuited PV modules and the respective fault locations even 

during the operating state of PV systems, over and above, which are simple, robust, 

economic, and reliable. 

1.3.2 Day-ahead bidding of microgrid 

Microgrid with the combination of intelligent technologies has become the central part of 

any smart grid. It aims to supply efficient electricity of enhanced power quality to off-

grid autonomous end user sites with better convenience, reliability, and economic way. 

Microgrid continues to transform with elevated incorporation of modern technologies, 

distributed energy sources, competent energy storage units and significant consumer 

partaking through demand response program (DRP) or demand side management [37], 

[38]. A smart microgrid assists bidirectional interface between microgrid operator or 

customer and utility grid. However, unknown uncertainties inclusion in decision variables 

(e.g., market price of electricity, load demand, and decision of customer) amplifies the 

complexity of energy management of microgrid [39]. Furthermore, uncertain climate 

condition, volatile and intermittent renewable energy resources and the related outages 

intensify the challenges of microgrid operator to precisely forecast the decision variables 

and to manage and to plan the electricity bids in the day-ahead energy market [40], [41]. 

Therefore, it is extremely crucial for microgrid operator to schedule well-organized 

energy management program and implement optimum bidding strategy, in order that the 

revenue from the partaking in the real time energy market are maximized with least risk 
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due to forecasting of future tendency of load consumption, renewable generation and 

electricity prices. 

With the intention of profit maximization in the electricity market and the reliability 

augmentation of power system, microgrid operators accentuate to devise the paramount 

bidding policy by means of different heuristic approaches and stochastic programming 

(SP), which have been widely executed in literature [42]-[55] and validated using various 

sophisticated tools and commercial power system software [56]. 

Bidding strategy presented in the work [42] used Q-learning to maximize the revenue 

of utility customers. A dispersed load shedding scheme has been implemented as DRP 

[42]. However, this proposed machine learning dependent bidding approach [42] has not 

taken uncertainties for consideration as decision variables. The ref. [43] has considered 

uncertainties regarding PV and wind turbine (WT) power, the intra-day and online energy 

market prices using probability distribution functions (PDFs) and resolved bidding 

strategy problem of microgrid by means of stochastic programming. Different scenarios 

were generated using neuro-fuzzy tree modeling [43]. Ref. [43] did not precisely express 

the problem as they ignored nonlinearities and supplementary constraints. A bidding 

strategy based on genetic algorithm was projected for PV incorporated microgrid system 

as presented in the study [44]. Here, Analog Ensemble kind sampling was employed to 

estimate the probability of future PV generation and to count uncertainty. In the work 

[45], a hybridized stochastic and robust optimization for bidding in combined electricity 

and reserve market was developed considering elastic ramping multiplier. The real time 

uncertain energy prices scenarios were produced using K-means cluster. A different study 

[46] also utilized robust optimization approach to model the uncertainties only in grid 

electricity prices. The scenarios of electricity prices were produced by subdividing the 

subsections inside lower and upper forecast boundaries. Penalty dependent time-of-use 

DRP were employed to reduce electricity cost amount during energy bidding by a grid 

coupled microgrid.  

Few studies [47]-[54] disintegrated bidding tactic of microgrid into dual-phase 

optimization problem. Scenario production and diminution of uncertain attributes are 
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accomplished in the first phase. While in later phase optimum bids, allied revenues, and 

operational schedule of microgrid systems are decided.  Ref. [47], presented mixed 

integer nonlinear programming (MINLP) for solving dual-phase bidding optimization. 

Latin hypercube sampling (LHS) was used to generate day-ahead power scenarios. SP 

was employed to handle uncertainties in load demand, wind velocity and solar radiation. 

In the study [48] bi-stage SP was also exploited for scheduling generation and 

maximization of profit during optimal bidding planning of microgrid. The scenarios of 

system uncertainties were created using Monte Carlo simulation (MCS).  A different 

dual-phase SP based optimal bidding plan was framed as depicted in the study [49] and 

then solved with mixed-integer linear programming. Here, consequences of uncertainty in 

renewable generation and energy price were treated by means of robust optimization and 

minimization of unbalanced energy in online market. The scenarios were generated in 

stochastic manner. The authors in work [50] modeled linear programming for dual phase 

bidding strategy implementation in AC/DC microgrid to reduce the cost of operation and 

control heating and cooling program of the joint heat and electricity unit. Uncertainties 

regarding energy prices, load and the ambient temperature were dealt with scenario 

hierarchies. The scenarios were generated stochastically. ‘Conditional value at risk’ 

(CVaR) criterion was commenced for a dual-phase stochastic bidding planning in the 

work [51] to assess the efficacy of the results.  To produce the scenarios of uncertain load 

demand, wind velocity and solar insolation LHS was employed. A stochastic bidding 

with double auction framework was projected in ref. [52], where dual-phase SP was 

utilized to reduce cost of operation and to boost energy yielding capacity of microgrid 

during the bidding. The uncertain scenarios of power output and the load profile were 

exploited via MCS.  The binary auction bidding system in the work [53] aimed at 

maximization of social wellbeing of both electricity purchaser and retailer of a PV 

incorporated microgrid. However, no uncertainty associated issue was mentioned in this 

work. Instead, stochastic scenarios were framed. A hierarchical marketplace was 

fabricated in the ref. [54]. At initial phase the effects of scenarios of uncertain renewable 

output were generated with risk controlled MCS and at subsequent phase market bided 

amount was decided with the intention of profit maximization of microgrid operator. To 

avoid dealing uncertainties using opportunistic or robust mechanisms, the work [55] 
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projected theory of information gap assessment to cope up with the risk of the 

uncertainties throughout bidding planning of microgrid. The scenarios of this multi-

objective optimal bidding problem were generated with MCS. 

As stated above a variety of scenario generation methods were adopted regarding 

various uncertain attributes. Such as the work [42] employed machine learning. But, the 

process of training and labeling data is quite expensive and intricate. Ref. [43] used 

neuro-fuzzy logic, which too involves costly and complicated learning algorithm based 

on neural network. In the work [45], an unsupervised machine learning named K-means 

clustering was employed. Amid the allied complications of machine learning methods, 

assessment of the K-value is difficult. Moreover, it may not work for global clustering. 

Accordingly, the learning dependent scenario creation mechanisms necessitate expert and 

rigorous human efforts. Various sample making techniques, for instance LHS in the 

studies [47] and [51] and MCS in the ref. [48], [52] and [54], were implemented to model 

the scenarios. However, these techniques involve enormous samples of past data no less 

than 1000 [55]. Sampling of such massive data gives rise to accuracy issues and increases 

computational burden. So, diverse intricate reduction techniques are necessary. The 

management of such gigantic data and therefore the generation and reduction of scenarios 

are burdensome, complex and involve immense risk [49], [57], [58].   

On the contrary, stochastic or random scenario generation [44], [49], [50], [53] and 

subdividing the forecast boundaries [46] were implemented in several studies. However, 

these methods do not abide by any ruling and work though the hit and the miss action. 

Hence, chance of losing a set of data is high. So, huge figure of scenarios is needed to 

produce. Following these concerns regarding scenario generation, an apposite chaotic 

mapping technique is introduced for mapping the entire uncertain scenarios [59]. Chaos 

theory is profoundly documented and aptly fitted for dynamic systems which are very 

sensitive to the initial setting [59]. Chaos is non-converging, non-repetitive and executes 

well inside restricted provisions. Chaos mapping is on the other hand more robust and 

ordered than stochastic scenario generation mechanisms. Moreover, chaotic sequences 

perform swiftly and are effortless to create and store, because lengthy sequences are 
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removed in the course of operation. In this work, tent mapping [60] is employed to 

produce chaos sequences.  

The studies stated above characterized uncertain character of the day-ahead electricity 

prices, renewable generations, load, and additional decision variables using different 

PDFs or time series profiles founded on the historical and the predicted data. The 

sporadic behavior of renewable recourses, inaccessible and insensitive ambience of 

renewable integrated power systems result into frequent outages of renewable 

components. Moreover, the outage probabilities of renewable systems track several 

defined formulas or PDFs regarding the categories of failures, for example aging, weather 

based and repairable failure [61]-[62]. But, considering the aforesaid review on bidding 

of microgrid it is evident that none of the studies implemented the outage modeling of 

renewable energy systems or uncertainties related to outages in case of formulation of 

bidding plan for microgrid. Furthermore, the bidding tactics presented in [38], [43], [46], 

[55] incorporated DRP to merely release load during expensive periods or peak demand. 

However, DRP integration during sudden energy crisis or renewable generation outages 

can significantly secure microgrid reliability and reduce operation costs. Considering the 

facts, this work proposes an optimal day-ahead bidding strategy for microgrid taking into 

account both emergency and price dependent DRP formulation and the outages of 

renewable energy resources, uncertainties relating to outages. 

1.4 Summary of main contributions 

The works presented above represent advancements in the area of power system security 

analysis in case of fault diagnosis in PV system and bidding strategy planning of 

microgrid. They highlighted not only the component outages and uncertainty issues but 

also provided various solution mechanisms based on different soft computing techniques. 

The contributions of this study to the aforesaid advancements are discussed below. 

1.4.1 Optimization based fault diagnosis of PV system 

A new framework is proposed which addresses the aforementioned challenges in open 

and short circuit fault diagnosis of PV system. It is accomplished through novel 
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implementation of optimization techniques in the projected fault diagnosis method, which 

not only identifies faults, in addition traces the location and differentiates between short 

and open circuited PV modules in a functioning PV array experiencing heterogeneous 

irradiation and temperature condition. 

Implementations of the optimization methods in the realm of PV fault diagnosis are 

present in literature [63]-[65]. Attempts were taken for the optimal positioning of voltage 

sensors in PV system [64] and extraction of parameters from I-V characteristic curves by 

means of optimization techniques for instance differential evolution and artificial bee 

colony [63]-[65] for fault identification. In these studies, optimization techniques were 

employed to perform peripheral objectives of PV fault diagnosis. However, this study 

directly employs metaheuristic optimization approaches for PV system fault diagnosis 

and utilizes their heuristic property to quantify, identify and locate the OC and the SC 

module faults.  

The philosophy behind the projected mechanism is to search a certain fault pattern 

that results in an exclusive power outcome of PV array, as the power output of each PV 

module of a large-scale PV array, undergoing varied temperature and irradiation 

distribution, is dissimilar. This fact is subjugated here in the study to devise objective 

function. In essence, the fault diagnosis technique deploy metaheuristic as a search tool to 

identify the probable fault pattern of modules, number of faulted PV modules and the 

fault locations in the PV array for a particular temperature and irradiation condition 

prevailing at that moment, which may result in the identical array power outcome as the 

physically measured power output of that faulted PV array. 

Thus, an implicit goal of the study is to discover the ability of optimization 

methodologies in the diagnosis of the OC faults and the SC faults in PV system. As of 

mathematical viewpoint, a faulted PV array is a multi-constrained, non-linear, and multi-

modal system. Metaheuristic algorithms, for example the evolutionary rule and the 

swarm intelligence, are well customized methods to resolve such extremely constrained, 

non-linear, and multi-modal problems and to discover the global solution efficiently. 

Amongst evolutionary processes, Improved Real-Coded Genetic Algorithm (IRGA) [66] 
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is opted for optimization in the proposed study. Accordingly, the contributions of the 

work are presented as follows: 

• A fault diagnosis methodology based on soft computing optimization is projected for 

PV system. 

• Module outages due to open circuit and short circuit faults under non-uniform 

temperature and irradiation conditions are diagnosed. 

• The faults are identified, differentiated and located simultaneously using the proposed 

method. 

The proposed scheme is tested on a PV arrangement of 3kW placed in the lab facility 

of the power engineering department, Jadavpur University. To execute the experiment, 

Matlab simulation model replicating the existing PV system setup is fabricated and 

random state of affairs, which correspond to various probable fault combinations, are 

produced on the existing PV setup. The PV array power outcome functioning at 

maximum power point (MPP) is attained from the array inverter (DC side). The measured 

and simulated array power outputs are fed to an internally embedded Matlab code for the 

projected fault identification algorithm employing IRGA. Being soft computing based 

technique; the projected method does not require a lot expensive sensing devices or other 

complicated appliances. Moreover, it makes the online fault detection mechanism robust, 

economic and simple. 

1.4.2 Optimal bidding plan of microgrid under outages and 

uncertainties 

With the purpose of accomplishment of better bidding plan outline for renewable energy 

incorporated microgrid in the day-ahead electricity marketplace. The uncertainties 

regarding renewable systems and associated outages during microgrid operation are 

considered and solved by means of MINLP. The probabilities of renewable power 

outcomes uncertainties are decided by means of well-founded PDFs, for example, 

Lognormal PDF for PV system, Weibull PDF for WT system. Outages of renewable 

generators are evaluated via three major failure categories. They are weather contingent, 

aging and repairable failure. DRP based on emergency outage and time of use (TOU) is 

considered here to decide demand response resources. Besides, for the first time in case 
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of bidding stratagem development of microgrid, reserve cost for over-estimation and 

penalty cost for under-estimation of renewable outcomes are integrated to the original 

cost to promote microgrid operator to decide adequate dispatch scheduling during 

bidding in order that the energy imbalances in the real-time energy market is minimized. 

All the mentioned issues regarding renewable energy outages and the uncertainties 

accelerate risk for the microgrid operative authorities to take part in the aggressive and 

volatile bidding marketplace. To deal with these risks tow criterion, viz., 'value at risk’ 

(VAR) and the 'conditional VAR' are utilized during bidding optimization. 

Case studies on a renewable integrated microgrid containing three gas turbines (GTs), 

a PV system, a WT system, and an energy storage system (ESS) have been exercised. 

Large number of technical and operational constraints and strict modeling of microgrid 

component led to an optimal bidding problem of MILNP format. The novel contributions 

provided by the work are as follows: 

• Day-ahead bidding strategy for microgrid is planned considering outages and 

uncertainties 

• Both emergency outage and price based DRP modelling are exercised. 

• Tent mapping of chaos theory is implemented to map the entire intermittent scenarios 

of renewable systems, load, and outages inside confidence intervals. 

• The reserve costs and the penalty costs for the over and the under estimation of 

renewable energy outputs are incorporated in cost modelling. 

• A novel bidding objective function considering system outages and uncertainties and 

their risk management is formulated as mixed integer non-linear programming and is 

solved using soft computing based LINDOGlobal solver. 

1.5 Dissertation organization 

The rest of the dissertation is planned as follows. It begins by developing problem 

formulation in Chapter 2. In this chapter, the requisite mathematical formulations of 

above stated power system security problems containing analytical expressions, 

constraints and objective functions are developed. For the first problem, viz., optimization 

based fault diagnosis of PV system, mathematical modeling of PV system, module outage 
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patterns, fitness functions and simulation based diagnosis blocks are modeled. For the 

second problem, viz., optimal bidding plan of microgrid under outages and uncertainties, 

modeling of energy market, day ahead bidding strategy, uncertainties of renewable 

energy output, outages and load, tent chaos mapping within confidence interval, cost 

modeling of energy generation, DRP, objective functions and constraints and risk 

managements are presented. 

In Chapter 3 various soft computing solution methodologies are discussed. 

Description of improved real-coded genetic algorithm and task flow of the same for open 

circuit and short circuit fault diagnosis of PV system are provided. Another soft 

computing technique, LINDOGlobal solver for the solution of MINLP is discussed for 

optimal bidding planning of microgrid experiencing uncertainties and outages.  

The Chapter 4 presents the results and discussions for different case studies. For 

the performance assessment of the optimization-based fault diagnosis of PV system 

twelve sample cases are studied. Six scenarios are assessed for validation of the optimal 

bidding strategy of microgrid under uncertainties and outages. The relevant results are 

presented and limitations of the works are also discussed. 

Lastly, the dissertation is concluded in Chapter 5. The chapter also highlights several 

potential avenues for future study in the field of power system security. 
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Chapter 2 

Problem formulation 

For the development of mathematical formulation of the power system security problems 

stated in the previous chapter requisite analytical expressions, constraints and objective 

functions must be modeled. Thus, problem formulations of the power system security 

problems are stated in this chapter. 

2.1 Problem formulation of optimization-based fault 

diagnosis of PV system 

2.1.1 PV system modeling 

A PV array is made up of a number of PV modules. They are arranged in parallel or 

series or combinational connection electrically to generate power at a required voltage 

and current level. Each module in an array is generally shunted by a bypass diode in the 

reverse polarity to shun hotspot development during module OC faults.  In a PV module, 

numerous solar cells are assembled in different series-parallel combination to achieve 

requisite current-voltage (I-V) characteristics and the power outcome 𝑃𝑀𝑜𝑑𝑢𝑙𝑒 as modeled 

in (2.1) and (2.2) respectively [67]. The equivalent circuit configuration of PV module 

containing 𝑁𝑠 and 𝑁𝑝 number of the series and the parallel connected cells respectively is 

depicted in Figure 2. 1. 

𝐼𝑀𝑜𝑑𝑢𝑙𝑒 = 𝑁𝑝𝐼𝑝ℎ − 𝑁𝑝𝐼𝑠 [𝑒𝑥𝑝⁡ {
𝑞

𝐴𝐾𝑇
(
𝑉𝑀𝑜𝑑𝑢𝑙𝑒

𝑁𝑠
+
𝐼𝑅𝑠

𝑁𝑝
)} − 1] −

1

𝑅𝑠ℎ
(
𝑁𝑝𝑉𝑀𝑜𝑑𝑢𝑙𝑒

𝑁𝑠
+ 𝐼𝑅𝑠) (2.1) 

𝑃𝑀𝑜𝑑𝑢𝑙𝑒 =⁡ 𝐼𝑀𝑜𝑑𝑢𝑙𝑒 . 𝑉𝑀𝑜𝑑𝑢𝑙𝑒        (2.2) 

Here, 𝐼𝑀𝑜𝑑𝑢𝑙𝑒 is the module current and 𝑉𝑀𝑜𝑑𝑢𝑙𝑒is the voltage output. 𝐼𝑝ℎ represents 

the photocurrent.  𝐼𝑠 symbolizes the diode reverse saturation current. 𝑞 is the electron 

charge whose value is 1.6022×10-19 C. 𝐴 represents ideality factor of the diode. The value 
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of Boltzmann constant 𝐾 is 1.3807×10-23 JK-1. 𝑅𝑠 and 𝑅𝑠ℎ are the series and shunt 

resistances. 𝑇 is the module operational temperature 𝑇𝑀𝑜𝑑𝑢𝑙𝑒 that can be derived using 

ambient temperature 𝑇𝐴𝑚𝑏𝑖𝑒𝑛𝑡 as formulated in (2.3) [68]. 

𝑇𝑀𝑜𝑑𝑢𝑙𝑒 = 𝑇𝐴𝑚𝑏𝑖𝑒𝑛𝑡 +
(𝑁𝑂𝐶𝑇−20)𝐺𝑀𝑜𝑑𝑢𝑙𝑒

800
      (2.3) 

Here, 𝑁𝑂𝐶𝑇 is normal operating cell temperature (at 800 W/m2 irradiation and 25°C 

air temperature). 𝐺𝑀𝑜𝑑𝑢𝑙𝑒 is the module irradiation level (W/m2). 

2.1.2 Realization of faults in PV model 

Each PV module in an array may possibly experience one of the three circumstances at 

any instant: connected to the array or in healthy condition, shunted through a conductor 

(SC fault) and open circuited from the array (OC fault). The circumstances are as shown 

in Figure 2. 2. 

 

Figure 2. 1 The equivalent circuit configuration of PV module. 
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Figure 2. 2 OC fault, SC fault and healthy faulty modules in a PV array. 

The abovementioned situations can be realized through the assumption of imaginary 

switches. One is connected in series manner (SOCs) and another is connected in parallel 

manner (SSCs) with every module as depicted in Figure 2. 3. A module having closed 

series connected switch (SOC) and opened parallel connected switch (SSC) represents no 

fault/ healthy condition of the PV module. Similarly, opened SOC and SSC correspond to 

an OC fault or open circuited module. Conversely, a closed SSC represents an SC fault or 

short circuited module. 

 

Figure 2. 3 Realization of healthy and faulty modules in a PV array of Figure 2. 

2using imaginary switches SOCs & SSCs. 
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2.1.3 Formulation of objective function 

Solar irradiation and temperature are generally distributed non-uniformly over the 

modules in a PV array, particularly in large-scale PV system. This results in diverse 

voltage, current and power generation in PV modules. This remarkably affects PV array 

electrical outcomes. Therefore, to obtain the maximum potential quantity of energy from 

PV system, incorporation of apposite maximum power point tracker (MPPT) into the 

array inverter is recommended [69]. 

The operating output voltage, current and the power yield of individual module can 

be computed from (2.1) and (2.2) using the measured module irradiation data, 

temperature data and the technical specifications of the concerned module. Occurrence of 

SC fault in a module makes the voltage to be zero across the module and contributes no 

power to the array. During open circuited PV module fault, voltage across the module 

terminals becomes negative due to forward bias voltage drop along the bypass diode. So, 

instead of power contribution to the PV array, power 𝑃𝐿𝑜𝑠𝑠 gets lost in the bypass diode 

and it is calculated by (2.4). 

𝑃𝐿𝑜𝑠𝑠 = 𝐼𝐴𝑟𝑟𝑎𝑦 . 𝑉𝐵𝑦𝑝𝑎𝑠𝑠_𝑑𝑖𝑜𝑑𝑒                                                                                (2.4) 

Here, 𝐼𝐴𝑟𝑟𝑎𝑦 is the array current output. 𝑉𝐵𝑦𝑝𝑎𝑠𝑠_𝑑𝑖𝑜𝑑𝑒 represents the voltage drop 

along the bypass diode. 

The power outcome from a PV array is therefore the summation of the contributed 

power from all the healthy PV modules minus the summation of power loss in bypass 

diodes which are connected across the open circuited PV modules. The MPPT thus trails 

an exclusive array voltage, current and power output for an array with particular fault 

category and fault location with particular distribution of heterogeneous irradiation and 

temperature along the PV modules in the array. This observable fact of PV system is 

analytically subjugated here to formulate the objective function. The objective function 

can be constructed using any one out of the three array parameters, viz., voltage, current 

and power, as their values are transformed and diverged from the values prevailed during 
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normal situation with the occurrences of faults. Operating logarithm on both sides of 

(2.2) gives (2.5). 

log𝑒 𝑃𝑀𝑜𝑑𝑢𝑙𝑒 = log𝑒 𝐼𝑀𝑜𝑑𝑢𝑙𝑒 + log𝑒 𝑉𝑀𝑜𝑑𝑢𝑙𝑒       (2.5) 

Differentiating both sides of (2.5) gives (2.6).  

𝑑𝑃𝑀𝑜𝑑𝑢𝑙𝑒

𝑃𝑀𝑜𝑑𝑢𝑙𝑒
=

𝑑𝐼𝑀𝑜𝑑𝑢𝑙𝑒

𝐼𝑀𝑜𝑑𝑢𝑙𝑒
+
𝑑𝑉𝑀𝑜𝑑𝑢𝑙𝑒

𝑉𝑀𝑜𝑑𝑢𝑙𝑒
                                                                                 (2.6) 

Therefore, relative deviation is given by (2.7). 

Δ𝑃𝑀𝑜𝑑𝑢𝑙𝑒

𝑃𝑀𝑜𝑑𝑢𝑙𝑒
= ±(

Δ𝐼𝑀𝑜𝑑𝑢𝑙𝑒

𝐼𝑀𝑜𝑑𝑢𝑙𝑒
+
Δ𝑉𝑀𝑜𝑑𝑢𝑙𝑒

𝑉𝑀𝑜𝑑𝑢𝑙𝑒
)        (2.7) 

From (2.7), it is seen that the relative divergence of output power of the module is 

equivalent to the summation of the relative divergence s of voltage and current output of 

that module. Hence it is evident that, during fault occurrences, the module output power 

and therefore the array output power is numerically more diverged from that of the array 

with healthy state than the generated voltage or current. This fact motivates to regard 

array power output for the formulation of objective function in this work. 

During no fault condition or normal operation, the array power output 𝑃𝐴𝑟𝑟𝑎𝑦 can be 

expressed as (2.8). 

𝑃𝐴𝑟𝑟𝑎𝑦=∑ 𝑃𝑖(𝑇𝑖, 𝐺𝑖)
𝑁
𝑖=1         (2.8) 

Here, 𝑖 indicates the position of the PV modules in the array. 𝑁 represents the total 

figure of PV modules connected in series manner in the array. 𝑇𝑖 and 𝐺𝑖denote 

temperature and irradiation of the module at ith position. 𝑃𝑖(𝑇𝑖, 𝐺𝑖), is the power 

contribution by the module at ith position to the array.  

In the state of the array containing a number of short circuited PV modules, by which 

the power contribution to the array is zero, the array power output can be represented as 

(2.9). 
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𝑃𝐴𝑟𝑟𝑎𝑦=∑ 𝑃𝑖(𝑇𝑖, 𝐺𝑖)
𝑁
𝑖=1,
𝑖≠𝑠𝑐

                                                                                        (2.9) 

Subjected to, 0 ≤ 𝑁𝑠𝑐 ≤ 𝑁.  

Here, 𝑠𝑐 ∈ {𝑠𝑐1, 𝑠𝑐2, 𝑠𝑐3, … , 𝑠𝑐𝑁𝑠𝑐} represents the location set of the short circuited 

modules. 𝑁𝑠𝑐 denotes the total numeral of short circuited PV modules in the array. 

During the occurrence of only OC faults, as the power loss takes place along the 

bypass diode shunted with the open circuited PV modules, the array power output can be 

evaluated as (2.10). 

 𝑃𝐴𝑟𝑟𝑎𝑦=∑ 𝑃𝑖(𝑇𝑖, 𝐺𝑖)
𝑁
𝑖=1,
𝑖≠𝑜𝑐

− 𝑁𝑜𝑐𝑃𝐿𝑜𝑠𝑠                                                                     (2.10) 

Subjected to, 0 ≤ 𝑁𝑜𝑐 ≤ 𝑁. 

Here, 𝑜𝑐 ∈ {𝑜𝑐1, 𝑜𝑐2, 𝑜𝑐3, … , 𝑜𝑐𝑁𝑜𝑐} signifies the location set of the open circuited PV 

modules. 𝑁𝑜𝑐 is the total figure of open circuited PV modules in the array. 

Consequently, allowing for healthy condition and short circuit and open circuit faults 

in PV array, a general expression (2.11) of array output power can be evaluated 

combining (2.8), (2.9) and (2.10). 

𝑃𝐴𝑟𝑟𝑎𝑦=∑ 𝑃𝑖(𝑇𝑖, 𝐺𝑖)
𝑁
𝑖=1,

𝑖≠𝑠𝑐≠𝑜𝑐

− 𝑁𝑜𝑐𝑃𝐿𝑜𝑠𝑠                                                               (2.11)       

Constraining, (𝑁𝑠𝑐 + 𝑁𝑜𝑐) ≤ 𝑁, 

             And, 𝑁𝑠𝑐 ≥ 0, 𝑁𝑜𝑐 ≥ 0. 

Now, assigning the value of (𝑁𝑠𝑐 + 𝑁𝑜𝑐) = 0 in (2.11), (2.8) is attained, which 

corresponds to array functioning at normal condition. Again, by substituting 𝑁𝑜𝑐 with the 

value ‘0’ in (2.11), the expression for PV array output power (2.9) stating only short 

circuit faults is accomplished. Likewise, if (2.11) is assessed with 𝑁𝑠𝑐 = 0, then, the 

situation of occurrence of only OC faults and the PV array output power of (2.10) is 

obtained. Therefore, by assigning different values of 𝑁𝑠𝑐, 𝑁𝑜𝑐, and (𝑁𝑠𝑐 + 𝑁𝑜𝑐) in (2.11), 
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abiding by the constraints as 𝑁𝑠𝑐 ≥ 0, 𝑁𝑜𝑐 ≥ 0 and (𝑁𝑠𝑐 + 𝑁𝑜𝑐) ≤ 𝑁, any operational 

combinations of PV module in the array (no fault, short circuited, open circuited or 

occurrences of  both faults) can be explicitly expressed. Therefore, the equation (2.11) is 

regarded here as a universal expression for PV array power output undergoing any kind 

of situation.  

To trace the real fault pattern, the absolute difference between the practically 

measured array output power (𝑃𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑑) of the PV system and the evaluated array 

power output (𝑃𝐴𝑟𝑟𝑎𝑦) using equation (2.11) should be minimized. When the projected 

algorithm identifies the correct 𝑠𝑐, 𝑜𝑐, 𝑁𝑠𝑐 and 𝑁𝑜𝑐, this difference theoretically 

converges to zero. Thus, the objective function ⨍(𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐) is designed as a 

minimization problem having the global optima equal to zero. The objective function is 

represented as in equation (2.12). 

Minimize ⨍(𝑁𝑠𝑐, 𝑁𝑜𝑐 , 𝑠𝑐, 𝑜𝑐) ⁡= 𝑎𝑏𝑠|𝑃𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑑 − 𝑃𝐴𝑟𝑟𝑎𝑦|    (2.12) 

Subjected to, (𝑁𝑠𝑐 + 𝑁𝑜𝑐) ≤ 𝑁 

                      𝑁𝑠𝑐 ≥ 0, 

       ⁡⁡𝑁𝑜𝑐 ≥ 0. 

2.1.4 Proposed fault diagnosis scheme 

The projected fault diagnosis method based on optimization can be staged as in Figure 2. 

4. It portrays various blocks of the proposed diagnosis procedures and transfer of data 

amongst these blocks. These data are utilized to assess the objective function (2.12) and 

to execute the search process. IRGA is utilized in this work as the potent metaheuristic 

tool to execute the fault searching procedure. 

Figure 2. 5 depicts the experimentation setup to perform the projected fault 

identification procedure which is composed of a roof top PV generator system, module 

irradiation and temperature data monitoring units, sensing devices for array output power, 

current and voltage, the MPPT controller- inverter set, computer interfaces, computing 
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machine for diagnosis platform and electrical load. The roof top PV generator system is a 

PV array comprising of 10 PV modules which are fabricated by the Websol Energy 

System Limited. Each module consists of 72 polycrystalline PV cells. The technical 

specifications of PV modules are tabulated in Table 2. 1. All the technical data are 

prepared at standard test condition (STC) (Irradiation- 1000 W/m2, AM 1.5, 25°C 

Temperature). The generated output power from the PV array is fed to the electrical load 

via an MPPT controller-inverter set. 

The electrical data of PV array are calibrated by means of sensors for array electrical 

parameters installed at the DC side or input side of the inverter. The entire the measured 

data attained from the monitoring units are transferred to the diagnosis platform through 

the computer interfaces. In the projected fault diagnosis approach, the computations on 

the measured data acquired from the computer interface are carried out using a 

computing device equipped with the Matlab software. A Matlab-Simulink soft replica, 

representing the practical PV test system, is designed to accomplish the intermediary 

evaluations requisite for the fault diagnoser block as shown in Figure 2. 4. Here, in this 

block, IRGA diagnoser subsystem holds an in-house coded soft computing source to 

execute IRGA for the proposed fault diagnosis. The simulated subsystem of the block PV 

Array is portrayed below in Figure 2. 6.  

Table 2. 1 Technical specifications of the PV modules. 

Parameter Value 

Maker Websol Energy System Limited 

Rated peak power (PMAX) 300 W 

Voltage at maximum power (VMP) 36.2 V 

Current at maximum power (IMP) 8.3 A 

Open circuit voltage (VOC) 44.9 V 

Short circuit current (ISC) 8.9 A 

Total number cells in series (NS) 72 

Total number cells in parallel (NP) 1 

Maximum system voltage  1000 V 

Module Efficiency 0.8 



 

26 

 

 

Figure 2. 4 Schematic diagram of the proposed fault diagnosis scheme. 
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Figure 2. 5 Laboratory test setup for the proposed fault diagnosis scheme. 

The simulated PV array subsystem, as shown in Figure 2. 6, incorporates the 

conception of switching of 10 SOCs and 10 SSCs switches as depicted in Figure 2. 3 to 

imitate the normal, the short circuited or the open circuited condition of the PV modules. 

The switches of the simulated PV system as shown in Figure 2. 6 are consigned the value 

'0' or '1' to signify the open or the closed state of the simulated switches respectively. 

Thus, assigning '1' to an SOC switch and '0' to an SSC switch associated to a PV module 

corresponds to a healthy PV module. Again, assigning '0' to an SOC switch and '0' to an 

SSC switch connected to a PV module corresponds to module OC condition. Again, 

assigning '1' to an SSC switch connected to a PV module signifies module SC condition. 

Usually, all the SOC switches are assigned '0' and SSC switches are assigned '1' to 

characterize a healthy PV array. During the incidences of faults, the fault diagnoser 

produces random decision variables⁡(𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐). In accordance with the positions 

designated by the decision vector 𝑠𝑐 ∈ {𝑠𝑐1, 𝑠𝑐2, 𝑠𝑐3, … , 𝑠𝑐𝑁𝑠𝑐}, the fault diagnoser 

assigns the value ‘1’ to ⁡𝑁𝑠𝑐 number of SSC switches at the respective locations of the 

modules in the simulated PV system as in Figure 2. 6. Concurrently, in accordance with 

the positions designated by the decision vector 𝑜𝑐 ∈ {𝑜𝑐1, 𝑜𝑐2, 𝑜𝑐3, … , 𝑜𝑐𝑁𝑜𝑐}, the fault 

diagnoser assigns the value ‘0’ to ⁡𝑁𝑜𝑐 number of SOC switches at the respective 
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locations of the modules in PV system as in Figure 2. 6. Other switches (SSCs and SOCs) 

are assigned according to normal no-fault condition. Afterwards, the objective function 

(12) is estimated. As the value of  ⨍(𝑁𝑠𝑐, 𝑁𝑜𝑐 , 𝑠𝑐, 𝑜𝑐) approaches to zero or to a very 

small value (𝜀) close to ‘0’, the correct fault combination may be accomplished. The 

suboptimal values (between 0 and 𝜀) of the objective function are obtained due to the 

precision, the accuracy and the tolerance error of the monitoring devices. In several cases, 

the PV array may produce the similar power even under dissimilar fault conditions 

having non-uniform irradiation and temperature allocation. However, it is impossible to 

also produce same current and voltage output alongside same output power for dissimilar 

fault patterns when the PV array is working at the maximum power point. Since, for 

dissimilar fault patterns having non-uniform irradiation and temperature distribution, the 

array P-V-I characteristics are all exclusive. So, to avert those kinds of placebo fault 

detections, the solutions attained by the optimizer should be cross verified by comparing 

the simulated current and voltage output of the PV array for that resulted fault pattern 

with that of the physically measured values of array voltage and current output.  
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Figure 2. 6 Simulated PV array. 
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The logical flow chart of the proposed fault diagnosis scheme is given in Figure 2. 7. 

 

Figure 2. 7 The logical flow chart of the proposed fault diagnosis scheme. 
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2.2 Problem formulation of optimal bidding plan of 

microgrid under outages and uncertainties  

2.2.1 Market model 

To accomplish a beneficial and robust market behavior, the Microgrid Central Controller 

(MGCC) has to decide the quantity of bidding energy in the day ahead electricity market 

with the intention of maximization of microgrid revenues with least risk possibilities and 

optimum system operation. The decision must be made depending on the day ahead 

forecast of hourly energy prices, renewable energy generations, dispatchable and non-

dispatchable load demands and controllable distributed generations. Conversely, the 

intermittency of renewable energy outputs, hourly load and renewable system outages 

make the optimal planning of bidding strategy and microgrid operation further 

challenging. Besides, limited installation capacity of microgrid cannot fulfill its load 

requirement at many times during the day (for example, at peak load periods, low 

renewable energy production or component outages of renewable energy systems) and 

brings in severe energy imbalances. Therefore, dual-settlement energy market structure 

consisting of day-ahead market and energy balancing market is adhered here. The day-

ahead electricity market is a pool-based market. Here the MGCC executes clearing, 

identify accepted offers and bids and pays the electricity producers in accordance with 

the generation multiplied with the subsidiary price. Conversely, the balancing market is 

founded on dual-pricing market. Here deviations from the contracted bids are penalized. 

Producing less power than the scheduled amount is fined at a price higher than the day-

ahead market price while excess generation is penalized at a price lower than the day-

ahead market price [47]. 

2.2.2 Proposed bidding strategy  

Figure 2. 8 presents the schematic outline of the solution mechanism for the stochastic 

optimal planning of microgrid bidding strategy. Day-ahead wind velocity, solar 

irradiation, weather condition and the load demand data are forecasted evaluating 

historical data and supplementary factors.  The uncertainties regarding these parameters 

are formulated using various PDFs. In this work, Tent chaos mapping is employed to 
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produce the scenarios of intermittent wind velocity, solar irradiation, demand and failure 

outage probability (FOP) pattern. During optimal bidding planning, the final load 

demand, power output capacities of renewable systems and their failure rates have 

immense impact on DRP model, operation of the distributed generations in microgrid and 

finally on the bidding strategy of microgrid. Hence, the scenarios of uncertain input 

parameters should be created within the well-defined confidence intervals. Confidence 

intervals can be estimated according to probability distribution of the input variables and 

their historical data. Consequently, for scenario generation Tent mapping is used. Reserve 

price for the over estimation and penalty price for the under estimation of renewable 

energy outputs are included to recompense uncertainty errors regarding renewable 

resources. The microgrid risk management both in day-ahead and real-time electricity 

markets is assessed by means of weighted CVaR evaluation [39].  

The strategy of the microgrid bidding is structured as a MINLP. Dual-phase 

stochastic programming is engaged here to manage uncertainties of parameters during 

microgrid bidding planning [39]. First phase settles on the hourly optimal energy bids 

preceding the contemplation of the uncertainties regarding load demand, renewable 

energy outputs and their outages. So, these variables at this phase are termed as the ‘here 

& now’ variables. The scheduling of generating units, energy storage systems and 

positive and negative imbalances are accomplished in the second phase considering first 

phase variables and uncertain scenarios. Hence, these variables are termed as “wait & 

see” variables. The risk management is attained through CVaR evaluation. The optimal 

results are further validated using the VSS calculation. 
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Figure 2. 8 Schematic outline of the proposed bidding strategy. 
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2.2.3 Uncertainty modeling 

2.2.3.1 Probability distribution of renewable energy resources 

The renewable energy resources are the most significant but intricate parts to incorporate 

in microgrid owing to their intermittency and uncertainty. The overestimation of the 

renewable power output requires huge reserve capacity margin and imbalances the steady 

state security of microgrid if the excess demand arises. On the other hand, 

underestimation results in wastage of the surplus energy. These imbalances add to the 

overall cost model of microgrid during bidding planning in energy market. Therefore, 

uncertainty modeling using Weibull, Lognormal, Gumbel, Beta and other PDFs has been 

employed in many researches to estimate reserve cost for the overestimation and penalty 

cost for the underestimation. Solar irradiation 𝐺 and wind velocity 𝑣 are well tracked by 

lognormal [70] and Weibull PDFs [71] respectively as represented in equations (2.13) 

and (2.14), when appropriate  mean 𝜇𝐺 and standard deviation 𝜎𝐺  data for the lognormal 

PDF 𝑓𝐺(𝐺) and scale factor 𝛼 and  shape factor 𝛽 of the Weibull PDF 𝑓𝑣(𝑣) are provided. 

The value of  𝜇𝐺, 𝜎𝐺 , 𝛼 and 𝛽 for geographical region can be evaluated from solar 

irradiation and wind velocity pattern of the region for a long time period. 

𝑓𝐺(𝐺) =
1

𝐺×𝜎𝐺×√2×𝜋
𝑒
−{

−(𝑙𝑛𝐺−𝜇𝐺)
2

2×𝜎𝐺
2 }

     for 𝐺 > 0               (2.13) 

𝑓𝑣(𝑣) = (
𝛽

𝛼
) × (

𝑣

𝛼
)
(𝛽−1)

× 𝑒−(
𝑣

𝛼
)
𝛽

     for 0 < 𝑣 < ∞            (2.14) 

2.2.3.2 Power probabilities of renewable energy resources 

The equation (2.15) presents the probability 𝑓𝑃𝑉(𝑃𝑃𝑉) of PV power output 𝑃𝑃𝑉. 

𝑓𝑃𝑉(𝑃𝑃𝑉) = 𝑓(𝐺)                    (2.15) 

The power outcome from a PV system for an irradiation intensity 𝐺 W/m2 can be 

represented as in equation (2.16). 
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𝑃𝑃𝑉 =⁡{
𝑃𝑃𝑉𝑟 ×

𝐺2

𝐺𝑆𝑇𝐷×𝐺𝐶
⁡⁡⁡⁡⁡for⁡0 < 𝐺 < 𝐺𝐶

𝑃𝑃𝑉𝑟 ×
𝐺

𝐺𝑆𝑇𝐷
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡for⁡𝐺 ≥ 𝐺𝐶

⁡⁡⁡                  (2.16) 

Here, 𝑃𝑃𝑉𝑟, 𝐺𝑆𝑇𝐷 and 𝐺𝐶 are respectively the rated power output of PV system, 

standard and certain irradiation. The power produced from WT system for 𝑣 m/s wind 

velocity is estimated as equation (2.17). 

𝑃𝑊𝑇 = {

0⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡for⁡𝑣 < 𝑣𝑖𝑛⁡𝑎𝑛𝑑⁡𝑣 > 𝑣𝑜𝑢𝑡⁡

(𝐴 + 𝐵 × 𝑣 + 𝐶 × 𝑣2)⁡⁡⁡⁡⁡for⁡𝑣𝑖𝑛 ≤ 𝑣 ≤ 𝑣𝑟
𝑃𝑊𝑇𝑟⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡for⁡𝑣𝑟 < 𝑣 ≤ 𝑣𝑜𝑢𝑡

⁡⁡⁡                 (2.17) 

Here, 𝑃𝑊𝑇𝑟, 𝑣𝑖𝑛, 𝑣𝑜𝑢𝑡 and 𝑣𝑟 represent the rated power output of WT system, cut-in, 

cut-out  and the rated wind velocities respectively. The constants 𝐴, 𝐵, and 𝐶 are 

modeled as the functions of  𝑣𝑖𝑛 and 𝑣𝑟 according to the subsequent equations (2.18)-( 

2.20). 

𝐴 =
1

(𝑣𝑖𝑛−𝑣𝑟)
2 × [𝑣𝑖𝑛 × (𝑣𝑖𝑛 + 𝑣𝑟) − 4 × 𝑣𝑖𝑛 × 𝑣𝑟 ×

(𝑣𝑖𝑛−𝑣𝑟)
3

2×𝑣𝑟
]   (2.18) 

𝐵 =
1

(𝑣𝑖𝑛−𝑣𝑟)
2 × [2 − 4 ×

(
4

𝑣𝑖𝑛
+𝑣𝑟)

3

2×𝑣𝑟
]       (2.19) 

𝐶 =
1

(𝑣𝑖𝑛−𝑣𝑟)
2 × [4 × (𝑣𝑖𝑛 + 𝑣𝑟) +

(𝑣𝑖𝑛+𝑣𝑟)
3−(3×𝑣𝑖𝑛+𝑣𝑟)

2×𝑣𝑟
]    (2.20) 

Wind power probability for the discrete zones, i.e., for the first and the third cases of 

equation (2.17), are computed by equations (2.21) and (2.22) respectively. 

𝑓𝑊𝑇(𝑃𝑊𝑇)|𝑃𝑊𝑇=0 = 1 − 𝑒−(
𝑣𝑖𝑛
𝛼
)
𝛽
+𝑒−(

𝑣𝑜𝑢𝑡
𝛼
)
𝛽

                            (2.21) 

𝑓𝑊𝑇(𝑃𝑊𝑇)|𝑃𝑊𝑇=𝑃𝑊𝑇𝑟
= 𝑒−(

𝑣𝑖𝑛
𝛼
)
𝛽
−𝑒−(

𝑣𝑜𝑢𝑡
𝛼
)
𝛽

                         (2.22) 

The probability of WT power for the continuous region in second case of the equation 

(2.17) can be represented as equation (2.23). 
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𝑓𝑊𝑇(𝑃𝑊𝑇) =
𝛽×(𝑣𝑟−𝑣𝑖𝑛)

𝛼𝛽+𝑃𝑊𝑇𝑟
× [𝑣𝑖𝑛 +

𝑃𝑊𝑇

𝑃𝑊𝑇𝑟
× (𝑣𝑟 − 𝑣𝑖𝑛)]

𝛽−1

× 𝑒
−(

𝑣𝑖𝑛+
𝑃𝑊𝑇
𝑃𝑊𝑇𝑟

×(𝑣𝑟−𝑣𝑖𝑛)

𝛼
)

𝛽

  (2.23) 

2.2.3.3. Outage modeling of RERs 

Insensitive environmental circumstances make renewable energy systems to countenance 

outages often. Modeling of outage is dependent on three failure factors, viz., repairable 

failure, aging failure and weather dependency failure [61], [62]. Repairable FOP 𝜌𝑅𝑒𝑝𝑎𝑖𝑟 

of a power system element is stated as equation (2.24). It is dependent on generating 

unit’s yearly failure numbers 𝐹  and mean time for repairmen 𝑀𝑇𝑇𝑅 of the failure 

component. 

𝜌𝑅𝑒𝑝𝑎𝑖𝑟 =
𝐹×𝑀𝑇𝑇𝑅

8760
                           (2.24) 

Aging outage probability of any component usually follows normal PDF [61], [62]. 

During 𝑇th year of service time, the aging outage probability 𝜌𝐴𝑔𝑖𝑛𝑔 can be modeled as 

equation (2.25) where, 𝜇𝐴𝑔𝑖𝑛𝑔⁡and 𝜎𝐴𝑔𝑖𝑛𝑔 are respectively the mean and the standard 

deviation of the normal PDF. 

𝜌𝐴𝑔𝑖𝑛𝑔 =
1

𝜎𝐴𝑔𝑖𝑛𝑔×√2×𝜋
× 𝑒

−
(𝑇−𝜇𝐴𝑔𝑖𝑛𝑔)

2

2×𝜎𝐴𝑔𝑖𝑛𝑔
2

               (2.25) 

Though, in case of planning of bidding strategy for short period, aging factor hardly 

plays any role in evaluating outages of renewable energy systems, more aged machineries 

are more susceptible to weather dependent outages [61], [62]. Weather dependent outage 

probability 𝜌𝑊𝑒𝑎𝑡ℎ𝑒𝑟 is modeled using exponential distribution as portrayed in equation 

(2.26) for a time duration of ∆𝑡 and forecasted failure rate 𝜆. Microgrid operator decides 

the failure rate 𝜆 based on the forecasted weather condition.   

𝜌𝑊𝑒𝑎𝑡ℎ𝑒𝑟 = 1 − 𝑒
−𝜆×∆𝑡               (2.26) 

As multi-factor independent outages are involved for outage of any component, the 

outage rate of any component can be estimated using the conception of union set [61], 
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[62]. Hence the FOP 𝜌 of a renewable energy system can be comprehended by equation 

(2.27). 

 𝜌 = 𝜌𝑅𝑒𝑝𝑎𝑖𝑟 ∪ 𝜌𝐴𝑔𝑖𝑛𝑔 ∪ 𝜌𝑊𝑒𝑎𝑡ℎ𝑒𝑟 = 𝜌𝑅𝑒𝑝𝑎𝑖𝑟 + 𝜌𝐴𝑔𝑖𝑛𝑔 + 𝜌𝑊𝑒𝑎𝑡ℎ𝑒𝑟 − 

 (𝜌𝑅𝑒𝑝𝑎𝑖𝑟 ∩ 𝜌𝐴𝑔𝑖𝑛𝑔) − (𝜌𝐴𝑔𝑖𝑛𝑔 ∩ 𝜌𝑊𝑒𝑎𝑡ℎ𝑒𝑟) − (𝜌𝑊𝑒𝑎𝑡ℎ𝑒𝑟 ∩ 𝜌𝑅𝑒𝑝𝑎𝑖𝑟) + 

  (𝜌𝑅𝑒𝑝𝑎𝑖𝑟 ∩ 𝜌𝐴𝑔𝑖𝑛𝑔 ∩ 𝜌𝑊𝑒𝑎𝑡ℎ𝑒𝑟)              (2.27) 

2.2.3.4 Probability distribution of load  

As stated in the studies [51], [72], normal PDF is the most apposite function to track load 

forecasting. The equation (2.28) presents load 𝐿 distribution using normal PDF where 

𝜇𝐿𝑜𝑎𝑑 and 𝜎𝐿𝑜𝑎𝑑 are respectively the mean and the standard deviation regarding normal 

PDF. 

𝑓𝑣(𝑣) =
1

𝜎𝐿𝑜𝑎𝑑×√2×𝜋
× 𝑒

−
(𝐿−𝜇𝐿𝑜𝑎𝑑)

2

2×𝜎𝐿𝑜𝑎𝑑
2

       (2.28) 

2.2.4 Confidence interval   

Truth estimation by means of confidence interval evaluation has been widely employed 

in recent power system applications, since it conveys richer information [73]. Let us 

assume, an uncertain parameter, 𝑦 (for example, wind velocity, solar irradiation, failure 

rate or load demand) that has a sample set 𝑋 = {𝑥𝑡}𝑡=1
24  from 𝑓𝑦(𝑥𝑡), where 𝑓𝑦(𝑥𝑡) is PDF 

of the parameter 𝑦. Considering the point forecast of the parameter, the forecast error 

𝜀𝑡⁡between point forecast 𝑥𝑡 ⁡and real-time value 𝑥̂𝑡 of parameter is indicated by the 

equation (2.29). 

𝜀𝑡 = (𝑥̂𝑡 − 𝑥𝑡) 𝑥𝑡
𝑚𝑎𝑥⁄                  (2.29) 

At a pre-specified confidence level σ, the conditional confidence interval or the upper 

and the lower bounds of the prediction errors[𝜀𝑡
𝑚𝑖𝑛, 𝜀𝑡

𝑚𝑎𝑥], can be evaluated as given in 

equations (2.30) and (2.31). 
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𝜀𝑡
𝑚𝑖𝑛 = 𝑖𝑛𝑓𝑖𝑚𝑢𝑚 {𝑥𝑡𝜖[0, 𝑥𝑡

𝑚𝑎𝑥]| ∫ 𝜀𝑡 ×
𝑥𝑡
𝑚𝑎𝑥

0
𝑓𝑦(𝑥𝑡) 𝑑𝑥𝑡 ≥

1−σ

2
}       (2.30) 

𝜀𝑡
𝑚𝑎𝑥 = 𝑖𝑛𝑓𝑖𝑚𝑢𝑚 {𝑥𝑡𝜖[0, 𝑥𝑡

𝑚𝑎𝑥]| ∫ 𝜀𝑡 ×
𝑥𝑡
𝑚𝑎𝑥

0
𝑓𝑦(𝑥𝑡) 𝑑𝑥𝑡 ≥

1+σ

2
}         (2.31)   

In accordance with the forecasted data of the input parameter, the minimum and the 

maximum value of the parameter can be estimated as equations (2.32) and (2.33) 

respectively. 

𝑥𝑡 = 𝑥̂𝑡 − 𝑥𝑡
𝑚𝑎𝑥 × 𝜀𝑡

𝑚𝑎𝑥 ,    𝜀𝑡
𝑚𝑎𝑥 > 0          (2.32)   

 𝑥𝑡 = 𝑥̂𝑡 − 𝑥𝑡
𝑚𝑎𝑥 × 𝜀𝑡

𝑚𝑖𝑛, 𝜀𝑡
𝑚𝑖𝑛 < 0      (2.33) 

The arbitrary variable assigned for the existing parameter at the time period 𝑡 is 

delimited within the confidence level as given in equation (2.34). 

𝑥𝑡𝜖[𝑥𝑡, 𝑥𝑡]           (2.34) 

2.2.5 Scenario generation using Tent mapping 

To achieve global optimum outcome for microgrid bidding planning with reasonable 

confidence level, the scenarios of uncertain input parameters are generated inside 

confidence interval by means of Tent chaos mapping. The chaos theory [59], because of 

its intrinsic ergodicity characteristic, can produce non-recurring values of parameters of a 

non-linear system restricted under deterministic setting by efficient dynamic parameter 

control mechanisms [52]. Therefore, chaotic sequence is an automatic sequence generator 

and generates sequences adaptively throughout the searching advancement of 

optimization algorithm. The uses of chaos sequence to control the value setting of 

optimization parameters and generate sequences adaptively have two advantages. First of 

all, as the trial and the tuning are not required, additional computational time and the 

extra space for fine-tuning of attribute settings are saved. Secondly, the adaptive 

generation process instead of random value generation causes diversity in parameter 

value setting. All these augments the efficacy and the convergence speed of optimization 

algorithm. The Tent mapping [60] is one of the well-established discrete-time scenario 



 

39 

 

generators of Chaos theory and can be modeled as equation (2.35), where, 𝑐𝑡𝑟𝑙 is the 

control parameter for generation of chaotic sequence. Moreover, Tent mapping generates 

sequences with more even allocation from the beginning than any other chaos mapping 

methods and creates scenarios having identical probability. If 𝑁𝑠 is total numeral of the 

generated scenarios, then the probability of incidences of 𝑠th scenario is  𝜋𝑠 = 1 𝑁𝑠⁄ . 

𝑥𝑠 = {
𝑐𝑡𝑟𝑙 × 𝑥𝑠−1,⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡0 < 𝑥𝑠−1 ≤ 0.5

𝑐𝑡𝑟𝑙 × (1 − 𝑥𝑠−1),⁡⁡⁡⁡⁡⁡0.5 < 𝑥𝑠−1 ≤ 1
⁡, ∀⁡𝑠 ∈ 𝑁𝑠                 (2.35) 

2.2.6 Risk management through CVaR 

Due to the uncertainties of the system parameters, the profit of microgrid because of prior 

scheduling has to countenance risk of decline of actual profit from the expected profit. 

The risk management in a competitive energy market acts an vital role during the 

operation and management of generating units of microgrid. To evaluate the risk two 

principal indicators, viz., the Value at Risk (VaR) and the Conditional Risk Value 

(CVaR) are employed. VaR is the largest profit 𝑝 amid all the profits whose probabilities 

are less than or equal to (1-confidence level). Therefore, for the confidence level σ, the 

𝑉𝑎𝑅σ and the 𝐶𝑉𝑎𝑅σ of the profit can be respectively calculated as shown in equations 

(2.36) and (2.37) [39]. Confidence level is customarily selected between 0.9 and 0.99. 

𝑉𝑎𝑅σ = 𝑚𝑎𝑥{𝑝|𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦(𝑃𝑟𝑜𝑓𝑖𝑡 ≤ 𝑝) ≤ (1 − σ)}      (2.36) 

𝐶𝑉𝑎𝑅σ = 𝑒𝑥𝑝𝑒𝑐𝑡𝑎𝑡𝑖𝑜𝑛(𝑃𝑟𝑜𝑓𝑖𝑡|𝑃𝑟𝑜𝑓𝑖𝑡 ≤ 𝑉𝑎𝑅σ)       (2.37) 

Thus the 𝐶𝑉𝑎𝑅σ considers the expected profit so that less than (1 − σ) × 100% 

scenarios should have lowest profits. The CVaR is utilized as a risk management index in 

the projected bidding optimization problem, such that the expected profit among all 

possible scenarios is maximized. 

2.2.7 Objective function and constraints 

The aim of the projected bidding strategy planning is the maximization of the profit of 

microgrid with the optimum risk management. Accordingly, for profitable participation 
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in the day-ahead electricity market, the objective function is devised as the weighted sum 

of the microgrid profit 𝑃𝑟𝑜𝑓𝑖𝑡𝑀𝐺 and 𝐶𝑉𝑎𝑅 as presented in equation (2.38). 

Maximize, 𝑓 = (1 − 𝜔) × 𝑃𝑟𝑜𝑓𝑖𝑡𝑀𝐺 + 𝜔 × 𝐶𝑉𝑎𝑅      (2.38) 

Expected profit, the first term of the objective function, can be articulated as in 

equation (2.39).  

𝑃𝑟𝑜𝑓𝑖𝑡𝑀𝐺 = ∑ 𝑅𝑒𝑣𝑒𝑛𝑢𝑒𝑀𝑎𝑟𝑘𝑒𝑡𝑡
24
𝑡=1 + ∑ ∑ 𝜋𝑠,𝑡 × {𝑅𝑒𝑣𝑒𝑛𝑢𝑒𝐿𝑜𝑎𝑑𝑠,𝑡 − (𝐶𝑜𝑠𝑡𝐺𝑇𝑠,𝑡 +

𝑁𝑠
𝑠=1

24
𝑡=1

𝐶𝑜𝑠𝑡𝑃𝑉𝑠,𝑡 + 𝐶𝑜𝑠𝑡𝑊𝑇𝑠,𝑡 + 𝐶𝑜𝑠𝑡𝐸𝑆𝑆𝑠,𝑡+𝐶𝑜𝑠𝑡𝐷𝑅𝑃𝑠,𝑡)+𝐶𝑜𝑚𝑝𝑒𝑛𝑠𝑎𝑡𝑖𝑜𝑛𝐼𝑚𝑏𝑎𝑙𝑎𝑛𝑐𝑒𝑠,𝑡}  (2.39) 

Here, the first term 𝑅𝑒𝑣𝑒𝑛𝑢𝑒𝑀𝑎𝑟𝑘𝑒𝑡𝑡 of equation (2.39) symbolizes the revenue from 

the bidding in the day-ahead electricity market.  𝑅𝑒𝑣𝑒𝑛𝑢𝑒𝐿𝑜𝑎𝑑𝑠,𝑡⁡stands for the expected 

revenue of microgrid acquired from selling the power to the local loads. The terms 

𝐶𝑜𝑠𝑡𝐺𝑇𝑠,𝑡, 𝐶𝑜𝑠𝑡𝑃𝑉𝑠,𝑡, 𝐶𝑜𝑠𝑡𝑊𝑇𝑠,𝑡,  𝐶𝑜𝑠𝑡𝐸𝑆𝑆𝑠,𝑡 and 𝐶𝑜𝑠𝑡𝐷𝑅𝑃𝑠,𝑡 indicate respectively the 

generation costs from gas turbines, PV system, WT system and ESS unit and the 

incentives to the local loads for taking part in DRP. The term 𝐶𝑜𝑚𝑝𝑒𝑛𝑠𝑎𝑡𝑖𝑜𝑛𝐼𝑚𝑏𝑎𝑙𝑎𝑛𝑐𝑒𝑠,𝑡 

signifies the adjustments for compensating the energy imbalance in the real-time market. 

The second term of the objective function is formulated to maximize the CVaR as in 

depicted equation (2.40). 

𝐶𝑉𝑎𝑅 = 𝑉𝑎𝑅 − 1 (1 − 𝜎) × ∑ (𝜋𝑠 × 𝜂𝑠)
𝑁𝑠
𝑠=1⁄           (2.40) 

Here, 𝑉𝑎𝑅 represents value-at-risk and 𝜂𝑠 symbolizes an auxiliary variable. The 

values of 𝑉𝑎𝑅 and 𝜂𝑠 are estimated by 𝐶𝑉𝑎𝑅 constraints. 

2.2.7.1 Revenue model 

The revenue from selling power to the energy market and the local consumers are 

formulated by equations (2.41) and (2.42) respectively. 

𝑅𝑒𝑣𝑒𝑛𝑢𝑒𝑀𝑎𝑟𝑘𝑒𝑡𝑡 = 𝑟𝐺𝑟𝑖𝑑𝑡 × 𝑃𝐺𝑟𝑖𝑑𝑡,  ∀⁡− 𝑃𝐺𝑟𝑖𝑑
𝑚𝑎𝑥 ≤ 𝑃𝐺𝑟𝑖𝑑𝑡 ≤ 𝑃𝐺𝑟𝑖𝑑

𝑚𝑎𝑥, 𝑡 = 1: 24      (2.41) 
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𝑅𝑒𝑣𝑒𝑛𝑢𝑒𝐿𝑜𝑎𝑑𝑠,𝑡 = 𝑟𝐿𝑜𝑎𝑑𝑡 × 𝑃𝐿𝑜𝑎𝑑𝑠,𝑡,  ∀⁡𝑠 = 1:⁡𝑁𝑠, 𝑡 = 1: 24    (2.42) 

The term 𝑃𝐺𝑟𝑖𝑑𝑡 is the power transaction with the grid during bidding. It is 

constrained by the power transfer capacity 𝑃𝐺𝑟𝑖𝑑
𝑚𝑎𝑥 ⁡of line linking microgrid to the main 

grid. This power is exchanged at a rate of  𝑟𝐺𝑟𝑖𝑑𝑡. The local load 𝑃𝐿𝑜𝑎𝑑𝑠,𝑡 is traded at a 

retail price of 𝑟𝐿𝑜𝑎𝑑𝑡. 

2.2.7.2 GT cost model 

The cost of the GTs is modeled as depicted in equation (2.43) where, 𝑃𝐺𝑇𝑖,𝑡 and 𝑐𝐺𝑇𝑖 are 

power output and energy rate of the 𝑖th  GT system respectively. 

𝐶𝑜𝑠𝑡𝐺𝑇𝑠,𝑡 = ∑ (𝑐𝐺𝑇𝑖 × 𝑃𝐺𝑇𝑖,𝑠,𝑡) × 𝑆𝐺𝑇𝑖,𝑠,𝑡
𝑁𝐺𝑇
𝑖=1       (2.43) 

The term 𝑆𝐺𝑇𝑖,𝑠,𝑡 is '1' if 𝑖th GT system is scheduled on at⁡𝑡th hour and '0' otherwise. 

Constraints (2.44)-(2.46) provide the minimum and the maximum generation 

constraints⁡𝑃𝐺𝑇𝑖
𝑚𝑎𝑥 , minimum up time 𝑀𝑈𝑇𝑖⁡and down time 𝑀𝐷𝑇𝑖 constraints, ramp up 

𝑅𝑈𝑖 and ramp down 𝑅𝐷𝑖 limits of the 𝑖th  GT system respectively. 

0 ≤ 𝑃𝐺𝑇𝑖,s,𝑡 ≤ 𝑃𝐺𝑇𝑖
𝑚𝑎𝑥 ,⁡⁡⁡⁡⁡∀⁡𝑖 ∈ 𝑁𝐺𝑇 , s = 1:⁡𝑁𝑠, 𝑡 = 1: 24           (2.44) 

{
 
 

 
 (𝑇𝑂𝑛𝑖,s,(𝑡−1) −𝑀𝑈𝑇𝑖) × (𝑆𝐺𝑇𝑖,s,(𝑡−1) − 𝑆𝐺𝑇𝑖,s,𝑡) ≥ 0,⁡⁡⁡⁡⁡

∀⁡𝑖 ∈ 𝑁𝐺𝑇 , s = 1:⁡𝑁𝑠, 𝑡 = 1: 24⁡⁡⁡

(𝑇𝑂𝑓𝑓𝑖,s,(𝑡−1) −𝑀𝐷𝑇𝑖) × (𝑆𝐺𝑇𝑖,s,t − 𝑆𝐺𝑇𝑖,s,(𝑡−1)) ≥ 0,⁡⁡⁡⁡⁡

∀⁡𝑖 ∈ 𝑁𝐺𝑇 , s = 1:⁡𝑁𝑠, 𝑡 = 1: 24⁡⁡⁡

      (2.45) 

{
(𝑃𝐺𝑇𝑖,s,(𝑡+1) − 𝑃𝐺𝑇𝑖,s,𝑡) ≤ 𝑅𝑈𝑖,⁡⁡⁡⁡⁡∀⁡𝑖 ∈ 𝑁𝐺𝑇 , s = 1:⁡𝑁𝑠, 𝑡 = 1: 24⁡⁡⁡

(𝑃𝐺𝑇𝑖,s,𝑡 − 𝑃𝐺𝑇𝑖,s,(𝑡+1)
) ≤ 𝑅𝐷𝑖,⁡⁡⁡⁡⁡∀⁡𝑖 ∈ 𝑁𝐺𝑇 , s = 1:⁡𝑁𝑠, 𝑡 = 1: 24⁡⁡⁡

        (2.46) 

2.2.7.3 PV cost model 

The operational cost of PV system as depicted in equation (2.47), comprises of the direct 

cost, the reserve cost for the overestimation and the penalty cost for the underestimation 
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on scheduled solar power and are modeled as respectively in (2.48)- (2.50). The reserve 

cost and the penalty cost are the function of lognormal PDF of the concerning PV 

systems. 

𝐶𝑜𝑠𝑡𝑃𝑉s,t = ∑ [𝐶𝑃𝑉𝑗,𝑠,𝑡 (𝑃𝑃𝑉𝑗,𝑠,𝑡) × 𝑆𝑃𝑉𝑗,𝑠,𝑡 + 𝑂𝑃𝑉𝑗,𝑠,𝑡 (𝑃𝑃𝑉𝑗,𝑠,𝑡) + 𝑈𝑃𝑉𝑗,𝑡 (𝑃𝑃𝑉𝑗,𝑠,𝑡)]
𝑁𝑃𝑉
𝑗=1     

           (2.47) 

Where, 𝑆𝑃𝑉𝑗,𝑠,𝑡 = {
1, 𝜌𝑃𝑉𝑗,s,𝑡 < 𝐹𝑃𝑉

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

The 𝑆𝑃𝑉𝑗,𝑠,𝑡 is '1' if 𝑗th solar system is scheduled on at⁡𝑡th hour and '0' otherwise. The 

PV system is scheduled on when FOP 𝜌𝑃𝑉𝑗,s,𝑡 of PV system does not exceed the pre 

defined FOP limit 𝐹𝑃𝑉. 

𝐶𝑃𝑉𝑗,𝑠,𝑡 (𝑃𝑃𝑉𝑗,𝑠,𝑡) = 𝑑𝑃𝑉𝑗 × 𝑃𝑃𝑉𝑗,𝑠,𝑡            (2.48) 

𝑂𝑃𝑉𝑗,𝑠,𝑡 (𝑃𝑃𝑉𝑗,𝑠,𝑡) = 𝑜𝑃𝑉𝑗 × ∫ (𝑃𝑃𝑉𝑗,𝑠,𝑡 − 𝑥) × 𝑓𝑃𝑉(𝑥)𝑑𝑥
𝑃𝑃𝑉𝑗,𝑠,𝑡
0

   (2.49) 

𝑈𝑃𝑉𝑗,𝑡 (𝑃𝑃𝑉𝑗,𝑠,𝑡) = 𝑢𝑃𝑉𝑗 × ∫ (𝑥 − 𝑃𝑃𝑉𝑗,𝑠,𝑡) × 𝑓𝑃𝑉(𝑥)𝑑𝑥
𝑃𝑃𝑉𝑟
𝑃𝑃𝑉𝑗,𝑠,𝑡

             (2.50) 

𝑑𝑃𝑉𝑗 , 𝑜𝑃𝑉𝑗  and 𝑢𝑃𝑉𝑗are the per system direct, reserve and penalty costs of 𝑗th  the PV 

systemt respectively. 

 2.2.7.4 WT cost model  

The operational cost of WT system as presented in (2.51), is comprised of the direct cost, 

the reserve cost for the overestimation and the penalty cost for the underestimation on 

scheduled wind power and are evaluated as in (2.52) -(2.54) respectively. 

𝐶𝑜𝑠𝑡𝑊𝑇𝑠,𝑡 = ∑ [𝐶𝑊𝑇𝑘,𝑠,𝑡 (𝑃𝑊𝑇𝑘,𝑠,𝑡) × 𝑆𝑊𝑇𝑘,𝑠,𝑡 + 𝑂𝑊𝑇𝑘,𝑠,𝑡 (𝑃𝑊𝑇𝑘,𝑠,𝑡) +
𝑁𝑊𝑇
𝑘=1

𝑈𝑈𝑊𝑇𝑘,𝑠,𝑡 (𝑃𝑊𝑇𝑘,𝑠,𝑡)] (2.51) 
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Where, 𝑆𝑊𝑇𝑘,𝑠,𝑡 = {
1, 𝜌𝑊𝑇𝑘,s,𝑡 < 𝐹𝑊𝑇

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

The 𝑆𝑊𝑇𝑘,𝑠,𝑡 is '1' if 𝑘th WT system is scheduled on at⁡𝑡th hour and '0' otherwise. The 

WT system is scheduled on when FOP 𝜌𝑊𝑇𝑘,s,𝑡 of WT system stays within the pre 

specified FOP limit 𝐹𝑊𝑇. 

𝐶𝑊𝑇𝑘,𝑡 (𝑃𝑊𝑇𝑘,𝑡) = 𝑑𝑊𝑇𝑘 × 𝑃𝑊𝑇𝑘,𝑡            (2.52) 

𝑂𝑊𝑇𝑘,𝑡 (𝑃𝑊𝑇𝑘,𝑡) = 𝑜𝑊𝑇𝑘 × ∫ (𝑃𝑊𝑇𝑘,𝑡 − 𝑦) × 𝑓𝑊𝑇(𝑦)𝑑𝑦
𝑃𝑊𝑇𝑘,𝑡

𝑃𝑊𝑇𝑘,𝑡
𝑚𝑖𝑛     (2.53) 

𝑈𝑊𝑇𝑘,𝑡 (𝑃𝑊𝑇𝑘,𝑡) = 𝑢𝑊𝑇𝑘 × ∫ (𝑦 − 𝑃𝑊𝑇𝑘,𝑡) × 𝑓𝑊𝑇(𝑦)𝑑𝑦
𝑃𝑊𝑇𝑘,𝑡
𝑚𝑎𝑥

𝑃𝑊𝑇𝑘,𝑡
   (2.54) 

𝑑𝑊𝑇𝑘, 𝑜𝑊𝑇𝑘 and 𝑢𝑊𝑇𝑘are the per unit direct, reserve and penalty costs of 𝑘th  WT 

system respectively. 

2.2.7.5 ESS cost model  

The operational cost usually maintenance cost of ESS, is believed to be to a linear 

function of the absolute amount of charged/discharged capacity 𝑃𝐸𝑆𝑆s,t as shown in 

equation (2.55). The operation of ESS is constrained by the maximum charging power 

𝑃𝐶ℎ𝑎𝑟𝑔𝑒
𝑚𝑎𝑥 and discharging power 𝑃𝐷𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒

𝑚𝑎𝑥  limits as (2.56) and (2.57), minimum energy 

storage capacity 𝐸𝑚𝑖𝑛 and maximum energy storage capacity  𝐸𝑚𝑎𝑥  as (2.58). The 

dynamic energy model for ESS is represented by equation (2.59). 

𝐶𝑜𝑠𝑡𝐸𝑆𝑆s,t = 𝑏𝐸𝑆𝑆 × |𝑃𝐸𝑆𝑆s,t| + 𝑐𝐸𝑆𝑆              (2.55) 

𝑃𝐶ℎ𝑎𝑟𝑔𝑒𝑠,𝑡 ≤ 𝑃𝐶ℎ𝑎𝑟𝑔𝑒
𝑚𝑎𝑥 ,  ∀⁡s = 1:⁡𝑁𝑠, 𝑡 = 1: 24               (2.56) 

𝑃𝐷𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒𝑠,𝑡 ≤ 𝑃𝐷𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒
𝑚𝑎𝑥 ,  ∀⁡s = 1:⁡𝑁𝑠, 𝑡 = 1: 24              (2.57) 

𝐸𝑚𝑖𝑛 ≤ 𝐸𝑠,𝑡 < 𝐸
𝑚𝑎𝑥 ,  ∀⁡s = 1:⁡𝑁𝑠, 𝑡 = 1: 24              (2.58) 
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𝐸𝑠,𝑡 = 𝐸𝑠,(𝑡−1) + (𝜁 × 𝑃𝐶ℎ𝑎𝑟𝑔𝑒𝑠,𝑡 −
𝑃𝐷𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒𝑠,𝑡

𝜏
)              (2.59)  

Here, 𝑏𝐸𝑆𝑆 and 𝑐𝐸𝑆𝑆 are the cost coefficients of ESS system. 𝑃𝐶ℎ𝑎𝑟𝑔𝑒𝑠,𝑡 and 

𝑃𝐷𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒𝑠,𝑡⁡are the charging and discharging power of ESS at 𝑡th hour for 𝑠th scenario 

respectively. 𝜁 and 𝜏 are the charging and the discharging efficiencies of the ESS 

respectively. 

2.2.7.6 DRP model 

DRP evens out the load demand curve and curtails probable operational cost of 

microgrid. Besides, the DRP is remodeled in this work in such a manner that, it also 

facilitates load shifting from the vulnerable outage periods to the off-peak or inexpensive 

periods. The operational cost is minimized as microgrid procures a lesser amount of 

energy in outage periods as well as peak periods. In this study, both the price based and 

the incentive based DRP formulation is considered [74]. 

A. Price based DRP 

Price based DRP is formulated in accordance with TOU program [75], [76]. Here some 

percentage of loads is reallocated from the expensive or peak periods to cheap or off-peak 

periods maintaining the total amount of daily load to be fixed. The demand-side load 

consumption reduction by consumers taking part in the price based DRP in a day-ahead 

energy market at any hour 𝑡 is represented in equation (2.60) [50]. 

𝑃𝐷𝑅𝑃𝑠,𝑡 = 𝐿𝐵𝑎𝑠𝑒𝑠,𝑡 × ∑ (𝐸𝑡,𝑡′ ×
𝑟𝐿𝑜𝑎𝑑𝑡′−𝑟𝐿𝑜𝑎𝑑

0
𝑡′

𝑟𝐿𝑜𝑎𝑑
0

𝑡′
)24

𝑡′=1        

 (2.60) 

Here,⁡𝐿𝐵𝑎𝑠𝑒𝑠,𝑡 represents the base load before DRP integration.  𝑟𝐿𝑜𝑎𝑑
0

𝑡′
 and 𝑟𝐿𝑜𝑎𝑑𝑡′ 

are the electricity tariffs before and after pertaining the price based DRP. 𝐸𝑡,𝑡′ signifies 

the elasticity of demand applying to 𝑡th and 𝑡′th hours. The elasticity in load demand can 

be estimated by a variety of mechanisms based on the survey analysis from consumers 

and real data [77]. 
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B. Incentive based DRP 

Incentive remuneration is offered to the energy consumers who are partaking in the 

incentive based DRP. Unlike the price based DRP, here the response rates are not 

correlated to the consumers’ response to electricity price alterations but are connected to 

other significant parameters for example the failure of system components, weather 

conditions and their effects on generation outages. In this work the incentive based DRP 

takes account of emergency DRP [78]. Throughout any emergency hour 𝑡 the reduction 

in load consumption is rewarded with lofty incentives as guided by emergency based 

DRP in real time market as specified in equation (2.61) [78]. 

𝐼𝐷𝑅𝑃𝑠,𝑡 = 𝐿𝐵𝑎𝑠𝑒𝑠,𝑡 × ∑ (𝐸𝑡,𝑡′ ×
𝑐𝐷𝑅𝑃𝑡′

𝑟𝐿𝑜𝑎𝑑
0

𝑡′
)24

𝑡′=1         

 (2.61) 

Here, 𝑐𝐷𝑅𝑃𝑡′ symbolizes the incentive reward payments to the customers at hour t 

[$/MWh]. Therefore, the percentage in load change 𝐷𝑅𝑃𝑠,𝑡 from 𝐿𝐵𝑎𝑠𝑒𝑠,𝑡 during DRP 

integration at 𝑡th hour is set by equation (2.62). ⁡𝐷𝑅𝑃𝑠,𝑡 is delimited by the limit 𝐷𝑅𝑃𝑚𝑎𝑥 

as in equation (2.63) and (2.64). 

𝐷𝑅𝑃𝑠,𝑡 = 𝑃𝐷𝑅𝑃𝑠,𝑡 + 𝐼𝐷𝑅𝑃𝑠,𝑡 − 𝐼𝑛𝑐𝑠,𝑡                (2.62) 

|𝐷𝑅𝑃𝑠,𝑡| ≤ 𝐷𝑅𝑃
𝑚𝑎𝑥,⁡𝑠 = 1:⁡𝑁𝑠, 𝑡 = 1: 24        (2.63) 

∑ (𝐷𝑅𝑃𝑠,𝑡 × 𝐿𝐵𝑎𝑠𝑒𝑠,𝑡) = 0⁡
24
𝑡=1              (2.64) 

Here, 𝐼𝑛𝑐𝑠,𝑡 presents the consumption rise by the customers taking part in DRP at any 

hour 𝑡. The DRP customized load 𝐿𝑠,𝑡 is presented by equation (2.65).  

𝐿𝑠,𝑡 = (1 − 𝐷𝑅𝑃𝑠,𝑡) × 𝐿𝐵𝑎𝑠𝑒𝑠,𝑡            (2.65) 
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2.2.7.7 Energy imbalance compensation 

The probable energy imbalance 𝑃𝐼𝑚𝑏𝑡 which must be remunerated in the real-time energy 

market is formulated as equation (2.66). The positive imbalance price 𝑟𝑃𝐼𝑡and the 

negative imbalance price 𝑟𝑁𝐼𝑡 are controlled by the upward or the downward regulations 

as determined by the MGCC or the TSO as shown in (2.67). 

𝐶𝑜𝑚𝑝𝑒𝑛𝑠𝑎𝑡𝑖𝑜𝑛𝐼𝑚𝑏𝑎𝑙𝑎𝑛𝑐𝑒 = ∑ [𝑟𝐼𝑡 × 𝑃𝐼𝑚𝑏𝑡]
24
𝑡=1            (2.66) 

𝑟𝐼𝑡 = {
𝑟𝑃𝐼𝑡 ≤ 𝑟𝐺𝑟𝑖𝑑𝑡, 𝑃𝐼𝑚𝑏𝑡 > 0

𝑟𝑁𝐼𝑡 > 𝑟𝐺𝑟𝑖𝑑𝑡 𝑃𝐼𝑚𝑏𝑡 < 0
  ∀⁡𝑡 = 1: 24         (2.67) 

2.2.7.8 Supply-demand balance 

The constraint, balance of supply-demand as depicted in equation (2.68) makes sure that 

the total power generated by the renewable systems, the GTs, power acquired from the 

ESSs and the negative power imbalance (when, PImbt < 0 )(which has to be procured 

from the real-time electricity market) has to be equal to the summation of the DRP 

customized local loads, the power transacted with the main grid and the positive power 

imbalance (when, PImbt > 0 )(which has to be traded in the real-time market). 

∑ [𝑃𝐺𝑇𝑖,s,𝑡 × 𝑆𝐺𝑇𝑖,s,𝑡]
𝑁𝐺𝑇
𝑖=1 + ∑ [𝑃𝑃𝑉𝑗,𝑠,𝑡 × 𝑆𝑃𝑉𝑗,𝑠,𝑡] + ∑ [𝑃𝑊𝑇𝑘,𝑠,𝑡 ×

𝑁𝑊𝑇
𝑘=1

𝑁𝑃𝑉
𝑗=1

𝑆𝑊𝑇𝑘,𝑠,𝑡] +𝑃𝐷𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒𝑠,𝑡 = 𝐿𝑠,𝑡 + 𝑃𝐶ℎ𝑎𝑟𝑔𝑒𝑠,𝑡 + 𝑃𝐺𝑟𝑖𝑑𝑡 + 𝑃𝐼𝑚𝑏𝑠,𝑡          (2.68) 

2.2.7.9 CVaR constraints 

In order to evaluate the CVaR, the subsequent linear constraint [55] is included in the 

objective function as depicted in equation (2.69). These are used to calculate the value at 

risk. 

𝑉𝑎𝑅 − 𝑃𝑟𝑜𝑓𝑖𝑡𝑀𝐺𝑠 ≤ 𝜂𝑠 ,  ∀⁡𝜂𝑠 ≥ 0              (2.69) 
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2.2.8 Value of stochastic solution 

Value of the stochastic solution (VSS) [55] is an adept measure to efficiently validate and 

compare the performance of the stochastic programming models over deterministic ones. 

Firstly, the stochastic problems are resolved using their associated deterministic first 

phase variables. Then VSS is estimated as equation (2.70) where, 𝑓𝐷𝑒𝑡𝑒𝑟𝑚𝑖𝑛𝑖𝑠𝑡𝑖𝑐 is the 

deterministic solution obtained from the first phase and 𝑓𝑆𝑡𝑜𝑐ℎ𝑎𝑠𝑡𝑖𝑐 represents the 

objective value attained from the stochastic optimization. 

𝑉𝑆𝑆 = 𝑓𝑆𝑡𝑜𝑐ℎ𝑎𝑠𝑡𝑖𝑐 − 𝑓𝐷𝑒𝑡𝑒𝑟𝑚𝑖𝑛𝑖𝑠𝑡𝑖𝑐                (2.70) 

2.3 Summary 

To achieve the solutions of the stated power system security issues using soft computing 

approaches, the concerned systems, their security problems and objective functions 

should be formulated precisely maintaining all the constraints.  

Firstly, problem formulation for optimization-based fault diagnosis has been 

provided. PV system, fault pattern realization and objective function to diagnose the open 

circuit and short circuit test have been modeled. The fault diagnosis scheme has also been 

described where improve real coded genetic algorithm (IRGA) is employed for the 

optimization of the objective function. The detailed description of the IRGA based fault 

diagnosis of PV system is provided in the next chapter. 

Next, the problem formulation of optimal bidding strategy for microgrid under 

outages and uncertainties has been presented. Market model, bidding strategy considering 

uncertainty of the microgrid, scenario generation and objective function considering risk 

management has been structured. The precise modeling of the constraints and fitness 

function for optimal bidding strategy for microgrid under outages and uncertainties led to 

an complex mixed integer non-linear programming for which LINDOGlobal solver is 

used for the solution purpose. A comprehensive depiction of LINDOGlobal solver for 

MINLP based optimal bidding plan of microgrid under uncertainties and outages is 

presented in the subsequent chapter.  
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Chapter 3 

Soft computing approaches for 

problem solution 

3.1 Improved real-coded genetic algorithm for fault 

diagnosis of PV system 

The real-coded genetic algorithm (RGA) amalgamated with simulated binary style 

crossover and polynomial style mutation [79]-[82] is employed to resolve the proposed 

fault diagnosis problem. For the implementation of improved real-coded genetic 

algorithm, one-to-one level challenge is introduced in RGA to enhance the convergence 

pace and the solution quality. Here, each offspring candidate competes with the matching 

ancestor candidate one-to-one. The IRGA can be segmented functionally in five sub-

stages, viz., the initialization, the selection of the parent population, the crossover, the 

mutation and the selection between the parent and the offspring [66]. A comprehensive 

depiction of segment wise solution process employing IRGA in fault diagnosis of PV 

system is presented in the following sections. 

In this work, the IRGA attempts to search for a switching pattern which can 

accurately imitate the plausible SC fault and OC fault pattern in the PV system for 

inconsistent irradiation and temperature patterns throughout the array. Here, the variable 

or decision vector ⁡(𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐) is defined as a candidate. The elements of the 

candidate range from the value 0 to 𝑁, the total number of modules in the PV array. 

Subsequently, the optimizer allots ‘0’ or ‘1’ to the switches SOCs and SSCs 

corresponding to the produced candidates as discussed in section 2. After that, the array 

output power (𝑃𝐴𝑟𝑟𝑎𝑦) from the simulated PV system is calculated accordingly. Once the 

right candidate or correct fault pattern is achieved by the IRGA, the objective function 

(12) value converges. The task flow of the proposed fault diagnosis procedure for OC and 

SC faults in PV system using IRGA is as follows. 
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A. Initialization. The initial population (𝑁𝑠𝑐 , 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)𝑘⁡of candidates or decision 

variables is chosen at random within limits as in (3.1). 

𝑘 ∈ 𝑁𝑝𝑜𝑝 

(⁡𝑁𝑠𝑐 + 𝑁𝑜𝑐) ∈ {𝑈(0, 𝑁)} 

𝑠𝑐: {𝑠𝑐1, 𝑠𝑐2, 𝑠𝑐3, … , 𝑠𝑐𝑁𝑠𝑐}  

𝑜𝑐: {𝑜𝑐1, 𝑜𝑐2, 𝑜𝑐3, … , 𝑜𝑐𝑁𝑜𝑐}            (3.1) 

 𝑎 ∈ {1,… ,𝑁𝑠𝑐} 

 𝑏 ∈ {1,… ,𝑁𝑜𝑐} 

 𝑠𝑐𝑎 ∈ {𝑈(0, 𝑁)} 

 𝑜𝑐𝑏 ∈ {𝑈(0, 𝑁)} 

Here, 𝑁𝑝𝑜𝑝⁡stands for the population size. (𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)𝑘  is the 𝑘th population. 

Elements of 𝑠𝑐 and 𝑜𝑐 are mutually exclusive. 𝑈(0,𝑁)⁡represents a uniform random 

integer ranging over⁡[0, 𝑁]. 

The objective function value ⨍(𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)𝑘 of each population is computed.  

B. Selection of parent population. The binary tournament style selection process is 

employed for select the compatible parents within the mating pool [66]. For this, two 

chromosomes are arbitrarily selected from the generated population. Their objective 

function values are then compared. The champion chromosomes are reserved in the 

mating pool. This procedure runs in repetitive manner until the mating pool is filled with 

the chromosomes. 

C. Simulated Binary Crossover (SBC). The course of generating the offspring 

⁡(𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)′1  and ⁡(𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)′2 from two mating parents ⁡(𝑁𝑠𝑐 , 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)1 

and ⁡(𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)2 by utilizing SBX operator is depicted as follows. 

a. Generate a random number n between 0 and 1. 

b. Fetch a parameter 𝛾⁡by exploiting polynomial PDF as (3.2). 
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𝛾 = {
(𝑛𝛼)

1

𝜂𝑐+1,⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑖𝑓⁡𝑛 ≤
1

𝛼

(
1

2−𝑛𝛼
)

1

𝜂𝑐+1 ,⁡⁡⁡⁡⁡𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

       (3.2) 

Here 𝛼 = 2 − 𝛽−(𝜂𝑐+1) and 𝛽 can be computed as (3.3). 

𝛽 = 1 +
2

⁡(𝑁𝑠𝑐,𝑁𝑜𝑐,𝑠𝑐,𝑜𝑐)2−⁡(𝑁𝑠𝑐,𝑁𝑜𝑐,𝑠𝑐,𝑜𝑐)1
×min[(⁡(𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)1 −

⁡(𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)
min), (⁡(𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)

max − ⁡(𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)2)]    (3.3) 

The parameter 𝜂𝑐 stands for distribution index for the SBX and can gain any non-

negative value. An infinitesimal value of 𝜂𝑐 allows the creation of offspring far away 

from the parents and a great value limits the generation of offspring relatively close to the 

parent populations. 

c. The intermediate populations are calculated as (3.4) and (3.5). 

⁡(𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)𝑝1 = 0.5⁡[(⁡(𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)1 + ⁡(𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)2) −

𝛾(|⁡(𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)2 − ⁡(𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)1|)]                   (3.4) 

⁡(𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)𝑝2 = 0.5⁡[(⁡(𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)1 + ⁡(𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)2) +

𝛾(|⁡(𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)2 − ⁡(𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)1|)]       (3.5) 

D. Polynomial Mutation. The polynomial PDF is employed as the mutation operator to 

create an offspring in the vicinity of a parent population as stated as follows: 

a. Randomly generate a number n between 0 and 1. 

b. Calculate the parameter 𝜎 as (3.6). 

𝜎 = {
[2𝑛 + (1 − 2𝑛)(1 − 𝜑)(𝜂𝑚+1)]

1

𝜂𝑚+1 − 1,⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑖𝑓⁡𝑛 ≤ 0.5

1 − [2(1 − 𝑛) + 2(𝑛 − 0.5)(1 − 𝜑)(𝜂𝑚+1)]
1

𝜂𝑚+1,⁡⁡⁡⁡⁡𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  (3.6) 
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Here, 𝜑 =
𝑚𝑖𝑛|(⁡(𝑁𝑠𝑐,𝑁𝑜𝑐,𝑠𝑐,𝑜𝑐)𝑝−⁡(𝑁𝑠𝑐,𝑁𝑜𝑐,𝑠𝑐,𝑜𝑐)

min),(⁡(𝑁𝑠𝑐,𝑁𝑜𝑐,𝑠𝑐,𝑜𝑐)
min−⁡(𝑁𝑠𝑐,𝑁𝑜𝑐,𝑠𝑐,𝑜𝑐)𝑝)|

(⁡(𝑁𝑠𝑐,𝑁𝑜𝑐,𝑠𝑐,𝑜𝑐)max−⁡(𝑁𝑠𝑐,𝑁𝑜𝑐,𝑠𝑐,𝑜𝑐)min)
. The 

parameter 𝜂𝑚 symbolizes the distribution index for the mutation and attain any non-

negative value. 

c. Evaluate the mutated offspring as (3.7) and (3.8). 

⁡(𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)′1 = ⁡(𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)𝑝1 + 𝜎(⁡(𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)
max −

⁡(𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)
min)    (3.7) 

⁡(𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)′2 = ⁡(𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)𝑝2 + 𝜎(⁡(𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)
max −

⁡(𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)
min)   (3.8) 

The perturbation can be altered by varying 𝜂𝑚 and 𝑝𝑚 with the iterations as (3.9) and 

(3.10). 

𝜂𝑚 = 𝜂𝑚⁡min + 𝑖𝑡𝑒𝑟         (3.9) 

𝑝𝑚 =
1

𝑁𝑐ℎ𝑜𝑖𝑐𝑒
+

𝑖𝑡𝑒𝑟

𝑖𝑡𝑒𝑟max
(1 −

1

𝑁𝑐ℎ𝑜𝑖𝑐𝑒
)        (3.10) 

Here 𝜂𝑚⁡min represents the user’s definite lowest value for 𝜂𝑚. The 𝑝𝑚 is probability 

of mutation, and 𝑁𝑐ℎ𝑜𝑖𝑐𝑒 represents the number of choice variables. 

d. Compute the objective function value of each offspring.  

E. Selection between parent and offspring. Assortment of each parent 

⁡(𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)𝑘 by comparing its objective function value to the matching offspring 

⁡(𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)′𝑘 is performed.  The population with lower objective function value 

between parent and offspring is carried on for the subsequent iteration as (3.11). 

⁡(𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)𝑖 =

{
⁡(𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)′𝑘,⁡⁡⁡⁡⁡𝑖𝑓⁡⨍(⁡(𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)

′
𝑘
) ≤ ⨍(⁡(𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)𝑘)

(𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)𝑘,⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
     (3.11) 
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The process is simulated until the convergence, or the iteration limit is reached. The 

computational outline for the projected fault diagnosis employing IRGA is as follows. 

Fault diagnosis algorithm. 

Step 1. Acquire PMeasured, VMeasured, IMeasured, module irradiation and temperature data 

from physical PV system. 

Step 2. Estimate 𝜀⁡and PArray from module irradiation and temperature data for no 

fault or normal condition at MPP. 

Step 3. If (PMeasured+⁡𝜀)< PArray, initialize IRGA. Set, 𝑁𝑝𝑜𝑝, 𝜂𝑐, itr_max. 

Else, generate a notification: "Healthy PV array". 

Step 4. Generate the parent population (⁡𝑁𝑠𝑐 , 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)𝑘, such that, 

𝑘 ∈ 𝑁𝑝𝑜𝑝, (⁡𝑁𝑠𝑐 + 𝑁𝑜𝑐) ∈ {𝑈(0, 𝑁)}, 𝑠𝑐 ∈ {𝑠𝑐1, 𝑠𝑐2, 𝑠𝑐3, … , 𝑠𝑐𝑁𝑠𝑐}, 𝑜𝑐 ∈

{𝑜𝑐1, 𝑜𝑐2, 𝑜𝑐3, … , 𝑜𝑐𝑁𝑜𝑐}, 𝑎 ∈ 𝑁𝑠𝑐, 𝑏 ∈ 𝑁𝑜𝑐, 𝑠𝑐𝑎 ∈ {𝑈(0, 𝑁)}, 𝑜𝑐𝑏 ∈

{𝑈(0, 𝑁)} . Evaluate the objective function value ⨍𝑘((⁡𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)𝑘). 

Set iteration count (itr) equals to 1. 

Step 5. Choose parent population (⁡𝑁𝑠𝑐 , 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)𝑘 based on the objective 

function. 

Step 6. Create two offspring (⁡𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)′1 and (⁡𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)′2 from two 

selected parents (⁡𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)1 and (⁡𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)2  by operating the 

simulated binary crossover and the polynomial mutation by equations (3.2) 

to (3.10) and evaluate the objective function value ⨍𝑖((⁡𝑁𝑠𝑐, 𝑁𝑜𝑐 , 𝑠𝑐, 𝑜𝑐)′𝑘) of 

each offspring.  

Step 7. Perform an selection between each parent (⁡𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)𝑘 and matching 

offspring (⁡𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)′𝑘 based on the objective function. 

Step 8. Select the survivor between the parent and the matching offspring with 

smaller objective function value  ⨍𝑖(⁡𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)𝑘 so that, 

(⁡𝑁𝑠𝑐, 𝑁𝑜𝑐 , 𝑠𝑐, 𝑜𝑐)𝑘 =

{
(⁡𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)′𝑘,⁡⁡⁡⁡⁡𝑖𝑓⁡⨍((⁡𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)′𝑘) ≤ ⨍((⁡𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)𝑘)
(⁡𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)𝑘,⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 . 

Step 9. If ⨍𝑖((⁡𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)𝑘) ≤ 𝜀, go to step 10.  

Else go to step 12. 

Step 10. Get VArray and IArray for (⁡𝑁𝑠𝑐, 𝑁𝑜𝑐, 𝑠𝑐, 𝑜𝑐)𝑘. 

Step 11. If VMeasured=VArray and IMeasured=IArray, display the detected fault pattern and go 

to step 15. 

Else go to step 11. 

Step 12. itr=itr+1.     

Step 13. If itr=itr_max, go to step 14. 

Else go to step 5.  

Step 14. Produce a warning notification: "Failed to distinguish fault". 

Step 15. Terminate. 
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3.2 LINDOGlobal solver for MINLP optimal bidding plan 

of microgrid under uncertainties and outages 

The precise modeling of the constraints and components in the microgrid incorporating 

outages and uncertainties led to an enormous complex MINLP optimal bidding problem 

(equations 2.38-2.69) as they consist of following traits [83]. 

1. It contains both discrete (𝑃𝐺𝑇 , 𝑆𝐺𝑇) and continuous (𝑃𝐺𝑟𝑖𝑑, 𝑃𝐸𝑆𝑆) decision variables. 

2. The objective function and the constraints are non-linear involving potential non-

convexities. 

3. The problem consists of both equality and inequality constraints. 

Traditional nonlinear optimization solvers seldom get trapped at suboptimal points or 

local solutions for such complex MINLP with numerous integers and floating-point 

variables. This situation can be avoided using the global soft computing solvers. Hence, 

the proposed MINLP problem is solved using the Linear, Interactive, 

and Discrete Optimizer global (LINDOGlobal) solvers in GAMS to attain the global 

solutions [84], [85]. LINDOGlobal is an advanced commercial solver. The LINDOGlobal 

solver technique employs branch-and-cut approaches to break up a nonlinear 

programming model into several sub problems to relax the non-convex problem into 

multiple convex problems. Each sub problem is analyzed and returns any of the following 

findings accordingly: a) not have a optimal or feasible solution, or b) an optimal solution 

to the sub problem is found, in case the sub problem is appeared to be convex, or c) the 

sub problem need further division into two or more sub problems which are subsequently 

placed in the branch list. Provided suitable tolerances, after a finite number of iterations a 

solution of provable global optimal is achieved. The operation flow of LINDOGlobal 

solver is shown in Figure 3.1. 
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Figure 3. 1 Flowchart of LINDOGlobal solver. 
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3.3 Summary 

Two soft computing approaches have been stated here for the solution of the concerned 

power system security problems.  

Improved real coded genetic algorithm has been implemented to solve the fault diagnosis 

in PV system. Initialization, parent selection, binary crossover, polynomial mutation and 

winner selection are modeled to diagnose the probable open circuit and short circuit 

faults in PV system. The implementation yields diagnosis results, such as faulted PV 

modules, type and location of fault, which are presented in Chapter 4. 

LINDOGlobal optimization technique to solve MINLP problems has also been discussed. 

This method is employed to plan the optimum strategy for day-ahead bidding of 

microgrid considering outages and uncertatainties. To find the global solution for this 

MINLP type optimal bidding plan of microgrid using LINDOGlobal solver GAMS 

software is used and generated results are presented and discussed in the next chapter.  
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Chapter 4 

Result and discussion 

4.1 Performance assessment of  optimization-based fault 

diagnosis of PV system 

4.1.1 Illustrative implementation  

To assess the performance of the projected fault diagnosis methodology, it is tested on a 

PV system as displayed in Figure 2. 5. MATLAB R2013a platform is used to develop 

fault diagnosis numerical studies. As an online fault diagnosis mechanism, the time 

operation and data processing is limited within 5sec. After each 5sec time interval, online 

calibrated data are updated and fed to the diagnoser. If the algorithm get PMeasured is lesser 

than PSimulated, the optimizer initiates searching for the plausible fault pattern. 𝑁𝑝𝑜𝑝, 𝜂𝑐 

and itr_max are initialized respectively as 50, 0.4 and 100. Allowing for ±0.1% overall 

error in the measuring devices, 𝜀 is calculated as 0.1% of PMeasured for each execution. 

Knowing that inconsistent irradiations over the PV array can significantly alter the 

temperature allotment and the electrical outputs, diverse module irradiation (Gn) and 

module temperature (Tn) setting are adopted as input for precise verification of the 

anticipated fault diagnosis algorithm. Furthermore, the situation of resemblance in the 

array output power, either from a healthy PV system under heterogeneous irradiation and 

a faulty PV array, or from the PV arrays undergoing two dissimilar faulty patterns, are 

taken into account. Thus, for appropriate validation of the projected methodology, a 

number of experiments are performed with diverse fault patterns experiencing varieties of 

inconsistent irradiation and temperature distribution. These fault combinations 

undergoing ranges of varied ambient situations are intentionally established in the 

physical PV test system. The modules are serially numbered as 1, 2, ..., 10 counting, 

starting from the negative terminal of the PV array as displayed in Figure 2. 6. The 
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Nominal Operating Cell Temperature (NOCT) is considered as 48°C and the ambient 

temperature is measured as 25°C at the instant of the experimentation.  

To assess the efficacy of the fault identification approach in dissimilar operating 

conditions of the PV system, four sets of heterogeneous irradiation and temperature 

conditions (C1, C2, C3 and C4) are created and are tabulated as in Table 4. 1. Irradiation 

is varied randomly at four levels, viz., 800-1000 W/m2 (High irradiation level), 600-800 

W/m2 (Medium irradiation level), 0-600 W/m2 (Low irradiation level) and finally 0-1000 

W/m2 (Highly non-uniform irradiation level). For experimental validation of the 

diagnosis stratagem, the programmed algorithm is tested using these data under numerous 

experiments (E1, E2, ... , E12). For each set of the PV system conditions, the fault 

diagnosis procedure is tested thrice following different fault combinations. One test case 

for every set is evaluated for the healthy state of the PV array. Other two test cases 

correspond to different combinations of OC and SC faults. E6 presents incidences of only 

SC faults in the combination, while E8 presents the occurrences of only OC faults. 

Therefore, twelve (4x3) number of consecutive sample cases are considered for the 

validation the proposed strategy through diverse test conditions. The procedural data of 

the examined fault combinations, which are physically created throughout these 

experiments, are tabulated in Table 4. 2.  

Table 4. 1 Module irradiation levels and corresponding module temperature data. 
Operating conditions 

 

Positions of modules 

1st 2nd 3rd 4th 5th 6th 7th 8th 9th 10th 

C1 
G1 (W/m2) 830 879 860 826 887 818 933 802 915 968 

T1 (°C) 54.1 55.8 55.1 54 56 53.6 57.7 53.1 57 58.9 

C2 
G2 (W/m2) 647 670 714 612 699 728 644 767 794 741 

T2 (°C) 47.6 48.45 50 46.4 49.5 50.5 47.5 51.8 52.8 50.9 

C3 
G3 (W/m2) 304 167 448 142 574 372 360 104 54 153 

T3 °C 35.6 30.8 40.7 30 45.1 38 37.6 28.6 26.9 30.4 

C4 
G4 (W/m2) 451 283 790 364 532 712 871 129 650 975 

T4 °C 40.8 35 52.7 37.7 43.6 50 55.5 29.5 47.8 59.1 
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Table 4. 2 Examined faults and procedural data from physical measurement. 

Experiment Condition Actual Fault Position 𝑷𝑴𝒆𝒂𝒔𝒖𝒓𝒆𝒅 

(W) 

𝑽𝑴𝒆𝒂𝒔𝒖𝒓𝒆𝒅 

(V) 

𝑰𝑴𝒆𝒂𝒔𝒖𝒓𝒆𝒅 

(A) OC SC 

E1 C1 Nila Nila 2239.30 324.93 6.89 

E2 C1 1,8,9 2,5 1070.50 155.20 6.90 

E3 C1 4 6,7 1557.10 225.65 6.90 

E4 C2 Nila Nila 1787.60 334.25 5.34 

E5 C2 3,5 1,10 1041.30 196.54 5.30 

E6 C2 Nila 1, 2, 3 1254.60 235.22 5.33 

E7 C3 Nila Nila 446.40 168.56 2.66 

E8 C3 2,6,9 Nila 347.70 131.99 2.63 

E9 C3 3,4,7 1,9 189.90 60.62 3.14 

E10 C4 Nila Nila 972.30 245.53 3.96 

E11 C4 7,10 4,8 669.30 170.14 3.93 

E12 C4 8 6 824.60 208.75 3.95 

a Nil represents normal operation (no fault). 

This diagnosis design operates based on the analysis of the electrical parameters of a 

PV array. The electrical characteristics of the PV array are produced by means of Matlab 

simulator according to the irradiation and temperature data and the fault patterns to be 

examined. The simulated P-V-I characteristics of E1, E2 and E3 experiments, which are 

undergoing condition C1, are presented in Figure 4. 1. Figure 4. 2 presented the P-V-I 

characteristics of E4, E5 and E6 experiencing condition C2. Likewise, Figure 4. 3 and 

Figure 4. 4 demonstrate the P-V-I characteristics of E7, E8 and E9 experiencing 

condition C3 and P-V-I characteristics of E10, E11 and E12 experiencing condition C4 

respectively. It can be studied that for dissimilar fault combinations under dissimilar 

conditions, the patterns of the P_V-I characteristics curves are dissimilar. Moreover, the 

behaviors and magnitudes of the array power output contrast greatly between two 

different fault combinations. 
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Figure 4. 1 Simulated P-V-I characteristics of E1, E2 and E3. 

 

Figure 4. 2 Simulated P-V-I characteristics of E4, E5 and E6. 
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Figure 4. 3 Simulated P-V-I characteristics of E7, E8 and E9. 

 

Figure 4. 4 Simulated P-V-I characteristics of E10, E11 and E12. 

Figure 4. 5 depicts the variations of simulated PV array power outputs with simulated 

array output voltage for all the fault combinations. Correspondingly, Figure 4. 6 displays 

the variations of simulated PV array power outputs with simulated array current outputs 

for all the fault combinations. The specific marker positioned on each curve in Figure 4. 5 

and Figure 4. 6 indicate the MPP array powers regarding the MPP array voltages and 

MPP array currents respectively for the listed fault combinations as presented in Table 

4.2. 

.  
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Figure 4. 5 Simulated P-V characteristics of E1 to E12. 

 

Figure 4. 6 Simulated P-I characteristics of E1 to E12. 

Ten rounds of executions (Ex1-Ex10) for each test case (E1-E12) are performed. 

According to Table 4.2, in the cases of E1, E4, E7 and E10, the array runs in healthy or 

no-fault condition. For the entire executions of these cases, the diagnoser achieves 

success and notify "Healthy PV array". The execution outcomes of each experiment and 

relevant response time for the rest of the cases are presented in Table 4.  1 to Table 4. 10. 
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The variation propensity of objective function in the iterative progression is 

imperative for the investigation of convergence property of the projected optimization-

based algorithm. The convergence curves for all the executions of the experiments E2, 

E3, E5, E6, E8, E9, E11 and E12 are depicted as in Figure 4. 7- Figure 4. 12. 

Table 4. 3 Results obtained by the diagnoser in case of E2. 

Executions 

of E2 

𝑷𝑨𝒓𝒓𝒂𝒚 

(W) 

𝑽𝑨𝒓𝒓𝒂𝒚 

(V) 

𝑰𝑨𝒓𝒓𝒂𝒚 

(A) 

⨍(𝑵𝒔𝒄, 𝑵𝒐𝒄, 𝒔𝒄, 𝒐𝒄) 

(W) 

𝜺 

 

Detected 

Fault 

Position 

Response 

Time 

(sec) 

OC SC 

Ex 1 1070.6770 155.2102 6.8982 0.1770 1.0706 1,8,9 2,5 3.104 

Ex 2 1070.6770 155.2102 6.8982 0.1770 1.0706 1,8,9 2,5 3.224 

Ex 3 1070.6770 155.2102 6.8982 0.1770 1.0706 1,8,9 2,5 3.512 

*Ex 4 1073.9761 155.4492 6.9088 3.4761 1.0706 1,8,9 3,5 4.997 

Ex 5 1070.6770 155.2102 6.8982 0.1770 1.0706 1,8,9 2,5 3.296 

Ex 6 1070.6770 155.2102 6.8982 0.1770 1.0706 1,8,9 2,5 3.008 

*Ex 7 1068.9470 155.0848 6.8926 1.5530 1.0706 1,7,8 2,5 5.001 

Ex 8 1070.6770 155.2102 6.8982 0.1770 1.0706 1,8,9 2,5 3.032 

Ex 9 1070.6770 155.2102 6.8982 0.1770 1.0706 1,8,9 2,5 3.006 

Ex 10 1070.6770 155.2102 6.8982 0.1770 1.0706 1,8,9 2,5 2.798 

* represents "Failed to distinguish fault". 

Table 4. 4 Results obtained by the diagnoser in case of E3. 
Executions 

of E3 

𝑷𝑨𝒓𝒓𝒂𝒚 

(W) 

𝑽𝑨𝒓𝒓𝒂𝒚 

(V) 

𝑰𝑨𝒓𝒓𝒂𝒚 

(A) 

⨍(𝑵𝒔𝒄, 𝑵𝒐𝒄, 𝒔𝒄, 𝒐𝒄) 

(W) 

𝜺 

 

Detected 

Fault 

Position 

Response 

Time 

(sec) 

OC SC 

Ex 1 1557.0673 225.6459 6.9004 0.0327 1.5571 4 6,7 2.627 

Ex 2 1557.0673 225.6459 6.9004 0.0327 1.5571 4 6,7 2.684 

*Ex 3 1558.809 225.7721 6.9043 1.709 1.5571 4 6,9 4.999 

Ex 4 1557.0673 225.6459 6.9004 0.0327 1.5571 4 6,7 2.836 

Ex 5 1557.0673 225.6459 6.9004 0.0327 1.5571 4 6,7 3.311 

Ex 6 1557.0673 225.6459 6.9004 0.0327 1.5571 4 6,7 2.874 

Ex 7 1557.0673 225.6459 6.9004 0.0327 1.5571 4 6,7 2.988 

Ex 8 1557.0673 225.6459 6.9004 0.0327 1.5571 4 6,7 2.779 

Ex 9 1557.0673 225.6459 6.9004 0.0327 1.5571 4 6,7 2.819 

Ex 10 1557.0673 225.6459 6.9004 0.0327 1.5571 4 6,7 2.742 

* represents "Failed to distinguish fault". 
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Table 4. 5 Results obtained by the diagnoser in case of E5. 
Executions 

of E5 

𝑷𝑨𝒓𝒓𝒂𝒚 

(W) 

𝑽𝑨𝒓𝒓𝒂𝒚 

(V) 

𝑰𝑨𝒓𝒓𝒂𝒚 

(A) 

⨍(𝑵𝒔𝒄, 𝑵𝒐𝒄, 𝒔𝒄, 𝒐𝒄) 

(W) 

𝜺 

 

Detected 

Fault 

Position 

Response 

Time 

(sec) 

OC SC 

Ex 1 1041.3284 196.5535 5.2979 0.0284 1.0413 3,5 1,10 2.775 

Ex 2 1041.3284 196.5535 5.2979 0.0284 1.0413 3,5 1,10 3.351 

Ex 3 1041.3284 196.5535 5.2979 0.0284 1.0413 3,5 1,10 3.056 

Ex 4 1041.3284 196.5535 5.2979 0.0284 1.0413 3,5 1,10 2.864 

Ex 5 1041.3284 196.5535 5.2979 0.0284 1.0413 3,5 1,10 3.272 

Ex 6 1041.3284 196.5535 5.2979 0.0284 1.0413 3,5 1,10 3.561 

Ex 7 1041.3284 196.5535 5.2979 0.0284 1.0413 3,5 1,10 3.086 

Ex 8 1041.3284 196.5535 5.2979 0.0284 1.0413 3,5 1,10 4.061 

*Ex 9 1042.9419 196.4979 5.3035 1.6419 0.8447 3,5 7,10 4.996 

Ex 10 1041.3284 196.5535 5.2979 0.0284 1.0413 3,5 1,10 2.759 

* represents "Failed to distinguish fault". 

 

Table 4. 6 Results obtained by the diagnoser in case of E6. 
Executions of 

E6 

𝑷𝑨𝒓𝒓𝒂𝒚 

(W) 

𝑽𝑨𝒓𝒓𝒂𝒚 

(V) 

𝑰𝑨𝒓𝒓𝒂𝒚 

(A) 

⨍(𝑵𝒔𝒄, 𝑵𝒐𝒄,⁡ 

𝒔𝒄, 𝒐𝒄) 

(W) 

𝜺 

 

Detected Fault 

Position 

Response 

Time 

(sec) OC SC 

Ex 1 1254.6165 235.2203 5.3337 0.0165 1.254 Nila 1, 2, 3 2.672 

Ex 2 1254.6165 235.2203 5.3337 0.0165 1.254 Nila 1, 2, 3 2.735 

Ex 3 1254.6165 235.2203 5.3337 0.0165 1.254 Nila 1, 2, 3 3.113 

Ex 4 1254.6165 235.2203 5.3337 0.0165 1.254 Nila 1, 2, 3 2.674 

Ex 5 1254.6165 235.2203 5.3337 0.0165 1.254 Nila 1, 2, 3 2.945 

Ex 6 1254.6165 235.2203 5.3337 0.0165 1.254 Nila 1, 2, 3 2.504 

Ex 7 1254.6165 235.2203 5.3337 0.0165 1.254 Nila 1, 2, 3 2.756 

Ex 8 1254.6165 235.2203 5.3337 0.0165 1.254 Nila 1, 2, 3 2.694 

Ex 9 1254.6165 235.2203 5.3337 0.0165 1.254 Nila 1, 2, 3 3.386 

Ex 10 1254.6165 235.2203 5.3337 0.0165 1.254 Nila 1, 2, 3 2.525 

* represents "Failed to distinguish fault". 

a Nil represents normal operation (no fault). 
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Table 4. 7 Results obtained by the diagnoser in case of E8. 

Executions 

of E8 

𝑷𝑨𝒓𝒓𝒂𝒚 

(W) 

𝑽𝑨𝒓𝒓𝒂𝒚 

(V) 

𝑰𝑨𝒓𝒓𝒂𝒚 

(A) 

⨍(𝑵𝒔𝒄, 𝑵𝒐𝒄, 𝒔𝒄, 𝒐𝒄) 

(W) 

𝜺 

 

Detected 

Fault 

Position 

Response 

Time 

(sec) 

OC SC 

Ex 1 347.7530 131.9940 2.6346 0.053 0.3477 2,6,9 Nila 2.673 

Ex 2 347.7530 131.9940 2.6346 0.053 0.3477 2,6,9 Nila 2.759 

Ex 3 347.7530 131.9940 2.6346 0.053 0.3477 2,6,9 Nila 2.943 

Ex 4 347.7530 131.9940 2.6346 0.053 0.3477 2,6,9 Nila 2.552 

Ex 5 347.7530 131.9940 2.6346 0.053 0.3477 2,6,9 Nila 2.946 

Ex 6 347.7530 131.9940 2.6346 0.053 0.3477 2,6,9 Nila 2.782 

Ex 7 347.7530 131.9940 2.6346 0.053 0.3477 2,6,9 Nila 2.713 

Ex 8 347.7530 131.9940 2.6346 0.053 0.3477 2,6,9 Nila 2.759 

Ex 9 347.7530 131.9940 2.6346 0.053 0.3477 2,6,9 Nila 2.598 

Ex 10 347.7530 131.9940 2.6346 0.053 0.3477 2,6,9 Nila 3.173 

a Nil represents normal operation (no fault). 

Table 4. 8 Results obtained by the diagnoser in case of E9. 

Executions 

of E9 

𝑷𝑨𝒓𝒓𝒂𝒚 

(W) 

𝑽𝑨𝒓𝒓𝒂𝒚 

(V) 

𝑰𝑨𝒓𝒓𝒂𝒚 

(A) 

⨍(𝑵𝒔𝒄, 𝑵𝒐𝒄, 𝒔𝒄, 𝒐𝒄) 

(W) 

𝜺 

 

Detected 

Fault Position 

Response 

Time 

(sec) OC SC 

Ex 1 189.9715 60.6296 3.1333 0.0715 0.189 3,4,7 1,9 2.691 

Ex 2 189.9715 60.6296 3.1333 0.0715 0.189 3,4,7 1,9 3.541 

Ex 3 189.9715 60.6296 3.1333 0.0715 0.189 3,4,7 1,9 2.782 

* Ex 4 188.8792 60.6149 3.1160 1.0208 0.189 3,7,10 1,9 4.999 

Ex 5 189.9715 60.6296 3.1333 0.0715 0.189 3,4,7 1,9 2.943 

Ex 6 189.9715 60.6296 3.1333 0.0715 0.189 3,4,7 1,9 3.311 

Ex 7 189.9715 60.6296 3.1333 0.0715 0.189 3,4,7 1,9 2.736 

Ex 8 189.9715 60.6296 3.1333 0.0715 0.189 3,4,7 1,9 3.035 

* Ex 9 184.8381 60.8770 3.0363 5.0619 0.189 3,4,6 1,9 4.998 

Ex 10 189.9715 60.6296 3.1333 0.0715 0.189 3,4,7 1,9 2.851 

* represents "Failed to distinguish fault". 
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Table 4. 9 Results obtained by the diagnoser in case of E11. 

Executions 

of E11 

𝑷𝑨𝒓𝒓𝒂𝒚 

(W) 

𝑽𝑨𝒓𝒓𝒂𝒚 

(V) 

𝑰𝑨𝒓𝒓𝒂𝒚 

(A) 

⨍(𝑵𝒔𝒄, 𝑵𝒐𝒄, 𝒔𝒄, 𝒐𝒄) 

(W) 

𝜺 

 

Detected 

Fault 

Position 

Response 

Time 

(sec) 

OC SC 

Ex 1 669.3163 170.1409 3.9339 0.0163 0.6693 7,10 4,8 2.693 

Ex 2 669.3163 170.1409 3.9339 0.0163 0.6693 7,10 4,8 3.134 

Ex 3 669.3163 170.1409 3.9339 0.0163 0.6693 7,10 4,8 2.924 

Ex 4 669.3163 170.1409 3.9339 0.0163 0.6693 7,10 4,8 3.428 

Ex 5 669.3163 170.1409 3.9339 0.0163 0.6693 7,10 4,8 2.756 

Ex 6 669.3163 170.1409 3.9339 0.0163 0.6693 7,10 4,8 2.841 

Ex 7 669.3163 170.1409 3.9339 0.0163 0.6693 7,10 4,8 2.651 

Ex 8 669.3163 170.1409 3.9339 0.0163 0.6693 7,10 4,8 3.071 

Ex 9 669.3163 170.1409 3.9339 0.0163 0.6693 7,10 4,8 2.861 

Ex 10 669.3163 170.1409 3.9339 0.0163 0.6693 7,10 4,8 2.843 

Table 4. 10  Results obtained by the diagnoser in case of E12. 

Executions 

of E12 

𝑷𝑨𝒓𝒓𝒂𝒚 

(W) 

𝑽𝑨𝒓𝒓𝒂𝒚 

(V) 

𝑰𝑨𝒓𝒓𝒂𝒚 

(A) 

⨍(𝑵𝒔𝒄, 𝑵𝒐𝒄, 𝒔𝒄, 𝒐𝒄) 

(W) 

𝜺 

 

Detected 

Fault 

Position 

Response 

Time 

(sec) 

OC SC 

Ex 1 824.5856 208.7567 3.9500 0.0144 0.8245 8 6 2.693 

Ex 2 824.5856 208.7567 3.9500 0.0144 0.8245 8 6 2.861 

Ex 3 824.5856 208.7567 3.9500 0.0144 0.8245 8 6 2.882 

Ex 4 824.5856 208.7567 3.9500 0.0144 0.8245 8 6 3.134 

Ex 5 824.5856 208.7567 3.9500 0.0144 0.8245 8 6 2.735 

Ex 6 824.5856 208.7567 3.9500 0.0144 0.8245 8 6 2.924 

Ex 7 824.5856 208.7567 3.9500 0.0144 0.8245 8 6 2.885 

Ex 8 824.5856 208.7567 3.9500 0.0144 0.8245 8 6 3.407 

Ex 9 824.5856 208.7567 3.9500 0.0144 0.8245 8 6 2.987 

Ex 10 824.5856 208.7567 3.9500 0.0144 0.8245 8 6 3.113 
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Figure 4. 7 Convergence curves for E2. 

 
Figure 4. 8 Convergence curves for E3. 



 

69 

 

 
Figure 4. 9 Convergence curves for E5. 

 
Figure 4. 10 Convergence curves for E6. 
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Figure 4. 11 Convergence curves for E8. 

 
Figure 4. 12 Convergence curves for E9. 
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Figure 4. 13 Convergence curves for E11. 

 
Figure 4. 14 Convergence curves for E12. 

From the diagnosis outcomes represented above, it is distinguished that the entire 

executions of the experiments E1, E4, E6, E7, E8, E10, E11 and E12 are diagnosed 

successfully. Two executions of E2 and E9 and one execution of E3 and E5 fail to 

identify fault properly. Out of 120 (10×12) number of executions, 114 executions 

achieve success. Therefore, experimental results show 95% success rate.  
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The status of the PV array is monitored online and updated at every 5sec of time step. 

The results presented in Table 4. 1 to Table 4. 10 verify the successful accomplishment of 

the proposed fault diagnosis methodology in real-time because the overall response times 

are within the real-time limit for successful fault diagnosis. 

In the cases where the diagnoser detects fault properly, the final values of objective 

functions, converges below relevant 𝜀 before the attainment of itr_max, although it is 

supposed to be zero theoretically for correct fault combination. These may be elucidated 

considering the following facts. Monitoring units usually have some precision, accuracy, 

and tolerance errors (at least, it is about ±0.1%). Abrupt variations of irradiation and 

temperature take place especially in tumultuous ambient operating circumstances. It is 

very difficult to assess the precise shading percentage with only one irradiation and 

temperature sensing device per module. If not, it will be unreasonably costly. There also 

may exist differences of the intrinsic cells proprieties from that as specified by the 

manufacturer. It is assumed that all the modules have identical electrical behaviors in a 

simulated PV system, while two practical PV modules may have dissimilar electrical 

behaviors to some extent. 

The cases where the diagnoser fails to distinguish faults properly, it is evident from 

the above experimentation results and the convergence curves that, the final values of 

objective functions are not converged under 𝜀, but the program is ended as the iteration 

counts arrive at itr_max. These cases may also capture the accurate fault combination 

after further iterations. However, that may not be a reasonable option because of the time 

constraint of an online real-time fault diagnoser. Further, in these failure cases, the fault 

diagnoser produces a notification as "Failed to distinguish fault". In these cases, a 

feasible measure is to reload the fault diagnoser by operator for researching the real fault 

combination until it confirms the successful fault discovery. 

4.1.2 Discussion 

Founded on the acquired successful results, the projected metaheuristic-based fault 

diagnosis algorithm seems to be beneficial. It effectively executes the following fault 

identification operations (O1-O6). 
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O1: Detect PV array condition (for example, healthy or faulty) 

O2: Detect the OC fault 

O3: Detect the SC fault 

O4: Identify the number of open circuited modules in the faulty PV array  

O5: Identify the number of short circuited modules in the faulty PV array 

O6: Locate the open circuited modules in the faulty PV array 

O7: Locate the short circuited modules in the faulty PV array  

While, other methodologies, viz., threshold assessments [8]-[22], fault diagnosis 

based on neural network [22]-[25], machine learning [26]-[27] and other techniques are 

plentiful in literature and are able to merely perform a few of the aforementioned 

operations (O1-O6) and are incapable to diagnose module with open circuit and short 

circuit faults in an PV array completely regarding identification, differentiate the faults 

and tracing their respective locations. The performance comparisons of several methods 

presented in the literature are tabulated in Table 4.11 

The planned metaheuristic optimization-based fault diagnosis approach necessitates 

fewer sensors for each PV array only at the DC side of the array inverter. The projected 

method does not involve any AC quantities of the PV system, nor does it need any 

training data for various PV configurations, ambient conditions, and the fault 

combinations. Training data is extremely case specific.  The preparation of the training 

data is a costly, intricate, and meticulous procedure that needs expertise of human efforts 

[27].  Conversely, ECM and TDR methods are offline [28]-[33]. Necessary complicated 

devices, viz., photoluminescence, electroluminescence, thermal imaging cameras and 

infrared thermographs and their maintenances are extremely expensive particularly for 

large scale PV systems [35]. While the proposed fault diagnosis method can be 

implemented online with very simple actions. The PV array output power can be 

measured directly from the MPPT controller embedded in grid-connected inverter. Thus, 

the proposed method can be implemented through the installed inverter to monitor online 

the status of the PV array. Furthermore, the method can be effortlessly generalized and 

employed in large scale PV plants. For the generalization, it only entails for PV array 

information, viz., number of modules exist in the PV array and the technical 

specifications of PV array and modules. Therefore, the projected metaheuristic 
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optimization-based fault diagnosis approach is a simple, cost effective, online process 

which is able to diagnose the module outages due to open and short circuit faults in a PV 

array irrespective of its configurations and sizes. 

Table 4. 11 The performance comparison of fault diagnosis methods available in 

literature. 

Sl. 

no. 

Method  Fault diagnosis operations Average 

success 

rate 

O1 O2 O3 O4 O5 O6 O7 

1. Evaluation of current and voltage indicators 

[8] 

√  √     - 

2. Analysis of current and voltage indicators [9] √ √ √     - 

3. OPC monitoring [10] √  √  √   - 

4. Analysis of output power [11] √ √ √ √ √   92% 

5. Analysis of DC and AC power [12] √ √      - 

6. Analysis of operating voltage window [13] √ √ √ √ √   94.6% 

7. Wald test technique and Simple Flash Test 

Driver [15] 

√ √ √     - 

8. Analysis of I-V characteristic [17] √ √ √     72.72% 

8. Hybridization of SVM and NN [18] √ √  √    92.5% 

9. Analysis of I-V characteristic [19] √ √ √     - 

10. Analysis of DC current and voltage [20] √ √ √     - 

11. Analysis of array electrical parameters [21] √       - 

12. ANN [22] √ √ √     90.3% 

13. TFFNN [23] √  √  √  √ - 

14. WNN [24] √ √ √     96% 

15. Multilayer NN [25] √ √ √     90% 

16. Hybridization of SVM and k-NN [26] √  √     68%-

75.8% 

17. GSSL [27] √ √ √  √   99.6%-

100% 

18. ECM [28] √ √    √  - 

19. Thermography-Based Temperature 

Distribution Analysis [34] 

√ √ √  √  √ - 

20. Metaheuristic optimization-based fault 

diagnosis strategy [86] 

√ √ √ √ √ √ √ 95% 

√ represents the ability to execute that fault diagnosis operation. 

- represents data unavailability in the literature. 



 

75 

 

4.1.3 Limitations  

Although the proposed fault diagnosis technique shows high success rate, some 

limitations still exist. The limitations are listed as follows:  

• Here only two fault categories (open circuit and short circuit) have been 

considered. There are chances of incidences of other related module faults such as 

partial shading, delamination, bypass diode failure, failure of balance of system 

etc. These failures cannot be diagnosed using the proposed technique. 

•  Other PV module failure can also influence the power output of PV array and 

may cause placebo open circuit and short circuit fault pattern and may lead the 

projected technique to false diagnosis of open circuited and short circuited 

module outages. 

4.2 Performance assessment of  optimal bidding plan of 

microgrid under uncertainties and outages 

4.2.1 Illustrative implementation 

The proposed bidding plan is experienced on a grid-connected microgrid as shown in Fig 

4.15. The microgrid model consists of three GT systems, one PV system, one WT system 

and one ESS unit. The technical specifications at STC and the economic data [87], [88] 

are given in Table 4.12, Table 4.13, Table 4.14 and Table 4. 15 respectively. The local 

load demand of the microgrid can be grouped as the critical load and the non-critical load 

or the flexible load. The flexible load acts as resources for demand response since they 

are comprised of the fixed load and the shiftable load. Therefore, the local consumers 

with flexible load can partake in DRP while planning the day-ahead bidding strategy. The 

DRP data is presented in Table 4. 16. The maximum power transaction amount between 

the main grid and the microgrid is 50 MW. 
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Figure 4. 15 The microgrid test system with various energy resources. 
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Table 4. 12 Data of GT systems. 

Parameter First GT Second GT Third GT Unit 

𝑃𝐺𝑇𝑖,𝑡
𝑚𝑎𝑥 8 8 10 MW 

𝑃𝐺𝑇𝑖,𝑡
𝑚𝑖𝑛 0 0 0 MW 

𝑀𝑈𝑇𝑖  1 1 1 h 

𝑀𝐷𝑇𝑖  1 1 1 h 

𝑅𝑈𝑖 4 4 5 MW 

𝑅𝐷𝑖 4 4 5 MW 

𝑆𝐺𝑇𝑖,𝑡 1 1 1 - 

𝑐𝐺𝑇𝑖 68 68 68 $/MWh 

 

 Table 4. 13 Data of PV system. 

Parameter 
Value Unit 

𝑃𝑃𝑉𝑟  10 MW 

Irradiation at STC 1000 W/m2 

Temperature STC 25 ℃ 

NOCT 44 ℃ 

𝜇𝐿𝑜𝑔 5.2 - 

𝜎𝐿𝑜𝑔 0.6 - 

𝐹 33 Failure times/year 

𝑀𝑇𝑇𝑅 63 Days 

Life span 15 years 

T 5 years 

𝜇𝑁𝑜𝑟𝑚 13 - 

𝜎𝑁𝑜𝑟𝑚 3 - 

𝐹𝑃𝑉 0.6 - 

𝑑𝑃𝑉𝑗  36 $/MWh 

𝑜𝑃𝑉𝑗  80 $/MWh 

𝑢𝑃𝑉𝑗  20 $/MWh 
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Table 4. 14 Data of WT system. 

Parameter 
Value Unit 

𝑃𝑊𝑇𝑟  15 MW 

𝑣𝑖𝑛 2 m/s 

𝑣𝑟  14 m/s 

𝑣𝑜𝑢𝑡 25 m/s 

𝛼 9 - 

𝛽 2 - 

𝐹 54 Failure times/year 

𝑀𝑇𝑇𝑅 96 Days 

Life span 20 years 

𝑇 5 years 

𝜇𝑁𝑜𝑟𝑚 17 - 

𝜎𝑁𝑜𝑟𝑚 4 - 

𝐹𝑊𝑇 0.6 - 

𝑑𝑊𝑇𝑘 29 $/MWh 

𝑜𝑊𝑇𝑘 80 $/MWh 

𝑢𝑊𝑇𝑘 20 $/MWh 

Table 4. 15 Data of ESS system. 

Parameter Value Unit 

𝑃𝐶𝒉𝑎𝑟𝑔𝑒
𝑚𝑎𝑥  5 MW 

𝑃𝐷𝑖𝑠𝑐
𝑚𝑎𝑥  5 MW 

𝐸𝑚𝑎𝑥  10 MWh 

𝐸𝑚𝑖𝑛 1 MWh 

𝜁 90 % 

𝜂 90 % 

𝑐𝐸𝑆𝑆 382 $/MWh 

Table 4. 16 Data for DRP. 

Parameter 
Value Unit 

𝐷𝑅𝑃𝑚𝑎𝑥 20 % 

𝑐𝐷𝑅𝑃 30 $/MWh 
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The climate data of Kolkata, India on 6th May 2018 is considered for the case studies 

of the projected microgrid bidding strategy [89]. Weibull, lognormal, normal and 

exponential PDFs are employed to estimate the trend and forecasting error of wind 

velocity, solar irradiation, load utilization and the failure rate of renewable energy 

systems respectively. Figure 4. 16(a-f) demonstrates the forecast load demand profile, 

wind velocity, solar irradiation, day-ahead market prices of energy, energy prices in the 

retail market, prices of the positive and the negative imbalances and the failure rates of 

renewable systems respectively. 

Turbulence occurrences in weather are observed at 12th, 15th to 17th hour in Figure 4. 

16(b). Such winds with towering velocity may destroy various components of renewable 

energy unit and usually cause power interruption due to outages of renewable systems. 

Such powerful wind is commonly accompanied by intense cloud formation, heavy rain or 

serious dust particles which partially or completely shed or cover the solar panels. These 

in addition corrode turbine blades of WT system. The hourly based failure rates of 

renewable systems, as displayed in Figure 4. 16 (e) to Figure 4. 16 (f), are determined by 

the units’ operators based on hourly forecast of weather condition and earlier failure data. 

After that weather dependent FOPs of renewable systems are computed as expressed in 

equation (2.27). The weather dependent and the cumulative FOPs of WT and PV systems 

for the forecast failure rates are portrayed in Figure 4. 17(a-b). The FOP limits of WT and 

PV systems are also specified in the Figure 4. 17(a-b). The FOP limits are set at 0.6 for 

both the systems. It is seen in Figure 4. 17 (a) that during the 12th, 15th, 16th and 17th 

hours the cumulative FOPs are 0.6471, 0.6779, 0.6394 and 0.6805 respectively and 

violate the FOP limit. Therefore, the forecasted outage periods for WT system are 12th, 

15th, 16th and 17th hours. Likewise, in Figure 4. 17 (b) it is noticed that during the 15th and 

17th hours the cumulative FOPs are 0.6695 and 0.6759 respectively which exceed the 

FOP limit (0.6). Hence, the forecasted outage periods for PV system are 15th and 17th 

hour. 
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Figure 4. 16 Day-ahead forecasted load profile, wind speed, solar irradiation ,energy 

prices for next day, positive and negative imbalances’ prices and retail prices and 

failure rates of WT and PV systems. 

 

Figure 4. 17 The weather dependent FOPs and the cumulative FOPs of WT and PV 

systems for the forecasted failure rates. 
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Afterward, six scenarios of load demand, wind velocity, solar irradiation and the 

failure rates for WT and PV systems are produced using Tent mapping technique within 

90% confidence intervals. The 𝑐𝑡𝑟𝑙  is taken to be 2. The  Figure 4. 18 (a-f) exhibit the 

produced scenarios of the base load demand, wind velocity, solar irradiation, the failure 

rates within confidence intervals and the DRP modified load scenarios respectively. 

Figure 4. 19(a) and Figure 4. 19(b) demonstrate six scenarios of hourly based power 

yields respectively from WT and PV systems. These figures also characterize the outage 

scenarios for considering the FOP limit as 0.6. The generated set of scenarios are 

supplied to the twofold SP to resolve the MINLP modeled optimal bidding problem of 

microgrid in the day-ahead electricity market with the ability to compensate imbalances 

produced due to the uncertainties regarding the decision variables and the outages of the 

renewable systems. The projected bidding model is optimized using LINDOGlobal solver 

in GAMS 27.1 platform. The objective function value is evaluated to be 8007.72 

with⁡𝜔 = 0.4. The optimal bidding profit and the CVaR are found to be respectively 

8276.87$ and 7604.01$. The optimum energy bids in the day-ahead market are illustrated 

in Figure 4. 20. Throughout the hours 1 to 11 the hourly load demands are comparatively 

low. Throughout the hours 1 to 5, 10 and 11 the hourly wind power generations are 

convincingly good. From the 7th hour, the hourly generations from the PV system also 

raise to a good quantity. Consequently, microgrid trades surplus energy to the market 

during the hours 1 to 5 and 7 to 11. As it is evident from Figure 4. 17(a) and Figure 4. 17 

(b), the forecasted outage hours of WT systems are 12, 15, 16 and 17 and that of PV 

systems are 15 and 17, the microgrid buys energy from the grid at those hours. During the 

hours 18 to 22 the forecasted power outcome from both the WT system and PV system 

are less while load demand is relatively high, thus at the hours 18 to 22 the microgrid has 

to buy energy from the grid. As, one single optimal bid is offered to the energy market 

for every hour, hourly energy imbalances, power dispatch from the GTs and ESS energy 

states for the six scenarios are dissimilar. The positive and the negative imbalances for 

the subsequent day are depicted in Figure 4. 21. Figure 4. 22 (a-b) correspond to the 

power dispatches of three GT systems for six scenarios for the subsequent day. Figure 4. 

23 (a-b) illustrate respectively the energy states and the charging and the discharging 
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status of ESS through six scenarios for the next day. The outage periods of every scenario 

are discussed and explained as follows. 

• Scenario 1: The outages of WT system happen at the 12th, 15th, 16th and 17th hours. 

The outages of PV system are evident at the 15th and 17th hours. Therefore, battery 

discharges at the 12th, 15th and 16th hours. At 16th hour, the ESS attains to its 

minimum energy level. Along with high energy procurement from the grid, the GT2 

and GT3 systems are also functioning at their full rating during the 15th and 17th hours 

and at half rating during the 12th hour. Thus, small positive imbalances take place at 

the 12th, 15th and 17th hours. The total energy output from the WT system and the PV 

system are 217.19 MWh and 48.32 MWh respectively. The profit for the scenario is 

8700.62$. 

 

• Scenario 2: The outages of WT system take place at the 15th, 16th and 17th hours. The 

outages of PV system occur during the 15th and 17th hours. So, ESS has to discharge 

at the 15th and 16th hours. At 16th hour, the ESS arrives at its minimum energy level. 

As no outage takes place at 12th hour, it causes more positive imbalance at 12th hour 

than the first scenario. At the 15th hour, GT2 system is not dispatching and GT3 

system is operating at its half rating. Thus, with the increment in the load utilization 

the microgrid has to purchase the deficit energy from the real-time market at the 

outage hour 15th, resulting into negative imbalance. The GT1 system and GT2 system 

are operating at their full rating at the 16th hour ensuing in positive imbalance. Along 

with high energy purchase from the grid, the GT1 system and the GT2 system are 

also functioning at their full rating during the 17th hours. Accordingly, positive 

imbalances take place at the 17th hour. The total energy output from the WT system 

and the PV system are 212.55 MWh and 47.08 MWh respectively. The profit for this 

scenario is 7610.11$. 

 

• Scenario 3: The outages of the WT system take place during the 15th and 17th hours. 

The outage of the PV system happens at the 15th hour. As a result, the ESS discharges 

during the 15th and 17th hours. Besides, at the 15th hour, the GT1 system and the GT3 
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system are not generating. So, with the raise of load consumption, microgrid has to 

procure the deficit energy from the real-time market at the outage hour 15th ensuing 

negative imbalance. Along with elevated energy procurement from grid, the GT1 

system, the GT2 system and the GT3 system are also running at their full rating at the 

17th hour. So, positive imbalances take place at the hour 17. The total energy outcome 

from the WT system and the PV system are respectively 217.22 MWh and 47.65 

MWh. The profit for this scenario is 8856.64$. 

 

• Scenario 4: The outages of both the WT and the PV systems happen at 15th hour. So, 

the battery discharges at the 15th hour. Furthermore, at the 15th hour, the GT2 system 

and the GT3 system are not generating. Hence, with the increment in the load demand 

the microgrid has to purchase the deficit energy from the online market at the outage 

hour 15th ensuing in negative energy imbalance. The total energy output from the WT 

system and the PV system are respectively 234.10 MWh and 43.75 MWh. The profit 

for this scenario is 8952.73$. 

 

• Scenario 5: In this scenario both the WT and the PV systems do not face any outages. 

The total energy outcome from the WT system and the PV system are respectively 

220.58 MWh and 49.57 MWh. The profit for this scenario is 7397.59$. 

 

• Scenario 6: In the 6th scenario also both the WT and the PV systems are not 

experiencing any outages. The total energy outcome from the WT system and the PV 

system are respectively 209.99MWh and 48.66 MWh. The profit for this scenario is 

8143.50$. 
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Figure 4. 18 Generated scenarios for base load, wind speed, solar irradiation, and 

failure rates within confidence intervals and DRP based load scenarios. 

 

Figure 4. 19 Power output of WT system and PV system for the 6 scenarios for the 

next day. 
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Figure 4. 20 The energy bids for the next day. 

 

Figure 4. 21 Positive and negative imbalances for the 6 scenarios for the next day. 
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Figure 4. 22 Power output of 3 GT systems for the 6 scenarios for the next day. 

 

 

Figure 4. 23 Energy state and power output of energy storage system for the 6 

scenarios for the next day. 
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To decide the quality of the optimum stochastic solution, the parameter ‘value of 

stochastic solution’ (VSS) is evaluated as (2.70), 𝑉𝑆𝑆 = 8573.38 − 8276.87⁡ = 296.51. 

The VSS is adequately high to justify the application of the SP in uncertainty modeling. 

For further assurance that the expected value of the profit fall under 10% of the worst 

scenarios, the CVaR is calculated for different values of weight (𝜔) as presented in 

Figure 4. 24. 

Moreover, to study the sensitivity of the planned bidding strategy with different 

outage situations, the variations of renewable energy outcome, expected profit of 

microgrid from day-ahead bidding and the reserve and the penalty costs with a range of 

values of FOP are depicted in Figure 4. 25 ((a)-(d)) respectively. It is marked that 

renewable energy production; the outage probabilities and risk of uncertainties directly 

influence the profit from participation in energy market. 

 

 

Figure 4. 24 Risk analysis of expected bidding profits for different values of weight 

(ω). 
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Figure 4. 25 The variations of the RERs’ production, profit and reserve and penalty 

costs regarding to FOPs. 

4.2.2 Discussion 
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4.2.3 Limitations 

Even though DRP inclusion can result in successful bidding strategy planning, several 

limitations may prevent appropriate outage modeling and complete implementation of 

DRP in real-time market. In real life the climate conditions are very vacillating and 

sometimes significantly deviate from the prior forecast. All these poses enormous 

challenge to the microgrid operators to realize failure rate of renewable energy systems. 

However efficient outage modeling of day-ahead bidding strategy planning can secure 

the power system from severe blackouts.   

Conversely, the major difficulties for efficient DRP accomplishment in online market 

are the inelasticity in load demand and negligible customer involvement due to 

irregularities in information. In addition, slow deployments of the technical 

infrastructures, for instance, smart metering and other essential telecommunication 

platforms, are the additional hindrances in full implementation of DRP. Nevertheless, 

outage based DRP modeling integration in microgrid bidding operation facilitate to 

lessen the energy procurement cost during the renewable energy outage periods. 

4.3 Summary 

The performance of both the works has been assessed using results of several case 

studies. The efficiency of the proposed fault diagnosis method has to found around 95%. 

The comparison of the technique with other available techniques in literature has been 

also presented. From the scenario-based case study of the proposed bidding strategy also 

yield better profit with lower risk. This is achieved due to incorporation of outage and 

uncertainty modeling and risk assessment. A few limitations have come into view while 

discussing the performance assessment of the works. Hence, some inferences to 

overcome these restraints are proposed in the following chapter for the future practice. 
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Chapter 5 

Concluding remarks  

5.1 Overall conclusion 

This dissertation is revolved around the application of soft computing technique in power 

system security analysis. The power system security problems which are demonstrated 

here deal with research advancements concerning outages of power system components 

and uncertainties.  

Regarding component outage, PV module outages due to short circuit fault and open 

circuit fault under non-uniform irradiation and their diagnosis based on soft computing 

technique is accomplished. The diagnosis procedure has been developed as a 

mathematical search problem to identify the faults, location of the faulty modules and 

type of module fault. Improved Real Coded Genetic Algorithm is employed successfully 

as metaheuristic search technique. For performance validation, twelve fault patterns 

concerning the open circuit fault and the short circuit fault of the PV systems are 

experimented. The experiments are executed under non-uniform irradiation and 

temperature allotment to validate the projected approach. The diagnosis results show that 

the proposed scheme can independently recognize, locate and differentiate between the 

short circuited and the open circuited modules in a PV array. Furthermore, this fault 

diagnosis algorithm effectively differentiates between the healthy PV array and faulty PV 

array experiencing heterogeneous irradiation and temperature. Lesser number of sensor 

requirements makes the scheme cost effective. As the diagnosis algorithm can be 

implemented along with the inverter, it can be used as an online diagnosis tool. Besides, 

it can be employed for diagnosis operation in any PV systems of different configurations 

and sizes. But as stated earlier the proposed fault diagnosis method can not find other PV 

module related failure except open circuit and short circuit faults. So, remaining major 

failures can also be researched and mathematically modelled into fitness function, so that 

it can be solve using soft computing approaches. If the solution is achieved in near future, 
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the incidences of other related module faults can be diagnosed. Their influences on the 

power output of PV array can be easily determined and the placebo effect of open circuit 

and short circuit fault pattern can be mitigated. Despite having the above mentioned 

limitations, being economic, flexible, and fast functioning, it is conclusive that the 

proposed procedure can be implemented as a proficient fault diagnoser for PV systems 

which aids to restore the system security quickly. 

Considering both component outages and system uncertainties, a bidding strategy 

model is proposed for renewable integrated microgrid for effective participation in day-

ahead energy market. The outages of renewable systems and the uncertainties related to 

load, renewable systems and their outages are incorporated in this study. The 

uncertainties are evaluated by means of specific probability distribution functions. In 

addition, Tent chaos mapping is used to create the uncertain scenarios adaptively and 

non-repeatedly within 90% confidence level. These uncertainties are dealt with dual 

phase stochastic programming (SP). Moreover, both price-based and emergency-based 

demand response programming is employed, specially allowing for outage periods along 

with period of peak load/energy prices to boost security of microgrid and its profit 

maximization. The microgrid is supposed to be capable of compensating energy 

imbalances in the balancing market. The reserve cost for overestimation and the penalty 

cost for underestimation of renewable generations are considered in the cost modeling to 

further reduce the energy imbalances. All these ensure secure operation and management 

of microgrid in real-time energy market and enhance economic security of microgrid 

operators as well as consumers. The precise modeling of the microgrid components, 

numerous technical and management constraints, and intricate uncertainties results into a 

complex MINLP bidding strategy problem with a lot of binary variables.  Hence, the 

bidding optimization is solved using the soft computing solver LINDOGlobal in GAMS. 

The risk of competing in day-ahead and real-time energy markets is investigated through 

the CVaR and sensitivity analysis of expected profit for several values of 𝜔. Moreover, 

the VSS indicator is evaluated to validate the efficacy of the stochastic solutions of the 

proposed bidding of microgrid. Sensitivity analysis of the market participation profit with 

the variation of force outage probability is also performed to indicate the significance of 

renewable energy capacity on bidding schedules.  
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 The outage and uncertainty modeling and their incorporation for power system 

security analysis during bidding is a vast field. It can not be completely researched in a 

single work. Some limitations still persist regarding the works as stated earlier in the 

section 4.2.3. As a result, the proposed bidding strategy modeling and the outage-based 

sensitivity analysis have the following inferences for the future practice. 

• To trounce the climatic fluctuations and consequences on the efficacy of the 

bidding strategy planning for microgrids, the projected DRP modeling based on 

uncertainties and outages of renewable energy resources may be applied. 

• Market operators and MGCC can comprehend the efficient models to diminish 

the consequences of outages of renewable energy resources into the network. 

• Outage dependent sensitivity analysis can be deployed by system operators to 

compare the variation of FOP limits by which microgrid operators can compare 

the impact of implementation of different FOP limits as required. 

5.2 Future scope of the work 

There exist countless scopes to research in the area of power system security presently. 

With the drastic gain in renewable energy share in energy sector in near future unknown 

and complex security issues may arise which may need serious attention. Need of more 

secure power system design, generation-load scheduling and planning, energy market 

modeling, operation and management planning and policy making considering 

component outages and uncertainties of renewable energy systems, is evident.  

   The designing of renewable integrated power system involves many socio-techno-

economic security parameters, viz., human development index, job creation, emission, 

renewable fraction, loss of power supply probability, economic security, and many 

others. The outage and uncertainties of renewable energy can fail the long-term design 

planning, management and operation of the system. Hence, after precise long-term 

forecasting, uncertainties related to renewable generations and their outages can be 

modelled and incorporated in system design. Reserve and penalty cost can also be 

considered for cost modelling. 
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As noted earlier, efficient demand side management can facilitate better economic 

performance of bidding strategy and operation of the system which can be achieved 

through proficient load shedding scheme. Modern power system is based on dense 

incorporation of distributed generations (DG). But for the shake of under frequency load 

shedding (UFLS), if DG connected buses are isolated from the system that can cause 

more adverse situation. In that case, supplied power from DGs connected with the shed 

buses will also be separated from the main system. Thus, further loss of generation from 

the system by conventional UFLS methods can further reduce the frequency of the 

system. So, new load shedding scheme considering proper bus selection can be modelled 

in future. 

Therefore, different power system contingency phenomenon likes load shedding, 

frequency errors, harmonic injection, power quality issues, faults analysis of different 

power system components and so on also necessitate more research for overall socio-

techno-economic security of power system. Research on these power system security 

areas (alongside with several others) may be executed extending the basis of the works 

presented in this thesis. 
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