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INTRODUCTION 

 

This chapter provides a general introduction about entire thesis. In this chapter, information 
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CHAPTER 1 

Introduction 

1.1. Introduction: 

The term “biometrics” is derived from the Greek words “bio” (means life) and “metrics” 

(means to measure) [80]. Biometrics refers to metrics related to human characteristics. 

Biometric authentication is used in computer science as a form of identification and process 

control. Biometric identifiers are distinctive, measurable characteristics used to label and 

describe individuals. The fear of cyber security give rise to biometric security systems. And 

now a days Palm Dorsa Vein Pattern (PDVP) has become a very useful biometric for biometric 

security system. 

1.2. Biometric Security Systems: 

Biometric security system is security process in which various human biometric traits are used 

to identify any individual’s tangible appearance for a security purpose. Biometric security 

system is an enhanced, trust worthy, convenient security system for protecting someone’s 

important documents. Military, Intelligence, Law Enforcement agencies, and that which are 

highly prone to identity theft have been implementing biometric verification and identification 

system for the last few decades for great security. In biometric security systems an individual’s 

biometric characteristics are previously stored and that can be only accessed by only that 

authorized personnel. Security system based on anyone’s knowledge, data can be very easy to 

replicate so can be easily spoofed. So security system based on biometric is very promising as 

it is tough to spoof. Biometric traits can be broadly classified to two categories. 

1.2.1. Mode of Operation of a Biometric System [1, 80, 81]: 

Biometric system operates in the following way: 

1.2.1.1. Verification Mode [1, 81]: 

In this mode of operation, biometric of an individual is compared with the pre-stored biometric 

of that individual’s for confirmation. In this mode any individual first claim his identity to be 

authenticated before the system. This is a one-to-one comparison for confirmation of 

authentication about any individual’s identity. 
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1.2.1.2. Identification Mode [1, 81]: 

In this mode of operation, biometric of an individual is compared with the pre-stored biometric 

of all individual. So unlike the previous mode this is a one-to-many comparison for 

confirmation of authentication about any individual’s identity. 

1.2.2. Characteristics of an Ideal Biometric [1, 80, 81]:  

An ideal biometric must have the following characteristics and properties: 

i. Universality [1]: Universality of an ideal biometric refers that the features used by 

system, should be present universally in all concerned subjects. 

ii. Uniqueness [1]: This refers to the particular biometric features must be unique to a 

person and by this feature one can distinguish two subjects. 

iii. Permanence [1]: This property of a biometric feature refers to the property of the 

feature that it must be time invariant i.e. it must not change or decay over a long 

period of time. 

iv. Collectability [1]: This refers to the ease of acquisition of biometric feature 

considered, can be acquired in a form suitable and usable by the biometric system. 

v. Performance [1, 80, 81]: A biometric system must have satisfactory recognition 

accuracy and has different performance metrics which are described as follows: 

1. False Acceptance Rate (FAR) [80]: It can be defined as the probability that 

the biometric system incorrectly matches the input pattern to a non-matching 

template in the database. In other words, it measures the per cent of invalid 

inputs which are incorrectly accepted. It is also known as False Match Rate 

(FMR). 

2. False Rejection Rate (FRR) [80]: It can be represented as the probability that 

the biometric system incorrectly discard the input pattern, matching to a 

template in the database i.e. it incorrectly rejects the input data which match the 

template in database. It is also known as False Non-Match Rate (FNMR). As 

the sensitivity of the biometric device increases the FAR decreases but the FRR 

increase. In practical applications, the FAR should be very low to provide high 

enough confidence and the FRR should be sufficiently low. If the threshold set 

in the decision stage is reduced, it is expected that less False Non-Matches but 

more False Accepts would occur. On the contrary, setting a higher value for the 
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threshold corresponds to a smaller FAR but a larger FRR. Therefore, the 

threshold of the Biometric System should be carefully chosen. 

3. Receiver Operating Characteristic (ROC) Curve [80]: The ROC curve is 

used for illustrating the relationship between FAR and FRR. It is a visual 

characterization of the trade-off between FAR and FRR. 

vi. Acceptability [1]: The biometric system should be user-friendly i.e. it must be 

acceptable to wide range of classes. 

vii. Circumvention [1]: This refers to that system must be robust to various imposter 

method i.e. the ‘Proof of Life’ must be present.  

1.3. Classification of Biometrics: 

Biometric traits are classified into two categories. And these Physiological biometric traits and 

Behavioural biometric traits are given in tabulated form as follows in table number 1.1.: 

Physiological Biometric Traits Behavioural Biometric Traits 

i. Face 

ii. Iris 

iii. Fingerprint 

iv. Retina 

v. Vein pattern 

vi. Palm-print 

vii. Ear geometry 

viii. Hand shape geometry 

ix. DNA 

x. Knuckle 

xi. Heart sound 

xii. Body shape geometry 

xiii. Lips 

i. Voice 

ii. Signature 

iii. Handwriting 

iv. Keystroke 

v. Gait 

 

 

A brief description of the above mentioned biometric traits is given as follows: 

1.3.1. Face Biometric [2-5]:  

Face biometric is a very promising biometric for identification of any individual without 

bothering that individual for test sample, from the pre-stored image database unlike fingerprint, 

iris etc. biometric. A facial recognition system is capable of identifying a person from a digital 
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image or a video frame from a video source by comparing the test image with image database 

preserved previously. Among linear methods, namely principal component analysis (PCA) and 

linear discriminant analysis (LDA) are two classic method for face based biometric 

authentication. These two perform the identification problem in a reduced dimensional space 

rather in an image space. To increase robustness i.e. face recognition against occlusion and 

expression variations, FARO method is used for identification of individual based on face 

biometric [2]. Improved interval type-2 fuzzy logic Sugeno integral and modular neural 

networks method can also be used for face biometric based biometric authentication [3]. The 

face recognition by using hyperspectral image in the visible light bands acquire images with 

inherent spectral information of skin, a new proposed approach for biometric authentication 

[4]. Paper [5] describes about face analysis about commercial entities (FACE) which perform 

significantly when image acquisition system is not good i.e. for poor image quality. Though 

face biometric provide good recognition accuracy there are various problem also for face 

biometric like angle of face problem (Good recognition accuracy for frontal face and 20 degrees 

off and rest have problems), low illumination, occlusion, expression change, sunglass, hair etc. 

Some facial biometric traits are shown below: 

 

Figure 1.1. Various Face Biometric [4] 

1.3.2. Iris Biometric [6-8]:  

It is an internal part of body and very useful for identification or verification of an individual. 

Due to its uniqueness for every person (even for genetically identical persons have separate iris 

structure) and can be captured even from 10 centimetres - few metre distance away make it 

very useful biometric trait. 

As the iris must be within focus volume of acquisition system and positioning of head is 

necessary i.e. cooperation of individual is very much required in data acquisition system. 
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Extended depth-of-field iris recognition system using unrestored wave front-coded imaginary 

is needed for image acquisition [6]. Poor image quality is great hindrance in iris based biometric 

authentication. Extended iris quality can be accessed by fusion of various quality factor such 

as defocus blur, illumination, iris resolution etc. [7] Some iris biometric are shown in figure1.2. 

 

Figure 1.2. Various Iris Biometric [7] 

In iris biometric security system adjustment of scanner, distance of scanner, non-co-operation 

of any individual, and poor image quality make the recognition rate poor. 

1.3.3. Fingerprint Biometric [9-11]: 

 It is one of the most useful biometric for biometric authentication. As it is distinctive for every 

individual and easy getting of this biometric make it very convenient for biometric security 

system and even for forensic science also. Previously so called ‘ink technique’ is used for 

fingerprint but fingerprint scanner is now used for data acquisition. From local graph of pre-

processed fingerprint global graph of finger print is formed and stored in a database and then 

the distance between the global graphs of the presented and the stored fingerprint images is 

calculated and based on a threshold and by this biometric authentication can be performed [10]. 

Fingerprint can be divided into various sub-region for the direction pattern for recognition 

accuracy measurement [11]. According to Henry system of classification three basic types of 

fingerprints are loop, whorl and arch. Classification can be more complex like arch may be 

plain or tented arches. Various types of fingerprint patterns are as follows: 

 

Figure 1.3. Various Fingerprint Biometric [10] 
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1.3.4. Retina Biometric [12, 13]:  

Now a days, retina biometric has become commercially popular. It is utilized by several 

government agencies including NASA, FBI etc. Even genetically same twins do not have 

identical retina biometric, and this uniqueness make it useful biometric trait. Retina based 

biometric authentication generally implicate by vessel based matching considering feature 

points. But Vessel segmentation and feature extraction is a time consuming process. So by 

extracting illuminance, contrast and structural features from a colour retina image and then by 

using an optimized function, combining the extracted feature, one can generate a similarity 

score between two images. And the identified person have highest similarity score [12]. Some 

of retina biometrics are as follows: 

 

Figure 1.4. Various Retina Biometric [12] 

1.3.5. Palm Print [16, 17]:  

Palm print biometric is a popular and promising biometric because of its ease of acquisition, 

higher acceptance and reliability. The palm print of two different people is always separate and 

complexity of palm print make it very useful biometric trait. Palm print feature generally 

consists of three main features like palm length, palm width and palm area. Paper [16] give a 

description about the identification of an individual by using palm-print using dual tree 

complex wavelet transform (DTCWT). Three dimensional palm print is more robust and 

reliable than two dimensional palm print. Palm print is more robust to scars and dirt than 

fingerprint due to its long length [17]. Some palm print biometric is represented below: 

 

                              Figure 1.5. Various Palm-Print Biometric [16] 
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1.3.6. Ear geometry [18, 19]:  

Ear biometric authentication is increasing biometric trait now a days. Unchanged shape with 

ageing, unchanged stable structure with change of facial expression, uniqueness of pattern 

(separate even for twins) make it a promising biometric trait for biometric authentication [19]. 

Paper [18] discuss about recognition based on ear biometric considering 2D images treating 

ear as planner surface  and stored by using a homograph transform. Some ear biometrics are 

shown below: 

 

Figure 1.6. Various Ear Biometric [19] 

1.3.7. Hand shape geometry [20]:  

This biometric trait is less prone to theft. Unlike others it has non-invasive and low cost data 

acquisition, uniqueness between individual persons make it useful biometric for biometric 

security system. Biometric identification based on hand shape geometry by using collaborative 

representation based classification (CRC) is described in [20]. Some of hand shape geometry 

are as follows: 

 

Figure 1.7. Various Hand Shape Biometric [20] 

1.3.8. Knuckle [21, 22]:  

Finger knuckle surface is considered as one of the emerging potential biometric traits for 

personnel authentication. This is due to its stable and unique inherent patterns present in the 
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outer surface of the finger back knuckle region. And finger knuckle has a high potentiality 

towards discriminating individuals with high accuracy. Finger knuckle print imaging technique 

can be used for personnel authentication [21]. Acquisition of knuckle in real time and based on 

this real time data biometric authentication can be done by using Finger–Knuckle-Print (FKP) 

algorithm [22]. Some of knuckle biometrics are shown below: 

 

Figure 1.8. Various Knuckle Biometric [22] 

1.3.9. DNA [23]:  

Using DNA sequence encryption of any data makes it fully secured as it is very tough for 

spoofing. So DNA characteristics based biometric security system is very promising approach. 

By using the special characteristics of DNA a digital code of watermark for biometric security 

system is healthy approach, discussed in [23].  

1.3.10. Heart sound [24-26]:  

Heart sound is generally used for determining the heart condition. But now a days, heart sound 

is used as a biometric for identification of any individual. The signal produced by heart is 

natural signal, produced by sudden closure of artio-ventricular and semilunar valve, and 

impossible to recreate artificially, so difficult to deceit. Generally heart sound consists of three 

major sounds, first heart sound (S1), second heart sound (S2) and Murmur. 

 

Figure 1.9. Typical PCG Signal with the Waveforms of S1 and S2 Sounds [26] 

The feature of heart sound can be extracted by using Wavelet Packet Decomposition [25]. 
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1.3.11. Body shape geometry [27]:  

Body shape of several person are not identical i.e. different person have different body shape 

information. Its uniqueness makes it a promising biometric. Body shape can be divided into 

seventy three different points and several distance vector (generally four) like wrist to elbow, 

elbow to shoulder etc. are made from different poses and by these characteristics human 

identification is done [27]. 

 

Figure 1.10. Body Shape Biometric [27] 

1.3.12. Lips [28-30]:  

Lip texture of different individual is exclusively different. Variety of using lip of speaker used 

for biometric identification. Since the original lip features are usually of high-dimension, the 

independent component analysis (ICA) used for dimension reduction and biometric 

authentication is proposed in [27]. Speaker identification using lip feature by PCA is proposed 

in [28]. 

 

Figure 1.11. Various Lip Biometric [30] 
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1.3.13. Voice [31]: Voice biometrics or speaker authentication is a method to verify the 

person's identification using that person’s voice. It involves checking the uttered speech, 

whether it belongs to the claimed speaker or not. An I-vector based speaker authentication can 

be done by minimizing the intra-speaker variability and maximizing inter-class variability. This 

can be done by mapping the I-vector of intra-speaker to same point and I-vector of inter-speaker 

to a large distance [31]. 

1.3.14. Signature [32, 33]:  

Signature is a potential biometric for biometric authentication. A protected on-line signature 

based biometric authentication system where the original signature template are protected by 

transforming them in a non-invertible way and the transformed templates are compared 

employing a Dynamic Time Warping (DTW) matching strategy [32]. Signature can also be 

acquired online and can be used for identification [33]. 

1.3.15. Handwriting [34]:  

Handwriting is useful biometric trait and can be successfully used for authentication of person. 

The uniqueness and ease of data acquisition make it a promising biometric. The main problem 

in handwriting based identification is intra-class variability and inter-class similarity. So a 

stable hash value can be generated by using fuzzy data of biometric characteristics [34].  

1.3.16. Keystroke [35]:  

Keystroke is not so widely used biometric till some years before due to its low accuracy 

compare to other biometric trait. As data acquisition is cheap and non-invasive, keystroke 

biometric is now in use for biometric authentication. 

1.3.17. Gait [36, 37]:  

Gait means manner of walking of a person. Generally gait of any person should be different 

from other person. It is a very auspicious biometric for security surveillance or authentication 

because it can be acquired from a distance and without contact and without the knowledge of 

subject. It is very tough to spoofing this biometric. These all advantages make gait as a good 

biometric for authentication as well as security system. For identification purpose gait 

biometric can be acquired also by wireless accelerometer sensor in three orthogonal directions 

like up–down, forward–backward, and sideways [36]. 
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Figure 1.12. Various Gait Biometric [45] 

1.4. Thermal Imaging Based Biometric Trait [38-44]:   

Thermal imaging based biometric security system is a dramatically increased new trend in 

biometric system and commercial and industrial applications. Thermal imaging of any subject 

is called thermography. Thermography is generally detection of radiation as a function of 

temperature (in long infra-red range) from any subject and creation an image from that 

radiation. According to black body radiation law infrared (IR) radiation by any object is above 

absolute zero temperature. And the radiation is directly proportional to the temperature of an 

object. So thermography camera does this detection and makes thermograms from that detected 

radiation. Thermal camera detects the difference of temperature even if it is very little. Thermal 

images are normally grayscale in nature: black objects are cold, white objects are hot and the 

depth of grey indicates variations between the two. Some thermal cameras, add colour to 

images to help users to identify objects at different temperatures. In the entire Electromagnetic 

(EM) Spectrum, infra-red refers to a specific region with a wavelength range [0.75, 1000]  𝜇m, 

which can be further subdivided into four sub-bands: Near-IR (NIR) [0.75, 2] 𝜇m, Middle-IR 

(MIR) [2, 6] 𝜇m, Far-IR (FIR) [6, 14]  𝜇m, and Extreme-IR (EIR) [14, 1000]  𝜇m [20]. Thermal 

imaging based biometric system has some significant advantages like [21] – 

i. It does not depend on any external light source i.e. it does not depend upon the 

illumination condition. 

ii. It is a non-contact and a non-destructive test method, used from a safe distance. 

iii. The results are available in real-time and there is little or no processing needed. 

iv. Image acquisition procedure is easy. 
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Though there are many advantages it has some shortcomings like ambient temperature of 

surroundings and humidity has an effect on thermal image even perspiration of human hand. 

One can face difficulty in locating the original position of required biometric. While acquiring 

thermal image these factors affect the quality of acquired image using IR technology. Despite 

this shortcomings thermal image based biometric security system is very promising, popular 

and useful biometric authentication. Some of thermal image based biometric [38] are discussed 

in brief as follows: 

1.4.1. Thermal imaging of face biometric [39-42]:  

For biometric security application thermal image based on face is promising growing interest 

due to its robustness in nature. Recognition by thermal image of face is not affected by 

illumination condition of surroundings and this makes thermal image based biometric 

authentication a promising approach. A crucial step for biometric authentication based on 

thermal image of face is segmentation as it does not pinpoint only face like simple face 

detection rather the shape of face. Reference [27] present a method for face segmentation in IR 

images based on the Sobel Edge detector and morphological operations while [28] describes a 

method for face segmentation using a Bayesian Approach. Some thermal images of face 

biometric are as follows: 

 

Figure 1.13. Thermal Image of Face Biometric [42] 

1.4.2. Thermal imaging of Vein Pattern Biometric [43, 44]: 

 Uniqueness and robustness of palm dorsa vein pattern make it a convenient biometric for 

biometric security application. The thermal radiation emitted from the Dorsum of the human 

hand is used for FIR imaging the Palm Dorsum [43]. From extensive medical research it is 

known that veins have higher temperature than surrounding tissues [44].The acquisition of 



14 | P a g e  
 

thermal image is contactless and non-destructive type. The universality and toughness to 

replicate for spoofing, make vein pattern a suitable biometric for identification. Vein can’t be 

acquired by general digital camera. So by thermal camera it can be acquired. Interested region 

can be extricate by Gabor filter and identification can be done using LDA, box and branch 

point based method.  

1.4.2.1. FIR Imaging of Vein Pattern Biometric [15, 80]: FIR imaging uses the IR radiation 

emitted by an object for image acquisition of the object [80]. Therefore, FIR imaging of the 

Palm Dorsum can be obtained by using the thermal radiation emitted from the dorsum of human 

hand. In case of FIR imaging external source of light is not required, so variation of illumination 

has no effect in FIR imaging. FIR imaging technique is useful for capturing the large vein 

pattern on the back side of hand i.e. on dorsum of hand. FIR imaging of vein pattern is quite 

good approach for biometric authentication though there are some factors which affect the FIR 

imaging of vein pattern like ambient temperature, low contrast of image, and exact location of 

vein etc. [80]. Some FIR image of vein pattern are represented as follows: 

 

Figure 1.14. Some FIR Image of Vein Biometric [80] 

1.4.2.2. NIR Imaging of Vein Pattern Biometric [15, 80, 82]: When the NIR light is incident 

on the Palm Dorsum the reduced haemoglobin in the blood flowing through the veins absorb 

more incident radiation energy than that by the surrounding tissues [80, 82]. The NIR light 

penetrates to a depth of about 3mm into the subcutaneous tissue [80, 82]. NIR imaging of vein 

pattern is robust to external environment and medical condition of object. NIR imaging can 

capture very small vein pattern even in palm and wrist also. The skin colour is not a factor 

affecting the NIR imaging of vein pattern. In spite of these above mentioned advantages of 

NIR imaging of vein pattern, it has some shortcomings like any visible marks on skin can be 

mistaken as vein, and it requires an external source of infrared light beam on desired body part. 

Some NIR image of vein pattern are represented as follows: 
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Figure 1.15. NIR Image of Vein Biometric [46] 

1.5. Brief of the Thesis: 

This thesis has effectively demonstrated how several state-of-the-art variants of local 

discriminant embedding (LDE) algorithms can be effectively utilized for dimensionality 

reduction and subsequent biometric authentication and recognition systems, developed using 

thermal imaging of palm dorsa vein patterns (PDVP). To be specific, the thesis has 

concentrated in developing such useful solutions utilizing two contemporary improved variants 

of LDE called Stable Orthogonal Local Discriminant Embedding (SOLDE) algorithm and 

Fuzzy Local Discriminant Embedding (FLDE) algorithm. 

1.6. Summary:  

Chapter 1 has described about various biometric (physical and behavioural) and their 

corresponding features, advantages and disadvantages. And also a brief review about the 

thermal image based biometric for biometric security system is given. Feature of an ideal 

biometric and mode of operation of a biometric security system is also discussed.  

Chapter 2 will describe about various dimension reduction method like Linear Discriminant 

Analysis (LDA) and Local Discriminant Embedding (LDE) and variants of LDE called Kernel 

Local Discriminant Embedding (KLDE), Stable Orthogonal Local Discriminant Embedding 

(SOLDE) algorithm and Fuzzy Local Discriminant Embedding (FLDE) algorithm. 

 



CHAPTER 2 

Linear Discriminant Analysis and Local 

Discriminant Embedding 

 

This chapter provides a brief introduction to various dimension reduction method like Linear 

Discriminant Analysis and Local Discriminant Embedding. In this chapter, variants of Local 

Discriminant Embedding is also described. 
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CHAPTER 2 

Linear Discriminant Analysis AND Local 

Discriminant Embedding 

2.1. Introduction:  

In machine learning scenario, while dealing with high dimensional data, problems like 

requirement of high storage space and involvement of high computational burden arise often. 

To overcome these problems, one has to often employ methodologies that will result in 

reduction in the dimension of the data i.e. one must map the data from high dimensional data 

space to low dimensional data space. These reduction methods are broadly classified into two 

categories: supervised methods and unsupervised methods [70]. There are many supervised 

methods like Linear Discriminant Analysis (LDA) [70], Locality Preserving Projection (LPP) 

[67], Neighbourhood Preserving Embedding (NPE), Marginal Fisher Analysis (MFA) [57] etc. 

Among these methods, linear discriminant analysis is a popular method that is extensively used 

for dimension reduction. In LDA [70-72] method, generally the distance between the data pairs 

belonging to different classes is maximized so that the data pairs from different classes are 

mapped far apart in the resultant low dimension data space. At the same time, the distance 

between the data pairs belonging to the same class is minimized so that these data pairs are 

mapped close to each other in the resultant low dimensional space.  

Mapping the input data from high dimensional space to low dimensional space is an almost 

mandatory, unavoidable step for biometric pattern recognition. It often happen that the 

Euclidean distances between data points are not capable of capturing the inherent similarities 

between data points. As a result traditional subspace method is no longer a trustworthy method 

for data distribution in low dimensional data space. One can overcome this above mentioned 

problem by using Local Discriminant Embedding (LDE), used for manifold learning and 

pattern classification. The neighbourhood relations and class relations of data are used to 

construct the embedding for classification problems in LDE [73]. In LDE [73-75] algorithm, 

the embedding for the sub manifold of each class is achieved by solving an optimization 

problem. After being embedded into a low-dimensional subspace, data points from the same 

class maintain their inherent neighbourhood relations and neighbouring points of different 
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classes are no longer close to each other. So with the help of local discriminant embedding, 

new test data can thus be more reliably classified, by employing the nearest neighbour rule, 

considering the local inherent structure of data. So linear discriminant embedding gives good 

dimension reduction approach as it consider the inherent geometry of data along with class 

relations. 

2.2. Linear Discriminant Analysis [70-72]:  

Linear discriminant analysis (LDA), a generalization of Fisher’s linear discriminant [59] used 

in pattern recognition, finds the linear combination of features that separates objects belonging 

to different classes. LDA [71] is closely related to analysis of variance and it also expresses 

any feature as a linear combination of other features or measurements. In modern image 

processing techniques, most often it is required to work with images acquired from state –of-

art cameras, which capture high dimensional data. In order to work with these acquired images 

the dimension of image must be reduced for subsequent reduction of computational burden and 

computational time, associated with the execution of the algorithms. LDA [71] essentially 

computes the difference between the data of different classes. LDA is almost similar to PCA. 

But there are some differences between PCA and LDA. 

2.2.1. Differences between PCA and LDA [71]: 

Both PCA and LDA perform dimensionality reduction for biometric recognition. The 

differences between PCA and LDA are as follows: 

i. The prime difference between LDA and PCA is that PCA does more of feature 

classification and LDA does data classification [71].  

ii. In PCA, the shape and location of the original data sets changes when data are 

mapped from high dimensional space to low dimensional space, whereas, LDA 

does not change the location but only tries to provide more class separability and 

draw a decision region between the given classes [71]. 

2.2.2. Different Approaches for LDA [71]: 

Data sets are transformed from high dimensional data space to low dimensional data space and 

test vectors are classified in transformed low dimensional data space. The classification of test 
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vectors in transformed space can be achieved using two different approaches and those are as 

follows: 

i. Class-Dependent Transformation [71]: In class-dependent transformation 

approach for classification, the ratio of interclass variance to intra-class variance is 

maximized. The main objective of this approach is to maximize this ratio so that 

proper separability of classes can be secured. The class-specific type approach 

involves using two optimizing criteria for transforming the data sets independently 

from input data space to transformed data space. 

ii. Class-Independent Transformation [71]: In class-independent transformation 

approach for classification the ratio of overall variance to intra-class variance is 

maximized. This type of transformation approach uses only one optimizing criteria 

for transforming the input data sets to transformed data sets. So in this approach all 

data are transformed by using only one optimizing criteria irrespective of their 

classes. This type of LDA considers that each and every class is different from other 

classes. 

2.2.3. Computation of Linear Discriminant Analysis [70, 71]:  

Computational operation of classical linear discriminant analysis is carried out as follows: 

Let us assume that there are n  number of training data {𝑥1, 𝑥2, … , 𝑥𝑛} ∈  𝑅𝑃 in a data space 

where  n

iix
1
 represent the labelled data. X can be partitioned into C  disjoint classes. LDA 

computes a linear projection that maps the input data ix to a low dimensional data iy . The linear 

transform performed is as follows: 

                                                        i

T

i xWy                                                                         (2.1) 

In LDA for transformation matrix computation, three scatter matrices which are within class 

scatter matrix, between class scatter matrix, and total scatter matrix have to be computed. 

Within class scatter matrix can be computed in the following way [70, 71]: 
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Where 
iwS  is the covariance matrix of class iC and im is the mean of vectors. This im can be 

computed as follows [70, 71]: 
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Where in  denotes the number of samples in class i . Between classes scatter matrix can be 

computed in the following way [70, 71]: 
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Where m represents mean of all vectors and in  denotes the number of samples in class i . 

Total scatter matrix can be calculated as follows [70, 71]: 

                           



n

i

T

iit mxmx
n

S
1

1
                                                                                    (2.5) 

From above definition it can be seen that bwt SSS  . If data are centred by subtracting their 

mean, between class scatter matrix and total scatter matrix can be constructed as follows [70, 

71]: 

                         



c

i

T

ii
i

b mm
n

n
S

1

                                                                                           (2.6) 

                         



n

i

T

iit xx
n

S
1

1
                                                                                                 (2.7) 

Then by using the above mentioned equations from (2.2) to (2.7) the transformation matrix can 

be computed. The transformation matrix can be computed from the equation given below [70]: 

                     
 
 WSWtr

WSWtr
W

t

T

b

T

w

maxarg                                                                                       (2.8) 

Then by using this transformation matrixW , equation (2.1) transforms the input data from high 

dimensional data space to low dimensional data space. Transforming the entire data set from 
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high dimensional space to low dimension data space, proper discriminant boundaries classify 

the data. 

2.3. Local Discriminant Embedding (LDE) [56, 69]: 

LDE uses relations between data pairs of local neighbourhood for embedding the input data 

from high dimensional data space to low dimensional data space. Various dimension reduction 

methods like LLE [54, 55], ISOMAP [50, 51] mainly consider local or global property of 

training data for data preservation. Because it remains a difficult issue to map new test data to 

the low dimensional space, their algorithms cannot be easily extended for classification 

problems. Also these methods do not promise good discriminating capability. LDE has good 

discriminating ability and it is directly applicable for use of new test data. After the mapping 

of input data by using LDE, data belonging the to same class in neighbourhood are mapped 

very close to each other in transformed data space, whereas, data belonging to different classes 

are mapped distant from each other. 

2.3.1. Local discriminant Embedding Algorithm [56, 69]:  

In this approach, neighbour and class relations of data are used for constructing the embedding 

for classification problems. LDE [56] does the mapping from high dimensional space to low 

dimensional space. LDE [56] uses locality to get intra-class compactness. Suppose there are

n  number of training samples   p

nxxx ,...,, 21  from C classes. These training samples are 

used to determine a linear transformation matrix A  such that 

                                             nixAy i

T

i ,...,2,1,                                                                                 (2.9) 

The LDE algorithm can be detailed in the following steps: 

2.3.1.1. Construct the Neighbourhood Graphs [56, 69]: Suppose G  and 
'G are two 

adjacency graphs to be constructed. Adjacency graphs G and 
'G are constructed with the help 

of training data matrix X  to find the local inherent geometric structure of training data, where 

 nxxxX ,...,, 21  is a vertex set and it has n  number of data points. To construct the adjacency 

graph G , put an edge between nodes i and j , and the data points must belong to the same class 

i.e. ix  is among the k  nearest neighbours of jx  and both ix  and jx  belong to the same class. 
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To construct adjacency graph 
'G  put an edge between nodes i  and j , and jx  is among the k  

nearest neighbours of ix  and these two belong to different classes. 

2.3.1.2. Construct the Weight Matrices [56, 69]: Suppose there are the training data matrix 

 nxxxX ,...,, 21  with n number of data points. These data belong to C  classes. The weight 

matrix W  of G , where each element ijW refers to the weight of the edge between ix  and jx

can be computed in the following way: 
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Where    pxxxxK jiji /exp,
2

 ,  p  is a suitable parameter, and ji xx   denotes the l2-

norm of the difference between ix  and jx , and  ik xN  stands for the k  nearest neighbours of 

ix  and ic  is the class labels of ix . In a similar manner, one can compute the weight matrix 
'W

of
'G , where each element 

'

ijW refers to the weight of the edge between ix  and jx , belong to 

different classes. 
'

ijW  Can be computed in the following way: 
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2.3.1.3. Embedding [56, 69]: From generalized eigen equation, the eigenvectors 

corresponding to the largest eigenvalues are computed. These eigenvectors make the 

transformation matrix  naaaA ,...,, 21  for embedding. The generalized eigen equation will be 

as following: 

               aXWDXaXWDX TT )()( ''                                                                      

(2.12) 

Where D and 'D , the diagonal matrices, with diagonal elements are as follows: 
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Then transformation of input data from high dimensional data space to low dimensional data 

space is accomplished by using equation (2.9). Considering the weight matrices W  and 
'W the 

optimized objective function can be represented as follows: 

Maximize    
ij

ijj

T

i

T WxAxAVJ '
2

max                                                               (2.15) 

Subject to  
ij

ijj

T

i

T WxAxA 1
2

                                                                         (2.16) 

2.3.2 Variants of Local Discriminant Embedding [56, 69, 77]: 

In recent times, several variants of the basic LDE method have been proposed by researchers 

all over the world e.g.  Kernel Linear Discriminant Embedding (KLDE) [56], Stable 

Orthogonal Linear Discriminant Embedding (SOLDE) [69], and Fuzzy Linear Discriminant 

Embedding (FLDE) [76-77] etc. These are described in brief below. 

2.3.2.1. Kernel Local Discriminant Embedding (KLDE) [56]: The classification power of 

linear learnings algorithm is generally limited and often found inadequate for real data based 

pattern recognition problems. One possible way to overcome these problems is to transform 

the input data to a high dimensional data space. KLDE is the best possible method for this 

purpose. Kernel representation of LDE is represented in the following way. 

Suppose there are n  number of training samples   p

nxxx ,...,, 21  from C classes, mapped to 

a high dimensional data space F via a nonlinear mapping Fp : . For simplification of 

the discussion, assume that only one projection direction a  in F for local discriminant 

embedding is computed, where a can be expressed in terms of a combination of mapped data 

i.e.  



n

i

ii xa
1

  and is therefore determined by the expansion coefficients i . Optimization 

problem (2.15) and (2.16) can be kernelized as following: 

   KaWDKaaU T ''max                                                                               (2.17) 

Subject to   1 KaWDKaT
                                                                                          (2.18) 
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Where K  is a kernel matrix with  jiij xxKK , .  naaaA ,...,, 21  consists of the expansion 

coefficients. It follows that the corresponding generalized eigenvalue problem to obtain a  of 

(2.17) and (2.18) is formulated as: 

   KaWDKKaWDK  ''
                                                                                                 (2.19)                    

Where the generalized eigenvector associated with the largest eigenvalue. 

2.3.2.2. Stable Orthogonal Local Discriminant Embedding (SOLDE) [56, 69]: Stable 

orthogonal linear discriminant embedding (SOLDE) is an advanced version of basic LDE that 

uses both similarity and diversity of same class data pairs for construction of discriminant 

objective function. The SOLDE algorithm [69] works as follows: 

SOLDE tries to find a set of orthogonal basis vectors naaa ,...,, 21  i.e. 0, ji aa  if ji 

otherwise 1, ji aa , where ,  denotes the inner product of two vectors. So the objective 

function of orthogonal algorithm can be written as follows: 
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Here   vsd LLL   1 , where  is a suitable constant and the value of   is assign to

15.0  , SDL s
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The solutions of the above objective functions [68] i.e. optimal orthogonal basis vectors of 

(2.20) and (2.21) can be easily solved. So the algorithm for obtaining the orthogonal basis 

vectors and mapping of data from high dimensional data space to low dimensional space is as 

follows: 

i. PCA Projection [47]: The input data ix  is mapped into a PCA subspace such 

that the denominator matrix in equation (2.21) is non-singular. The conversion 

matrix to PCA subspace is denoted as 𝑊𝑃𝐶𝐴. 
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ii. Adjacency Graph construction [56, 69]: Three adjacency graphs  SXG sg ,

,  VXG vg ,  and  FXG dg ,  are constructed with a vertex set X  i.e. the 

training matrix. In this training matrix there are n number of nodes and three 

weight matrices namely similarity matrix ,S  diversity matrix V , and 

discriminant matrix F which are constructed respectively. The computation of 

Similarity, diversity, and discriminant weight matrices are described in detail in 

chapter 3. 

iii. Orthogonal Projection Vectors Calculation [69]: Let  kaaa ,...,, 21  be the 

orthogonal projection vectors. One can denote  121

1 ,...,, 

  k

k aaaA  and 

    1111   kT

d

Tkk AXXLAB . Then the orthogonal basis vectors can be 

calculated in the following way [69]: 

1. At first, the eigenvector 1a  i.e. eigenvector corresponding to maximum 

eigenvalue of   T

m

T

d XXLXXL
1

 is computed. 

2. Follow the same procedure of computing eigenvectors corresponding to 

maximum eigenvalue for calculating k  number of orthogonal basis vectors 

of kM . kM  can be represented as follows: 

        TkkkT

d

k ABAXXLIM 11111 
   T

m

T

d XXLXXL
1

                    (2.22)

3. Orthogonal Embedding [69]: The projection matrix is denoted as      

],...,,[ 21/ ppo aaaA   and mapping of data points from high dimensional data        

space to low dimensional data space is as follows: 

                               xWy T ,                    Where poPCAAWW /   

Where y  is the data after mapping and W  is the transformation matrix. 

2.3.2.3. Fuzzy Local Discriminant Embedding (FLDE) [76, 77]: The fuzzy local 

discriminant embedding (FLDE) algorithm has been recently proposed, in which the fuzzy k-

nearest neighbour (FKNN) [76] is implemented to reduce the detrimental effects (like variation 

in illumination, expression etc.) to obtain good performance. A membership degree matrix is 

firstly calculated using FKNN, then the membership degree is incorporated into the definition 

of the laplacian scatter matrix to obtain the fuzzy laplacian scatter matrix. A brief description 
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about FLDE is given here. FLDE is described elaborately in chapter 4. Fuzzy LDE algorithm 

is as follows: 

Let  WXG ,  be an undirected graph with vertex set   p

nxxx ,...,, 21 that belongs to C

classes and W  gives a similarity matrix. The low dimensional data points are  nyyyY ,...,, 21

. A fuzzy objective function for good discriminant approach is formulated as follows: 

                       ijij

ij

ji WUyy
2

2

1
min                                                                   (2.23) 

One can denote the projection matrix as  kaaaA ,...,, 21  and mapping of data points from 

high dimensional data space to low dimensional data space is as follows: 

                      XAY T                                                                                            (2.24) 

The objective function will be as follows: 

   ijij

ij

ji WUyy
2

)(
2

1
   

  
ij

ijijj

T

i

T WUxaxa
2

2

1
 

 
ij

T

jijiji

T

ij

T

iijiji

T axWUxaaxWUxa  

 aXXWaaXXDa TFTTFT   

aXXLa T

F

T                                                                                                                                 (2.25) 

The fuzzy diagonal matrix FD and the fuzzy laplacian matrix FL can be expressed as follows: 

FFF WDL   And 



ij

ijij

F

ii iWUD ,                                                                  (2.26) 

i. Fuzzy Neighbourhood Graph Construction [76, 77]: Let fuzzyG and 
'

fuzzyG be two graphs 

constructed on training data. They are constructed on same training data matrix X . For 

construction of fuzzyG neighbourhood data belonging to the same class are considered. 

Similarly, for construction of 
'

fuzzyG neighbourhood data belonging to different class are 

considered. 
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ii. Intra-class Compactness Fuzzy Graph and Separability Fuzzy Graph Construction [77]: 

From fuzzy neighbourhood graph fuzzyG  intra-class compactness fuzzy graph is 

computed as follows: 

 
 


 


,/49.0

,/49.051.0

kn

kn
U

ij

ijG

ij  If  
 

otherwise

xNx jki 
 
or

 
 ,ikj xNx  and

 
ji cc 
     (2.27) 

Here ijn  stands for the number of the neighbours of the jth data (pattern) that belong to 

the ith class and k  is the size of the neighbourhood to be considered. In a similar way, 

seperability fuzzy graph is also computed from 
'

fuzzyG  as follows: 

 
 

 

 


,/49.0

,/49.051.0'

kn

kn
U

ij

ijG

ij  If  
 

otherwise

xNx jki 
 
or

 
 ,ikj xNx  and

 
ji cc 
   (2.28)  

iii. Fuzzy Laplacian Scatter Matrices Computation [77]: Fuzzy affinity matrix 
G

fuzzyW , the 

fuzzy diagonal matrix 
G

fuzzyD  and the fuzzy laplacian matrix 
G

fuzzyL  of the graph fuzzyG

are computed as follows: 

                                   ij

G

ij

G

fuzzy WUW *.                                                                                                  (2.29) 

                                  
G

fuzzy

G

fuzzy

G

fuzzy WDL                                                                         (2.30) 

                                 



ij

ij

G

ij

G

fuzzy WUD                                                                 (2.31) 

In a similar way, the fuzzy affinity matrix 
'G

fuzzyW , the fuzzy diagonal matrix 
'G

fuzzyD  and 

the fuzzy laplacian matrix 
'G

fuzzyL  of the graph 
'

fuzzyG  are computed. 

iv. Embedding [77]: Solving the following general eigen equation, the eigenvectors 

corresponding to the largest eigenvalues of the transformation matrix are obtained. 

    aXGDXaXGDX TG

fuzzy

G

fuzzy

TG

fuzzy

G

fuzzy  
''

                                            (2.32) 

Then the desired embedding is accomplished by equation (2.24). 

In addition to these variants of LDE, other variants like Two-dimensional LDE can also be 

used as a dimension reduction technique. 
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2.4 Summery: 

In this chapter a brief discussion about linear and nonlinear dimensional reduction methods as 

well as dimension enlargement method (KLDE) is discussed. Linear discriminant analysis and 

local discriminant embedding are illustrated in brief in this chapter. 

Various local discriminant embedding like kernel linear discriminant embedding, stable 

orthogonal linear discriminant embedding, and fuzzy linear discriminant embedding is 

discussed and their computational procedures are also presented in this chapter. 

Chapter 3 will describe about SOLDE algorithm and vein pattern based biometric 

authentication using SOLDE. 



CHAPTER 3 

Stable Orthogonal Local Discriminant 

Embedding for Palm Dorsa Based Vein 

Pattern Biometric System 

 

 

The chapter presents a variant of LDE algorithm called Stable Orthogonal Local Discriminant 

Embedding algorithm. In this chapter Stable Orthogonal Local Discriminant Embedding 

algorithm is used for palm dorsa vein pattern based biometric system. 

 

 

 

 

 



30 | P a g e  
 

CHAPTER 3 

Stable Orthogonal Local Discriminant Embedding 

for Palm Dorsa Vein Pattern Based Biometric System  

3.1 Introduction: 

PALM dorsa subcutaneous vein pattern (PDSVP) is comparatively new approached 

physiological feature as compared to other physiological features that have been used 

immensely for biometric applications, such as face biometric [2-5], ear biometric [18, 19], 

finger-print biometric [9-11], palm-print biometric [16,17], iris biometric [6-8], hand shape 

biometric [20], and gait [36, 37] biometric. PDSVP [14, 15, 43, 44] potentially has all the 

characteristics that can potentially be useful to build an effective recognition system. Data 

protection and security is a major concern in today’s digital era. Because of presence of large 

digital data and cheap hardware methods based on keys or password can be easily defraud or 

stolen. Depending upon the user known password or password token is not good as it can be 

easily spoofed. As PDSVP sprawl beneath the human skin, and can only be transfigure through 

surgical intervention, PDSVP has large immunity factor to counterfeit of imposter. PDSVP is 

the sign of life. Therefore these remarkable advantageous facet of PDSVP makes it a 

prospective feature for any biometric system. 

Now a days, reduction of dimension technique [49, 55] on the ground of manifold learning [60] 

is trending interest in pattern recognition technique. In classical linear dimensionality reduction 

techniques, like principal component analysis (PCA) [47, 48] and linear discriminant analysis 

(LDA) [49] only see the global Euclidean structure of data whereas manifold learning process 

focus on finding a projected data, that well preserve the inherent pattern of data. Some of 

manifold learning based algorithms are ISOMAP [50, 51], Laplacian Eigenmaps (LE) [52, 53], 

and Locally Linear Embedding (LLE) [54, 55]. 

ISOMAP [50, 51], a nonlinear dimensionality reduction method is the combination 

of the Floyd-Warshall algorithm with classic Multidimensional Scaling. By using straight line 

Euclidean distance measurement method it measures the intrinsic geometry of the local 

neighbourhoods and geodesic distance for the inherent geometry of nonlocal 
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neighbourhoods.  It defines the geodesic distance to be the sum of edge weights along 

the shortest path between two nodes and then it stores all the pairwise distances in a low 

dimensional space. Laplacian Eigenmaps [52, 53] also does dimensionality reduction using 

spectral techniques. LE creates an undirected graph from input data set using each data as a 

node and computes the connectivity by considering the proximity of node i.e. k-nearest 

neighbourhood. In low dimensional data space it indicates the pairwise data of local 

neighbourhood. LLE [54, 55] was presented almost at the same time as ISOMAP but LLE is 

generally believed to be a better dimensionality reduction method than ISOMAP including 

faster optimization when implemented to take advantage of sparse matrix algorithms. LLE 

seeks a lower-dimensional projection of the data which preserves the distances within local 

neighbourhoods. It can be thought of as a series of local Principal component analyses which 

are globally compared to find the best nonlinear embedding.  

There are various manifold learning based discriminant methods. And by those methods one 

can store the inherent geometry of neighbourhoods and also can get the discriminant structures 

of data. Some of those discriminant approaches are Local Discriminant Embedding (LDE) [56], 

Marginal Fisher Analysis (MFA) [57], Multi-dimensional Scaling (MDS) [58], and Local 

Fisher Discriminant Analysis (LFDA) [59]. All these methods strive to achieve very similar 

objectives. These approaches essentially store the local geometric structures, which portray 

intra-class compactness. This is done by minimizing the sum of the distances of local 

neighbourhoods of same class. By this approach neighbourhoods’ data from the same class can 

be mapped to a single data point in a reduced space. So these discriminant approaches consider 

only the similarity in same class but not the diversity in the same class of local neighbourhoods. 

Figure 3.1. [69] shows the methodology of conserving the data of same class. 

 

Figure – 3.1. Same Class Data Conservation [69] 

So here one can see that the intra-class variation of local neighbourhoods is totally discarded.  

The diversity of data i.e. non-identical feature of data which is also significant information can 

be used to obtain intra-class diversity. These diversity of data can be stored by maximizing the 
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variance [47] of data. In practice inherent structures of data are unknown and complex and 

testing data and training data are different from each other. So only the similarity of data or the 

diversity of data is not adequate to determine the discriminant feature and, hence, the resultant 

recognition accuracy will be also poor. 

The discriminant approaches also take into account the interclass diversity of data by 

maximizing the Euclidean distance between the data of different classes of local 

neighbourhoods. Figure 3.2. [69] shows the methodology of conserving the data of different 

classes.  

 

3.2. Different Class Data Conservation [69] 

In the literature, the optimal projection directions are usually the eigenvectors of generalized 

Eigen-equations and do not satisfy mutual orthogonality [61, 62], though orthogonal projection 

directions are more efficient in storing the data from high dimensional space to low 

dimensional space and to make better the discriminant feature [61-64]. However any of these 

discriminant methodologies do not use the similarity of intra-class data and diversity of intra-

class data together to get the projection directions i.e. to get the total recognition accuracy [69]. 

To make a more comprehensive consideration of this situation, recently a state-of-the-art 

improved variant of LDE has been proposed for reduction of dimension called stable 

orthogonal linear discriminant embedding (SOLDE) algorithm [69]. The speciality of SOLDE 

is that it takes into account the intra-class similarity and intra-class diversity of local 

neighbourhoods. In this methodology two adjacency graphs to display the inherent geometry 

are constructed and using those one can obtain the intra-class similarity and diversity and also 

one can obtain the discriminating feature. By utilizing this state-of-art machine learning 

algorithm one can incorporate similarity, diversity, and discriminating feature in the objective 

function of dimension reduction problem, and get the recognition rate to verify the efficacy of 

SOLDE algorithm. The original SOLDE algorithm was proposed for face recognition 

purposes. The present thesis shows how this modified version of the LDE algorithm can be 
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effectively employed for real life thermal imaging of PDVP based biometric 

authentication/recognition problems 

The rest of the chapter is constructed in the following manner. 

I. In section 3.2., LDE is introduced and it discusses the issues in discriminant 

methodology based on manifold learning.  

II. In section 3.3., the objective functions are presented and the orthogonal algorithm 

is detailed to acquire the projection directions. 

III. In section 3.4., a theoretical study in support of the SOLDE algorithm presented in 

[69] is detailed. 

IV. In section 3.5., experimental results reporting the recognition accuracy performance 

is given. 

V. In section 3.6., concluding remarks about SOLDE methodology are presented. 

3.2. Brief Review of LDE and Related Problem Statements: 

3.2.1. Local Discriminant Embedding [56, 69]: 

In this approach neighbour and class relations of data are used for constructing the embedding 

for classification problems. As mentioned before in chapter 2, LDE [56] does the mapping 

from high dimensional space to low dimensional space. LDE [56] uses locality to obtain intra-

class compactness. Let us assume that there are n  number of training samples 

  p

nxxx ,...,, 21  from C  classes. These training samples are used to determine a linear 

transformation matrix A  such that 

                                                       nixAy i

T

i ,...,2,1,                                                      (3.1)  

Where iy  denotes the low dimensional representation of training sample ix . The aim of LDE 

is to keep close the samples from same classes of neighbourhood, whereas prevent to keep 

close the data sample from different classes of neighbourhood. The intra-class compactness of 

training samples can be obtained by optimizing the following objective function 

                                                      
ij

ij

ji Wyy
2

)(min                                                             (3.2) 

The elements ijW  in weight matrix W can be defined as follows:  
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,0

,, ji

ij

xxK
W    If  

 
otherwise

xNx jki 
 
or

 
 ,ikj xNx  and

 
ji cc 
                                           (3.3) 

Where, as given in chapter 2,    pxxxxK jiji /exp,
2

 , and p  is a suitable parameter, 

and 
ji xx   denotes the l2-norm of a vector, difference between ix  and jx , and  ik xN  and 

 jk xN  stand for the k  nearest neighbours of ix  and jx  respectively and ic  is the class labels 

of ix . Here ijW  are the elements of  W. 

From equation 3.1, it can be easily seen that: 

i. It impairs the local topology of data [65, 69]: By using equation (3.2) the inherent 

geometry of local data is preserved i.e. if the distance between two data is smaller, those 

data are stored together when they are mapped from high dimensional space to low 

dimensional space. In equation (3.2), if the distance between the data is higher it gets 

large weightage and those data can be stored very close to each other when they are 

mapped from high dimensional space to low dimensional space. So it can be seen that 

the main objective of projection i.e. storing intra-class data of local neighbourhoods 

very close to each other is violated [65, 69].                                                                                                 

ii. It also degrades the generalization ability [65, 66]: In objective function equation (3.2) 

it can be seen that it maps the close points from same class in high dimensional space 

to low dimensional space irrespective of the similarity or diversity of data from same 

class. So only considering the similarity among the data, and ignoring the diversity 

among the data, data from same class are mapped from high dimensional space to low 

dimensional space [69]. But diversity among the data from same class has significant 

weightage during mapping. Generally the inherent structure of data are unknown and 

complex in real world application and training data and testing data are different from 

each other. So considering similarity only gives poor recognition accuracy. So SOLDE 

proposes to take in account both similarity and diversity of data [66, 69]. 

iii. It does not give proper inherent structure of data [65, 66, 69]: As similarity between 

data are taken only and diversity between the data are ignored, intrinsic structure of 

data are not properly unfold. 

 

 



35 | P a g e  
 

3.3. Stable Orthogonal Linear Discriminant Embedding [69]: 

Although a brief introduction of the SOLDE algorithm was presented in chapter 2, in this 

section an elaborate description about SOLDE algorithm is given. By this algorithm one can 

detect the discriminant structure and considering both the similarity and diversity of data, data 

is stored in low dimensional space from high dimensional space. 

3.3.1. Similarity [69]: Suppose there are n number of training data   p

nxxx ,...,, 21  in a data 

space. Now an adjacency graph  SXG sg ,  is constructed with the help of training data 

matrix X  to find the local inherent geometric structure of training data. Here 

 nxxxX ,...,, 21  is a vertex set. Similarity weight matrix S  characterize the similarity 

among the data points of same class of local neighbourhoods. 

With the help of LPP [67], the elements ijS  of S  matrix can be defined as follows: 

 





,0

,, ji

ij

xxK
S    If  

 
otherwise

xNx jki 
 
or

 
 ,ikj xNx  and

 
ji cc 
                       (3.4) 

3.3.2. Diversity [69]: With the help of training data   p

nxxxX  ,...,, 21 in a data space, an 

adjacency graph  VXG vg ,  is constructed to find the local inherent geometric structure of 

training data where  nxxxX ,...,, 21  is a vertex set and it has n  number of data points. 

Diversity weight matrix V  characterizes the diversity among the data points of same class of 

local neighbourhoods. 

The elements ijV  of V  matrix can be defined as follows: 

 


 


,0

,,1 ji

ij

xxK
V    If  

 
otherwise

xNx jki 
 
or

 
 ,ikj xNx  and

 
ji cc 
                       (3.5) 

So from equations (3.4) and (3.5) it can be seen that if some local points lie on a compact region 

in low data space region then these data points have high similarity and negligible diversity. If 

some local points lie on a sparse region in low data space region then these data points have 

high diversity and negligible similarity. 
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Suppose iy  is the mapped data of ix  from high dimensional space to low dimensional space. 

Now considering the similarity and diversity of data points, the two objective functions as 

follows have to be optimized [69]: 

                                                  
ij

ij

ji Syy
2

)(min                                                                (3.6) 

                                                  
ij

ij

ji Vyy
2

)(max                                                                   (3.7)                          

The objective function (3.6) shows that smaller the distance between the nearby points,                 

data pairs are placed close to each other after mapping [69]. But this objective function gives 

more weightage to the data pairs whose distance between them is large. So mapping based on 

this objective function maps the data pairs close to each other which have large distance 

between them. So this violates the preservation of the local data pairs of neighbourhoods. 

By using objective function (3.7) this shortcoming can be overcome [69]. This is because the 

adjacency graph vgG    puts a large penalty if nearby points and with a large distance from same 

class are mapped very close to each other. So maximizing the objective function secures the 

data points from same class with large distance to be mapped with a high distance in low 

dimensional space. 

So from this analyses, it can be see that, objective function (3.7) assures that data pairs with 

large distances from same class are mapped with high distance and nearby data points from 

same class are mapped very close to each other in low dimensional data space with inherent 

geometric structure. 

3.3.3. Discriminant Objective Function [69]: With the help of training data points a 

discriminant adjacency graph dgG   is constructed and F  is the weight matrix. Now the 

elements ijF  of weight matrix F  can be given as follows: 

 





,0

,, ji

ij

xxK
F   If  

 
otherwise

xNx jki 
 
or

 
 ,ikj xNx  and

 
ji cc 
                              (3.8) 

Mapping the data from high dimensional space to a line in a low dimensional space so that the 

data points with large distance, remain as distant as possible. So the objective function will be 

[69] 
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ij

ij

ji Fyy
2

)(max                                                           (3.9) 

This objective function guarantees that the nearby points from different classes will be mapped 

far apart in low dimensional data space. So one can see that objective function maximizes the 

distance of nearby points from different classes. Thus one can now easily define local 

discriminating structure of data. 

The detailed algorithm of the aforementioned method is given in Algorithm 3.1. [69]. 

Algorithm 3.1.: Similarity and Diversity and Discriminant Matrix 

INPUT: Training Matrix mxnX   

OUTPUT: Similarity Matrix nxnS   and Diversity Matrix nxnV  and Discriminant                     

Matrix nxnF   

BEGIN: 

Initialize 0B  

FOR ncntr :11  

FOR ncntr :12   

       2
2:,1:,exp2,1 cntrXcntrXcntrcntrB   

END FOR 

END FOR 

Initialize BS   

Initialize BF   

FOR ncntr :11  

FOR ncntr :12   

 IF  21 cntrcntr   

  IF class  1cntr = class  2cntr  
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    02,1 cntrcntrS  

  ELSE 

    02,1 cntrcntrF  

  END IF 

 END IF 

END FOR 

END FOR 

SIV nxn   

END 

3.3.4. Main Objective Function [69]: Considering objective functions (3.6), (3.7) and (3.9) 

main objective function of SOLDE can be computed. Here, Rayleigh quotients form that is 

formally similar to MFA is used to build the objective function of SLODE. Suppose a  is a 

projection vector. Substituting i

T

i xay   into the objective function (3.6) can be represented as 

follows [69]: 
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ji Syy
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)(   

                                                  ij
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jiji Syyyy  ))((  
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T
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T

j

T

i

T Sxaxaxaxa  

                                           aXSXaaXXDa TTTsT   

                                                  aXXLa T

s

T                                                                          (3.10) 

Where sD  is a diagonal matrix whose elements are the column or row sum of S  as    S  is a 

symmetric matrix. So sD can be expressed as follows: 

                                                  
j

ij

s

ii SD  

Here sL  is the laplacian matrix of sgG   and can be expressed as follows: 
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                                                SDL s

s   

Similarly substituting i

T

i xay   into the objective function (3.7) can be expressed in the 

following way [69]:  

                                                
ij

ij

ji Vyy
2

)(   

                                                  ij

ij

T

jiji Vyyyy  ))((  

                                           aXVXaaXXDa TTTvT   

                                                   aXXLa T

v

T                                                                       (3.11)  

Where vD  is a diagonal matrix whose elements are the column or row sum of V  as V  is a 

symmetric matrix. So vD  can be expressed as follows: 

                                                          
j

ij

v

ii VD  

Here vL  is the laplacian matrix of vgG   and can be expressed as follows: 

                                               VDL v

v  . 

Similarly substituting i

T

i xay   in objective function (3.9) can be expressed in the following 

way [69]: 

                                                
ij

ij

ji Fyy
2

)(   

                                                  ij
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T

jiji Fyyyy  ))((  
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                                                                        aXXLa T

m

T                                                                        (3.12) 

Where mD  is a diagonal matrix whose elements are the column or row sum of F as F  is a 

symmetric matrix. So mD can be expressed as following: 

                                           
j

ij

m

ii FD  
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Here mL is the laplacian matrix of dgG   and can be expressed as follows: 

                                                  FDL m

m  . 

Substituting (3.10), (3.11) and (3.12) into objective functions (3.6), (3.7) and (3.9)          

respectively, the optimal objective function can be written as  

                                          
aXXLaaXXLa

aXXLa
a

T

v

TT

s

T

T

m

T


 maxarg                          (3.13) 

This optimal objective function considers that the similarity and diversity of nearby data of 

same class are similarly important. The main role of aXXLa T

v

T
 is to avoid the problem caused 

by aXXLa T

s

T
that characterize the intra-class compactness. In order to get a compact intra-

class representation, a large weight to aXXLa T

s

T
 and a small weight to aXXLa T

v

T
 are 

assigned. So the optimal objective function becomes [69]: 

                                          
   aXLLXa

aXXLa
a

T

vs

T

T

m

T

 


1
maxarg                         (3.14) 

Where   vsd LLL   1 and  is a suitable constant and value of   is assign to

15.0  . As utilized in the original SOLDE algorithm, in our experiments too we set the 

value of   as 0.9. When the denominator of equation (3.14) is non-singular, the optimal 

projection vector a can be obtained by the maximum eigenvalue solution of the following 

generalized eigenvalue equation [69]. 

                                                aXXLaXXL T

d

T

m                                                           (3.15) 

But, if the denominator of (3.14) is singular the optimal projection can not be directly obtained 

by the generalized eigenvalue equation. Then at first PCA is applied to project the data into a 

subspace so that matrix
T

d XXL  becomes non-singular and then the generalized value equation 

is solved. It is sure that the projection vectors do not satisfy the mutual orthogonality and it can 

be shown than that orthogonal projection vector is more effective to preserve the inherent 

geometry and discriminant factor is also improved [69]. So for maximizing the objective 

function, a set of orthogonal projection vectors in SOLDE is computed.    

The detailed algorithm of the aforementioned method is given in Algorithm 3.2 [69]. 
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Algorithm 2: Objective Function Matrices Computation 

INPUT: Similarity Matrix nxnS  and Diversity Matrix nxnV  and Discriminant                     

Matrix nxnF   

OUTPUT: Laplacian Matrices sL , vL  and mL  respectively and Diagonal Matrices sD , vD  , 

and mD  respectively. 

Initialize 0sD  

Initialize 0vD  

Initialize 0mD  

FOR ncntr :1  

  
cntr

cntrcntrs ScntrcntrD ,,  

SDL ss   

END FOR 

FOR ncntr :1  

  
cntr

cntrcntrv VcntrcntrD ,,  

VDL vv   

END FOR 

FOR ncntr :1  

  
cntr

cntrcntrm FcntrcntrD ,,  

HDL mm   

END FOR 

END 
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3.3.5. Orthogonal Algorithm [68, 69]: In this orthogonal algorithm, for maximizing the 

objective function (3.14), find a set of orthogonal basis vectors naaa ,...,, 21  i.e.   0, ji aa If 

ji  otherwise 1, ji aa where ,  denotes the inner product of two vectors. So the 

objective function of the orthogonal algorithm can be written as [69] follows: 

                                  
aXXLa

aXXLa
a

T

d

T

T

m

T

a

maxarg1                                                   (3.15) 

And                                 
aXXLa

aXXLa
a

T

d

T

T

m

T

a
k maxarg                                                   (3.16) 

So that 0... 121  k

T

k

T

k

T

k aaaaaa . 

The solutions of the above objective functions [68, 69] i.e. optimal orthogonal basis vectors of 

(3.15) and (3.16) can be easily obtained. So the algorithm for obtaining the orthogonal basis 

vectors and mapping of data from high dimensional data space to low dimensional space is as 

follows: 

a. PCA Projection [47, 68]: The input data ix  is mapped into a PCA subspace such   that 

the denominator matrix in objective function is non-singular. Let denote the conversion 

matrix to PCA subspace as PCAW . By this PCA projection the transformed matrix will 

be non-singular i.e. the rank of the matrix and the number of features are equal. 

b. Adjacency Graph Construction [69]: Three adjacency graphs  SXG sg , , 

 VXG vg ,  and  FXG dg ,  are constructed with a vertex set X  i.e. the training 

matrix. In this training matrix there are n  number of nodes and three weight matrix ,S

V and F are constructed respectively. To construct the adjacency graphs sgG   and vgG   

put an edge between nodes i  and j , and the data point must belongs to same class i.e. 

ix  is among the k  nearest neighbourhood of jx and both ix  and jx  belongs to same 

class. To construct adjacency graph dgG    put an edge between nodes i  and j . And jx

is among the k  nearest neighbourhood of ix  and these two belongs to different class. It 

can be seen that adjacency graphs sgG  and vgG   inform about inherent geometry and 

adjacency graph informs about discriminant structure. 
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c. Weight Matrix Calculation [69]: Similarity, diversity, and discriminant weight matrices 

S , V  and F  respectively calculated by using equation (3.4), (3.5) and (3.8) 

respectively. 

d. Orthogonal Projection Vectors Calculation [69]: Let  kaaa ,...,, 21  be the orthogonal 

projection vectors and  121

1 ,...,, 

  k

k aaaA ,     1111   kT

d

Tkk AXXLAB  are denoted 

then the orthogonal basis vectors can be calculated in following way [69]: 

1. At first 1a  is computed as the eigenvectors corresponds to maximum eigenvalue 

of   T

m

T

d XXLXXL
1

. 

2. Follow the same procedure of computing eigenvectors corresponds to 

maximum eigenvalue for calculating k  number of orthogonal basis vectors of 

kM . And kM  can represented as follows: 

        TkkkT

d

k ABAXXLIM 11111 
   T

m

T

d XXLXXL
1

                  (3.17) 

e.  Orthogonal Embedding [69]: The projection matrix is denoted as ],...,,[ 21/ ppo aaaA  and    

mapping of data points from high dimensional data space to low dimensional data space is as 

follows: 

                               XWY T ,                    Where poPCAAWW /   

Where Y  is data after mapping and W  is the transformation matrix. 

3.4. Theoretical Analysis of SOLDE Algorithm [69]: 

A theoretical analysis of SOLDE algorithm was presented in [69] which is also presented here 

now. SOLDE is quite similar to MFA but, in a way, superior to MFA. As previously discussed, 

objective function (3.1) considers intra-class similarity only, but SOLDE considers both intra-

class similarity and diversity of data. So combining the objective function (3.6) and (3.7) one 

objective function can be computed as follows [69]: 
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Though objective function (3.18) is similar to equation (3.1) but inherent structure is well 

established in SOLDE. If the distance is changed continuously and the parameter p is fixed 

then it can be seen from figure 3.3. that ijS  is always non-negative and  12 ijS  may be 

negative or positive. 

 

Figure 3.3. ijS Versus  12 ijS  When p  Is Fixed [69]. 

From Fig. 3.3. [69], it can be seen that if two data points are very close to each other, i.e. 

distance is very small, both  12 ijS  and ijS  are positive and large. In this case, both (3.1) and 

(3.18) map data points very close to each other into the low dimensional data space and mainly 

stores the similarity of data. But in real applications, the data distribution is uneven and the k  

nearest neighbours of some data may lie on a sparse region, thus the distance between these 

points may be large. In this case,  12 ijS  may be negative, and is equivalent to maximizing 

the variation among these nearby data, preserves the diversity of data. While ijS is still positive, 

and still preserves the similarity of data. 

SOLDE considers both the similarity and diversity of data belonging to local neighbourhood. 

As mentioned earlier, MFA violates the local preserving topology while preserving data pairs 

with small distance as it does not consider the diversity of intra-class data pairs. Whereas 

SOLDE gives better recognition accuracy as it considers both similarity and diversity between 

the intra-class data. 
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3.5. Experimental Setup and Performance Evaluation: 

In this section, we first present the experimental setup employed in Electrical Measurement 

and Instrumentation Laboratory of Electrical Engineering Department, Jadavpur University, to 

acquire the PDVP thermal images by employing NIR imaging philosophy. Then we experiment 

these algorithms for this image database to determine how effective they can be for the desired 

biometric recognition/authentication purposes. 

3.5.1. The Experimental Setup [38, 83 - 87]: Palm Dorsa Subcutaneous Vein Pattern 

(PDSVP) is a promising and reliable biometric in biometric authentication [38]. The automatic 

data acquisition and extracting PDSVP is quite challenging in real world application. An 

experimental setup is employed in Electrical Measurement and Instrumentation Laboratory of 

Electrical Engineering Department, Jadavpur University, to acquire the PDVP thermal images 

by employing NIR imaging philosophy automatically [83]. A Near-Infrared (NIR) Pan-Tilt 

camera (FOSCAM® FI8918W [84]) is used to automatically locate the palm dorsum of the 

subject and acquiring the NIR images of PDSVP. 

Seek-&-Freeze algorithm is used for data acquiring purpose because of its robustness. At first 

any acquired image i.e. the test image is compared with an existing reference image by 

extracting the SIFT keypoint descriptors [85] of both images using SIFT transform and then 

descriptors are compared with another descriptors using Brute Force matching Algorithm. So 

that the test image is compared with reference image based on their keypoint descriptors which 

are invariant to image scaling and rotation [85] and also partially invariant to illumination and 

3D displacement of camera viewpoint [85]. Then the position is locked and data acquisition by 

the NIR camera is activated [85].The position of the palm dorsum and the camera after Seek-

&-Freeze algorithm locks position is shown below in figure 3.4. [83]. 

 

Figure 3.4. Position of the Palm Dorsum and the Camera after Position Lock [83] 
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Hardware setup used in this data acquiring process is shown below in figure 3.5. [83] A low-

cost Raspberry® Pi 2 Model B (comprising ARMv7 processor and 1 GB RAM which greatly enhances 

the computational ability even at such small size of the module) [86], Netgear® JNR1010 N150 (used 

for wireless communication between the data acquisition device and the Raspberry® Pi 2 Model B that 

greatly enhances the range of area that the data acquisition sensor can cover without having the overhead 

constraint of being close to the CPU) [87],  and NIR camera FOSCAM® 8918W (for near-Infrared 

image acquisition of the PDSVP) [84] forms the most significant components of the integrated 

hardware setup. 

 

 

 

 

 

 

 

 

 

Figure 3.5. Integrated Hardware Setup Developed for PDSVP Based Biometric System [83] 

Contrast Limited Adaptive Histogram Equalization (CLAHE) is used for enhancing the 

PDSVP [83].One significant advantage of Adaptive Histogram Equalization (AHE) is that, 

rather than considering the whole image matrix at a time, like Global Histogram Equalization 

(GHE), AHE concentrates on small neighbourhoods called "tiles or blocks" (88 in this case) 

[83]. Then only the PDSVP is extracted by using Local Adaptive thresholding technique. Then 

final image is achieved by performing morphological closing followed by morphological 

opening to fuse the narrow breaks between long stretches of the veins and to eliminate small 

dot-noise [83]. Then the final image is stored into the JU-NIR-V2: NIR Vein Database [83]. 

3.5.2. Performance Evaluation: Extensive experimentations have been carried out to 

demonstrate the efficiency and effectiveness of the SOLDE algorithm for our proposed 

biometric classification problems. As mentioned before, we have done this experiments on JU-
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NIR-V2: NIR Vein Database. As mentioned before, we set the parameter   as 0.9 for this 

algorithm SOLDE. 

The JU-NIR-V2: NIR Vein Database contains 570 images of 57 individuals where each person 

has 10 images. In this experiments all the images are resized to 32 X 25 pixels manually. Here 

we take 2, 3, 4 and 5 images per person as training data respectively and rest of images are 

taken for testing. Also we vary the number of features per sample 200, 400, 600 and 800 

respectively. 

Firstly we have optimized the above parameter (training samples per class and features per 

sample image) and then we determine the recognition rate with quantitative measures like 

Norm, Root Mean Square (RMS), Normalized Least Square Error (NLSE), Correlation, and 

Peak Signal to Noise Ratio (PSNR). The recognition accuracy by using various measuring 

method is given below in tabulation form, in tables 3.1 to 3.5. 

Table 3.1.: Recognition rate calculated by Norm method: 

Image 

Size 

Number 

of  

Training 

Samples 

Per 

Class 

Recognition Rate Mean ± Standard Deviation (%) 

 

 

Image 

size = 

(32 x 

25) 

Number of Features Considered Per Sample Image 

200 400 600 800 

2 88.87 ± 0.02630 89.68 ± 0.0201 92.11 ± 0.02000 93.74 ± 0.02070 

3 89.67 ± 0.03390 90.89 ± 0.02000 93.37 ± 0.01860 95.07 ± 0.01550 

4 94 .02 ± 0.03375 95.16 ± 0.01660 96 .00 ± 0.01770 96.37 ± 0.01550 

5 95.79 ± 0.02100 96.28 ± 0.01890 96.41 ± 0.01390 97.07 ± 0.01170 

 

Table 3.2.: Recognition rate calculated by Root Mean Square (RMS) method: 

Image 

Size 

Number 

of  

Training 

Samples 

Per 

Class 

 Recognition Rate Mean ± Standard Deviation (%) 

 

 

Image 

size = 

(32 x 

25) 

Number of Features Considered Per Sample Image 

200 400 600 800 

2 89.53 ± 0.01800 90.03 ± 0.01800 90.91 ± 0.03682 92.63 ± 0.02137 

3 90.07 ± 0.02700 91.65 ± 0.02706 93.65 ± 0.02083 95.11 ± 0.02147 

4 93.92 ± 0.02700 95.13 ± 0.01404 96.12 ± 0.01989 97.13 ± 0.01781 

5 96.17 ± 0.02380 96.95 ± 0.01435 97.42 ± 0.01793 97.92 ± 0.00874 
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Table 3.3.: Recognition rate calculated by Normalised Least Square Error (NLSE) method: 

Image 

Size 

Number 

of  

Training 

Samples 

Per 

Class 

 Recognition Rate Mean ± Standard Deviation (%) 

 

 

Image 

size = 

(32 x 

25) 

Number of Features Considered Per Sample Image 

200 400 600 800 

2 88.74 ± 0.02587 89.96 ± 0.01680 92.09 ± 0.03363 92.88 ± 0.02187 

3 91.97 ± 0.02518 93.62 ± 0.03042 94.21 ± 0.02701 95.02 ± 0.01402 

4 94.67 ± 0.02098 95.11 ± 0.00938 96.02 ± 0.01242 96.72 ± 0.01702 

5 95.68 ± 0.01606 96.25 ± 0.01389 97.00 ± 0.01971 98.20 ± 0.01573 

 

Table 3.4.: Recognition rate calculated by Correlation method. 

Image 

Size 

Number 

of  

Training 

Samples 

Per 

Class 

 Recognition Rate Mean ± Standard Deviation (%) 

 

 

Image 

size = 

(32 x 

25) 

Number of Features Considered Per Sample Image 

200 400 600 800 

2 89.46 ± 0.01636 90.03 ± 0.01104 91.11 ± 0.01077 92.52 ± 0.02139 

3 92.10 ± 0.01898 93.15 ± 0.02014 94.26 ± 0.01603 95.03 ± 0.01933 

4 93.31 ± 0.02012 94.02 ± 0.01313 95.56 ± 0.01402 96.26 ± 0.01375 

5 95.26 ± 0.01852 95.82 ± 0.01261 96.62 ± 0.01830 97.11 ± 0.01627 

 

Table3.5.: Recognition rate calculated by Peak Signal to Noise Ratio (PSNR) method. 

 

Image 

Size 

Number 

of  

Training 

Samples 

Per 

Class 

 Recognition Rate Mean ± Standard Deviation (%) 

 

 

Image 

size = 

(32 x 

25) 

Number of Features Considered Per Sample Image 

200 400 600 800 

2 88.86 ± 0.02530 90.91 ± 0.02046 91.89 ± 0.01632 93.03 ± 0.01853 

3 90.26 ± 0.00955 92.16 ± 0.01669 93.78 ± 0.01529 94.28 ± 0.02235 

4 93.03 ± 0.01424 94.56 ± 0.01662 95.82 ± 0.01513 96.21 ± 0.02200 

5 95.47 ± 0.01674 96.23 ± 0.01193 96.96 ± 0.01754 97.88 ± 0.01972 
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Graphical representation of variation of recognition accuracy with the variation of number of 

features in a sample and also with the number of training samples per class is presented as 

given below in figures 3.6. to 3.10.

 

Figure 3.6. Graphical Representation of Recognition Accuracy Measured by Using NORM 

 

Figure 3.7. Graphical Representation of Recognition Accuracy Measured by Using RMS 

 

Figure 3.8. Graphical Representation of Recognition Accuracy Measured by Using NLSE 
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Figure 3.9. Graphical Representation of Recognition Accuracy Measured by Using Correlation 

 

Figure 3.10. Graphical Representation of Recognition Accuracy Measured by Using PSNR 

The graphical representation of performance comparison for various measuring methods with 

variation in number of training samples per class and the comparison among various measuring 

methods with variation in the number of features per sample are also given below in figures 

3.11. to 3.18. 
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Figure 3.11. Performance Comparison among Measuring Methods with Varying Numbers of 

Features per Sample Image When Number of Training Samples per Class Is Fixed (= 2) 

 

Figure 3.12. Performance Comparison among Measuring Methods with Varying Numbers of 

Features per Sample Image When Number of Training Samples per Class Is Fixed (= 3) 

 

Figure 3.13. Performance Comparison among Measuring Methods with Varying Numbers of 

Features per Sample Image When Number of Training Samples per Class Is Fixed (= 4) 
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Figure 3.14. Performance Comparison among Measuring Methods with Varying Numbers of 

Features per Sample Image When Number of Training Samples per Class Is Fixed (= 5) 

 

Figure 3.15. Performance Comparison among Measuring Methods with Varying Number of 

Training Samples per Class When Number of Features per Sample Image Is Fixed (= 200) 

 

Figure 3.16. Performance Comparison among Measuring Methods with Varying Number of 

Training Samples per Class When Number of Features per Sample Image Is Fixed (= 400) 
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Figure 3.17. Performance Comparison among Measuring Methods with Varying Number of 

Training Samples per Class When Number of Features per Sample Image Is Fixed (= 600) 

 

Figure 3.18. Performance Comparison among Measuring Methods with Varying Number of 

Training Samples per Class When Number of Features per Sample Image Is Fixed (= 800) 

From above experiments it can be easily seen that SOLDE give a good recognition accuracy. 

And this good recognition accuracy is due to consideration of diversity in data points in same 

class with intra-class similarity among data points. 

It can also observe that for all performance measuring algorithms i.e. for Norm, RMS method, 

NLSE method, Correlation method, and PSNR method as the training samples per class is 

increased, the recognition accuracy is increased. Recognition accuracy is also increased with 

the increasing number of features per sample image.  
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From above experiments it is clear that among all the above measuring methods, by using 

Normalized Least Square Error (NLSE) we get the best performance i.e. best recognition 

accuracy. NLSE has also been demonstrated to be more stable than other measuring methods. 

3.6. Summery:  

The present chapter has shown how a state-of-the-art variant of LDE algorithm called SOLDE 

algorithm can be effectively employed for thermal imaging of PDVP based biometric systems. 

Various performance measuring methods like Norm, RMS, Correlation, NLSE, and PSNR are 

used for measuring the recognition accuracies and their performance comparisons are also 

carried out. 

Here intra-class variation among data along with the intra-class similarity between data pairs 

are considered and this consideration of both similarity and diversity gives  a better recognition 

accuracy than the recognition accuracy computed considering only intra-class similarity 

between data pairs. And among all the measuring methods, using NLSE we get the best 

performance i.e. best recognition accuracy and least variations in performance. 

Chapter 4 will describe about another variants of LDE i.e. FLDE algorithm and vein pattern 

based biometric authentication using FLDE. 

 



CHAPTER 4 

Fuzzy Local Discriminant Embedding 

for Palm Dorsa Vein Pattern Based 

Biometric System 

 
The chapter presents another variant of LDE algorithm called Fuzzy Local Discriminant 

Embedding algorithm. In this chapter, Fuzzy Local Discriminant Embedding algorithm is used 

for palm dorsa vein pattern based biometric system. 
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CHAPTER 4 

Fuzzy Local Discriminant Embedding for Palm 

Dorsa Vein Pattern Based Biometric System  

4.1. Introduction: 

As mentioned in previous chapters, in machine learning scenario high dimensional data 

increases the required data space and also increases the computational burden and time. To 

overcome this problem one has to reduce the dimension of data i.e. one must map the data from 

high dimensional data space to low dimensional data space. Linear dimensionality reduction 

methods map the high dimensional input data to low dimensional subspace and this subspace 

can provide a compact representation of the input data. As mentioned before, there are mainly 

two fundamental linear dimensionality reduction methods and those are Principal Component 

Analysis (PCA) [47] and Linear Discriminant Analysis (LDA) [70, 71]. PCA attempts to find 

a linear mapping, which preserves the total variance by maximising the trace of feature 

covariance matrix. The optimal projections of PCA are corresponding to the first k  number of 

largest eigenvalues of the total covariance matrix of data [47]. While considering k number of 

largest eigenvalues, PCA may probably discard much useful information and the recognition 

accuracy may be poor due to loss of information. However, in case of LDA, the optimal set of 

projection vectors is found such that it maximizes the determinant of the between-class scatter 

matrix and at the same time minimise the determinant of the within-class scatter matrix. But, 

since the dimension of vectors is high and the number of observations can be small, an intrinsic 

limitation of traditional LDA is that it fails to work when the within-class scatter matrix 

becomes singular, which is known as the small sample size (SSS) problem [70, 71]. It has 

already mentioned that Local Discriminant Embedding (LDE) uses the information of 

neighbours and class relations of data pairs for pattern recognition. However, in real world 

applications, data may not be properly acquired and variation of illumination may also be 

present, which will pose significant challenges. Fuzzy Local Discriminant Embedding (FLDE) 

algorithm is another state-of-the-art variant of the classical LDE algorithm that attempts to 

reduce this external problem and it has been shown that, in case of face recognition problems, 

it could achieve recognition accuracy much higher than LDE [77]. In this thesis this FLDE 

algorithm has been successfully implemented as another candidate variant of LDE algorithm, 
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for thermal imaging of PDVP based biometric systems, and its performance has been 

extensively studied for the benchmark database created and acquired in our laboratory. In 

FLDE, a membership degree matrix is firstly calculated using fuzzy k-nearest neighbourhood 

(FKNN) algorithm [76], then this membership degree information is incorporated into the 

definition of the laplacian scatter matrix to obtain the fuzzy lplacian scatter matrix.  

Manifold learning based methods are quite adept in finding the intrinsic non-linear structure 

hidden in the observed space. Among many manifold learning based algorithms or locality 

preserving techniques, ISOMAP [50, 51], Laplacian Eigenmap (LE) [52, 53], and Locally 

Linear Embedding (LLE) [54, 55] are widely used. Recently, He and Niyogi [25] and He et al. 

[67] proposed locality preserving projections (LPP), which is a linear subspace learning method 

derived from LE. LPP preserves the local information of data and detect the essential pattern 

[67]. The optimal projection axes best preserve the local structure of the underlying distribution 

in the Euclidean space. From analysis it can be found that LPP is closely connected with PCA 

and LDA and LPP can find an embedding space that preserves local information of data. 

However, it is an unsupervised method. Local discriminant embedding (LDE) was developed 

by Chen et al. [56], but the underlying ideas of LDE are almost the same as LPP except for 

using the labelled information [56]. LDE [56] achieves good discriminating performance by 

considering the information of neighbour and class relations between data points. LDE 

incorporates the class information into the construction of embedding and derives the 

embedding for nearest-neighbour classification in a low-dimensional space which learns the 

embedding for the sub-manifold of each class by solving an optimisation problem. For 

eliminating the external problem like illumination variation etc. the advantages of the 

technology of fuzzy sets is used [78]. A number of studies have already been carried out for 

fuzzy image filtering, fuzzy image segmentation and fuzzy edge detection with an ultimate 

objective to overcome the factor of uncertainty being inherently present in many problems of 

image processing and pattern recognition [76]. To achieve the local distribution information of 

original samples Fuzzy k-nearest neighbour (FKNN) is implemented. As already mentioned, 

here a membership degree matrix using FKNN is computed first and then this membership 

degree is incorporated into the definition of the laplacian scatter matrix to obtain the fuzzy 

laplacian scatter matrices. In FLDE two fuzzy neighbour graphs are constructed differing from 

the existing graph based algorithms. In fuzzy neighbourhood graphs neighbour relations of 

nearest data points of same class are maintained and data from different classes are kept distant 

after FLDE [77].  
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The rest of the chapter is constructed as follows: 

I. In Section 4.2., a brief description about LDE and introduce FKNN is given. 

II. In Section 4.3., the idea of LDE and description of FLDE is introduced elaborately. 

III. In section 4.4., a brief description about theoretical justification of FLDE is given. 

IV. In section 4.5., the experimental results reporting the performance evaluation i.e., 

in essence, the recognition accuracy is presented. 

V. In section 4.6., the observations about FLDE methodology for our system is 

concluded. 

4.2. Brief Review of LDE and Fuzzy K-Nearest Neighbour Algorithm: 

4.2.1. Local Discriminant Embedding [56, 77]: 

Although LDE has already been presented in detail, here again the algorithm is introduced in 

very brief which will facilitate to understand further developments made on its basic premises 

to propose the FLDE algorithm. In this approach neighbour and class relations of data are used 

for constructing the embedding for classification problems. LDE [56] does the mapping from 

high dimensional space to low dimensional space. LDE [56] uses locality information to get 

intra-class compactness. Suppose there are n  number of training samples   p

nxxx ,...,, 21  

from C classes. These training samples are used to determine a linear transformation matrix 

 naaaA ,...,, 21  such that 

                                                       nixAy i

T

i ,...,2,1,                                                      (4.1)  

Where iy  denotes the low dimensional representation of training data sample ix . It has already 

been mentioned that the aim of LDE is to keep close the sample from same classes of 

neighbourhood, whereas prevent to keep close the sample from different classes of 

neighbourhood. Then, with the introduction of  G  and 
'G  as the two undirected graphs over 

data points, and W and 
'W  as the weights in G and G′ respectively, one has to optimize the 

following objective function 

                                                      
'2

)(max ij
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ji Wyy                                                             (4.2) 
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ji Wyy                                                                (4.3) 
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The elements ijW in weight matrix W can be defined as follows:  
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And the elements 
'

ijW in weight matrix 'W can be defined as follows: 
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 ,ikj xNx  and

 
ji cc 
                                              (4.5) 

Where, as before,    pxxxxK jiji /exp,
2

 , and p  is a suitable parameter, and 
ji xx   

denotes the L2-norm of the difference between 
ix  and jx , and  ik xN  stands for the k  nearest 

neighbourhoods of 
ix and ic  is the class label of 

ix .  

As mentioned before, the optimisation can be reduced to the following generalised eigenvalue 

problem. From generalized eigen equation one can find the eigenvectors corresponds to largest 

eigenvalues. These eigenvectors make the transformation matrix  naaaA ,...,, 21  for 

embedding. The generalized eigen equation is given as: 

                  aXWDXaXWDX TT )()( ''                                                                             (4.6)  

Where D and 'D , the diagonal matrices, with diagonal elements are given as: 

                               
j

ijWD                                                                                           (4.7) 

                                    
j

ijWD ''
                                                                                                 (4.8) 

4.2.2. Fuzzy K-Nearest Neighbour Algorithm [76, 77]: 

The filtration of classification affects the within-class and between-class scatter matrices and, 

in the process, can augment the performance of the classifier. In this context, fuzzy partition 

can be utilized as an important notion under consideration. Suppose there are n  number of 

transformed (transformed by PCA) training data   p

nxxx ,...,, 21 in a data space and a fuzzy 

C  class partition of these data specifies the degrees of membership of each data to the classes. 

The partition matrix is denoted by ][ ijUU   for Ci ,...,2,1 and nj ,...,2,1  and this partition 

matrix satisfies two following properties: 
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By using FKNN algorithm, the membership degree computation can be realised through the 

following steps [76, 77]: 

i. Firstly the Euclidean distance matrix between pairs of data in training set is computed. 

ii. Then set diagonal elements of this Euclidean distance matrix to infinity (practically 

these diagonal elements are set to a very large value). 

iii. Then the distance matrix is sorted (considering each of its columns separately) in 

ascending order. Then corresponding class labels of the patterns located in the closest 

neighbourhood of the pattern under consideration are collected (as we consider k

number of neighbours, this returns a list of k  integers).  

iv. Then the membership degree to class i  for j th pattern is computed using the expression 

proposed in the literature [79]: 
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                                                                             (4.11) 

In the above expression, ijn  stands for the number of the neighbours of the j th data 

(pattern) that belongs to the i th class. 

4.3. Fuzzy Local Discriminant Embedding (FLDE) [77]: 

An elaborate description about fuzzy local discriminant embedding is now presented here. This 

algorithm essentially incorporates the fuzzy membership degree function for the purpose of 

pattern recognition.  

4.3.1. Basic Idea [77]: 

Suppose there are n  number training data   p

nxxxX  ,...,, 21 in a data space fromC  

number of classes. Let  WXG ,  is an undirected graph with vertex set X and similarity 

matrix is given as W . The transformed low-dimensional data points are  nyyyY ,...,, 21 . A 
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Fuzzy objective function that can be considered for good discriminant approach is given as 

follows [77]: 

                       ijij

ij

ji WUyy
2

2

1
min                                                                   (4.12) 

The projection matrix is denoted as  kaaaA ,...,, 21  and mapping of data points from high 

dimensional data space to low dimensional data space can be carried out as follows: 

                      XAY T                                                                                            (4.13) 

By simple algebraic computation the objective function can be reduced as follows [77]: 

                                 ijij
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1
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F
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Here the fuzzy diagonal matrix FD and the fuzzy laplacian scatter matrix FL can be computed 

by using following expressions: 

                                                    



ij

ijij

F

ii iWUD ,                                                                                           (4.15) 

                                                   FFF WDL                                                                                                   (4.16) 

4.3.2. The FLDE Algorithm [77]: 

As mentioned before, suppose there are n  number of training data   p

nxxxX  ,...,, 21 in a 

data space from C  number of classes and let ic  be the class labels of ix . Then the complete 

FLDE algorithm can be given as follows: 

i. Fuzzy Neighbourhood Graphs Construction: Fuzzy neighbourhood graphs are required 

for computation of the fuzzy membership degree functions. Let fuzzyG denote a fuzzy 

neighbourhood graph and to construct fuzzyG  with the help of training data matrix X , 
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data belong to the same class in local neighbourhood are considered. Fuzzy 

neighbourhood graph fuzzyG is constructed as follows [77]: 

 







jki

ji

fuzzy xNx

CC
ifG :

or  ikj xNx 
                                                                              (4.17) 

ii. Let 
'

fuzzyG  denote another fuzzy neighbourhood graph and to construct 
'

fuzzyG  with the 

help of training data matrix X , data belong to different classes in local neighbourhood 

are considered.  

Fuzzy neighbourhood graph 
'

fuzzyG is constructed as follows [77]: 
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fuzzy xNx
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 ikj xNx 
                                                                                        (4.18) 

Here  ik xN  and  jk xN  stand for the k  nearest neighbourhoods of 
ix and jx  

respectively. 

iii. Construction of the Intra-class Compactness Fuzzy Graph and Separability Fuzzy 

Graph [77]: Intra-class Compactness Fuzzy Graph is computed from neighbourhood 

graph fuzzyG using the following expression: 
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Here ijn  stands for the number of the neighbours of the jth data (pattern) that belong to 

the ith class and k is the number of neighbourhoods to be considered. In a similar way 

seperability fuzzy graph is also computed from 
'

fuzzyG  as follows [77]: 
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            (4.20)   

 Where fuzzy affinity matrix
G

fuzzyW , the fuzzy diagonal matrix 
G

fuzzyD and the fuzzy 

laplacian matrix 
G

fuzzyL  of the graph fuzzyG  can be defined as follows [77]: 
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In a similar way the other fuzzy affinity matrix
'G

fuzzyW , the fuzzy diagonal matrix 
'G

fuzzyD  

and the fuzzy Laplacian matrix 
'G

fuzzyL of 
'

fuzzyG can be computed in the same manner, as 

given below [77]: 
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iv. Transformation [77]: From generalized eigen equation one can find the eigenvectors 

corresponding to the largest eigenvalues. These eigenvectors make the transformation 

matrix  naaaA ,...,, 21  for embedding. The generalized eigen equation can be 

represented as follows: 

                  aXWDXaXWDX TG

fuzzy

G

fuzzyi

TG

fuzzy

G

fuzzy )()(
''

                                       (4.27) 

Then embedding of data from high dimensional data to low dimensional data is done 

using following equation: 

                    i

T

i xAy  ,   ni ,...,2,1                                                                            (4.28) 

 

The detailed algorithm of the aforementioned method is given in Algorithm 4.1. 

Algorithm 4.1: FLDE Algorithm 

INPUT: Training Matrix
mxnX  , k-Nearest Neighbour, 

OUTPUT: Weight Matrices W and
'W , 

BEGIN: 

Initialize 0B  

FOR ncntr :11  

FOR ncntr :12   

       2
2:,1:,exp2,1 cntrXcntrXcntrcntrB   

END FOR 
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END FOR 

Initialize BW   

Initialize BW   

FOR ncntr :11  

FOR ncntr :12   

 IF  21 cntrcntr   

  IF class  1cntr = class  2cntr  

    02,1 cntrcntrW  

  ELSE 

    02,1' cntrcntrW  

  END IF 

 END IF 

END FOR 

END FOR 

 BsortBsort   

matclass _  Class of elements in sortB  

Initialize 0U  

Initialize 0' U  

FOR ni :1  

 FOR nj :1  

  1val Class of i  

  2val  = Class of j  

  )12( valvalfindn   
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  IF  21 valval   

    knu /*49.051.0   

    knu /*49.0'   

  ELSE 

    knu /*49.0  

    knu /*49.051.0'   

  END IF 

    ujiU ,  

    '' , ujiU   

 END FOR 

END FOR 

END 

WUWfuzzy *  

''' *WUW fuzzy   

Initialize 0fuzzyD  

Initialize 0' fuzzyD  

Initialize 0fuzzyL  

Initialize 0' fuzzyL  

FOR ncntr :1  

  
cntr

cntrcntrfuzzy WcntrcntrD ,,  

WDL fuzzyfuzzy   

END FOR 
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FOR ncntr :1  

  
cntr

cntrcntrfuzzy WcntrcntrD ,
'' ,  

''' WDL fuzzyfuzzy   

END FOR 

END 

4.4 Theoretical Justification of FLDE [77]:  

A theoretical justification of FLDE has already been presented in [77] and this has been detailed 

now. Equation (4.27) can be solved by Lagrangian multiplier method as follows [77]: 

                               01
''
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                                       (4.29) 

Where i  is the Lagrangian multiplier. Thus one can obtain (4.27), where iA  the generalised 

eigenvector corresponds to generalised eigenvalue i . 

4.5. Experimental Setup and Performance Evaluation: 

4.5.1. The Experimental Setup [80, 83]: In this thesis, the FLDE algorithm has been 

successfully employed for both FIR and NIR thermal imaging of PDVP based biometrics. The 

experimental setup employed in our laboratory to acquire the PDVP NIR thermal images and 

the associated image pre-processing steps employed before the processed images are stored in 

a database have already been explained in detail in Chapter 3. In addition to that, the FIR 

thermal images of PDVP patterns are obtained from several subjects in our laboratory using 

KT-384 thermal imager which is manufactured by Sonel®, Poland). This is a fully radiometric 

camera and it has non-cooled micro-bolometric matrix type detector with 384×288 pixel 

thermal resolution and thermal sensitivity of less than 0.08C [80]. Complete integrated system 

developed for real-time human recognition using PDSVP is shown in figure   below. 
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Figure 4.1. Complete Integrated System Developed for Real-Time Human Recognition Using 

PDSVP [80] 

4.5.2. Performance Evaluation: We first present our extensive results obtained for the FIR 

thermal imaging, based on the database created in our laboratory which is named as JU-FIR-

V1 database.  

The JU-FIR-V1 database contains 435 images of 29 individuals with 15 images for each 

person. In these experiments all the images are resized to 32 X 32 pixels. For extensive 

experimental investigation, we consider different situations of 2, 3, 4 and 5 images per person 

as training data respectively and, in each case, rest of images from the database are utilized for 

the testing purpose. Also we vary the number of features per sample image as 200, 400, 600 

and 800 respectively. For each experiment we consider 25 nearest neighbours. 

Firstly we have optimized the above parameter (training samples per class and features per 

sample image) and then we find out the recognition rate with other measures like Norm, Root 

Mean Square (RMS), Normalized Least Square Error (NLSE), Correlation, and Peak Signal to 

Noise Ratio (PSNR). 

The recognition accuracies obtained by using various measuring method is given below in 

tabular form, in tables 4.1. to 4.5. 
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Table 4.1.: Recognition rate calculated by NORM method: 

 

Image 

Size 

Number of 

Nearest 

Neighbours 

to Be 

considered 

Number 

of 

Training 

Samples 

per 

Class 

Recognition Rate Mean ± Standard Deviation (%) 

Number of Features Per Sample Image 

Image 

size = 

(32 x 

32) 

Nearest 

neighbours 

considered 

is = 25 

200 400 600 800 

2 90.01±0.0179 90.81±0.0108 91.38±0.0138 92.04±0.0111 

3 93.19±0.0083 93.85±0.0126 94.25±0.0157 94.89±0.0121 

4 95.17±0.0126 95.58±0.0175 95.84±0.0125 96.26±0.0063 

5 97.24±0.0093 97.37±0.0067 97.56±0.0094 97.89±0.0153 

 

Table 4.2.: Recognition rate calculated by Root Mean Square (RMS) method: 

 

Image 

Size 

Number of 

Nearest 

Neighbours 

to Be 

considered 

Number 

of 

Training 

Samples 

per 

Class 

Recognition Rate Mean ± Standard Deviation (%) 

Number of Features Per Sample Image 

Image 

size = 

(32 x 

32) 

Nearest 

neighbours 

considered 

is = 25 

200 400 600 800 

2 90.26±0.0184 90.79±0.0179 91.28±0.0145 91.57±0.0137 

3 93.78±0.0181 94.08±0.0190 94.59±0.0088 94.93±0.0088 

4 95.79±0.0117 96.11±0.0137 96.27±0.0158 96.77±0.0050 

5 96.72±0.0078 97.48±0.01921 97.62±0.0095 97.82±0.0137 

 

Table 4.3.: Recognition rate calculated by Normalized Least Square Error (NLSE) method: 

 

Image 

Size 

Number of 

Nearest 

Neighbours 

to Be 

considered 

Number 

of 

Training 

Samples 

per 

Class 

Recognition Rate Mean ± Standard Deviation (%) 

Number of Features Per Sample Image 

Image 

size = 

(32 x 

32) 

Nearest 

neighbours 

considered 

is = 25 

200 400 600 800 

2 90.39±0.0139 90.56±0.0096 91.19±0.0146 92.12±0.0136 

3 94.40±0.0090 94.54±0.0133 94.72±0.0146 95.28±0.0158 

4 95.70±0.0125 96.48±0.0093 96.86±0.0128 97.17±0.0175 

5 97.17±0.0117 97.32±0.0078 97.47±0.0117 98.42±0.0192 
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Table 4.4.: Recognition rate calculated by Correlation method: 

 

Image 

Size 

Number of 

Nearest 

Neighbours 

to Be 

considered 

Number 

of 

Training 

Samples 

per 

Class 

Recognition Rate Mean ± Standard Deviation (%) 

Number of Features Per Sample Image 

Image 

size = 

(32 x 

32) 

Nearest 

neighbours 

considered 

is = 25 

200 400 600 800 

2 89.92±0.0176 90.43±0.0073 90.97±0.0105 91.29±0.0076 

3 93.86±0.0095 94.28±0.0154 94.93±0.0165 95.68±0.0145 

4 96.05±0.0582 96.54±0.0125 97.12±0.0162 97.48±0.0175 

5 97.31±0.0212 97.41±0.0071 97.62±0.0128 98.02±0.0154 

 

Table 4.5.: Recognition rate calculated by Peak Signal to Noise Ratio (PSNR) method: 

 

Image 

Size 

Number of 

Nearest 

Neighbours 

to Be 

considered 

Number 

of 

Training 

Samples 

per 

Class 

Recognition Rate Mean ± Standard Deviation (%) 

Number of Features Per Sample Image 

Image 

size = 

(32 x 

32) 

Nearest 

neighbours 

considered 

is = 25 

200 400 600 800 

2 90.03±0.0135 91.11±0.0126 91.82±0.0016 92.52±0.0042 

3 94.51±0.0176 95.02±0.0113 95.97±0.01241 96.90±0.0012 

4 95.82±0.0182 96.23±0.0151 97.02±0.0151 97.57±0.0156 

5 97.41±0.0052 97.82±0.0012 98.07±0.0128 98.79±0.0128 

 

Graphical representation of variation of recognition accuracy with the variation of number of 

features in a sample and also with the number of training samples per class is presented as 

given below in figures 4.2. to 4.6. 

 

Figure 4.2. Graphical Representation of Recognition Accuracy Measured by Using NORM 
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Figure 4.3. Graphical Representation of Recognition Accuracy Measured by Using RMS 

 

Figure 4.4. Graphical Representation of Recognition Accuracy Measured by Using NLSE 

 

Figure 4.5. Graphical Representation of Recognition Accuracy Measured by Using Correlation 
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Figure 4.6. Graphical Representation of Recognition Accuracy Measured by Using PSNR 

The graphical representation of performance comparison for various measuring methods with 

variation in number of training samples per class and the comparison among various measuring 

methods with variation in the number of features per sample image are also given below in 

figures 4.7. to 4.14. 

Figure 4.7. Performance Comparison among Measuring Methods with Varying Numbers of 

Features per Sample Image When Number of Training Samples per Class Is Fixed (= 2) 
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Figure 4.8. Performance Comparison among Measuring Methods with Varying Numbers of 

Features per Sample Image When Number of Training Samples per Class Is Fixed (= 3) 

 

Figure 4.9. Performance Comparison among Measuring Methods with Varying Numbers of 

Features per Sample Image When Number of Training Samples per Class Is Fixed (= 4) 

 

Figure 4.10. Performance Comparison among Measuring Methods with Varying Numbers of 

Features per Sample Image When Number of Training Samples per Class Is Fixed (= 5) 
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Figure 4.11. Performance Comparison among Measuring Methods with Varying Number of 

Training Samples per Class When Number of Features per Sample Image Is Fixed (= 200) 

Figure 4.12. Performance Comparison among Measuring Methods with Varying Number of 

Training Samples per Class When Number of Features per Sample Image Is Fixed (= 400) 

 

Figure 4.13. Performance Comparison among Measuring Methods with Varying Number of 

Training Samples per Class When Number of Features per Sample Image Is Fixed (= 600) 
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Figure 4.14. Performance Comparison among Measuring Methods with Varying Number of 

Training Samples per Class When Number of Features per Sample Image Is Fixed (= 800) 

From above experiments it can be easily seen that FLDE give a good recognition accuracy for 

FIR image of palm dorsa vein pattern. And this good recognition accuracy is because of 

addition of fuzzy membership to each data by using k-nearest neighbourhood. 

It can also observe that for all measuring algorithm i.e. for Norm, RMS method, NLSE method, 

Correlation method, and PSNR method as the training samples per class is increased, the 

recognition accuracy is increased. Recognition accuracy is also increased with the increasing 

number of features per sample image. We can also observe that increasing the no of training 

sample increases recognition accuracy more. 

From above experiments it is clear that from all the above measuring method by using Peak 

Signal to Noise Ratio (PSNR) for measuring we get the best performance i.e. best recognition 

accuracy. 

We have also done this experiments on JU-NIR-V2: NIR Vein Database. The JU-NIR-V2: NIR 

Vein Database contains 570 images of 57 individuals where each person has 10 images. In this 

experiments all the images are resized to 32 X 25 pixels manually. Here we take 5, 4, 3, and 2 

images per person as training data respectively and rest of images are taken for testing. Also 

we vary the number of features per sample 200, 150, 100 and 50 respectively. For each 

experiment we consider 25 nearest neighbours. 

Firstly we have optimized the above parameter (training samples per class and features per 

sample image) and then we determine the recognition rate with quantitative measures like 

Norm, Root Mean Square (RMS), Normalized Least Square Error (NLSE), Correlation, and 
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Peak Signal to Noise Ratio (PSNR). The recognition accuracy by using various measuring 

method is given below in tabulation form, in tables 4.6. to 4.10. 

Table 4.6.: Recognition rate calculated by NORM method: 

Image 

Size 

Number of 

Nearest 

Neighbours 

to Be 

considered 

Number 

of 

Training 

Samples 

per 

Class 

Recognition Rate Mean ± Standard Deviation (%) 

Number of Features Per Sample Image 

Image 

size = 

(32 x 

32) 

Nearest 

neighbours 

considered 

is = 25 

200 150 100 50 

5 100.0±0.0000 100.0±0.0000 100.0±0.0000 100.0±0.0000 

4 100.0±0.0000 100.0±0.0000 99.88±0.0037 99.65±0.0016 

3 100.0±0.0000 99.85±0.0033 99.72±0.0058 99.17±0.0080 

2 99.95±0.0009 99.73±0.0045 99.49±0.0072 98.70±0.0077 

 

Table 4.7.: Recognition rate calculated by Root Mean Square (RMS) method: 

 

Image 

Size 

Number of 

Nearest 

Neighbours 

to Be 

considered 

Number 

of 

Training 

Samples 

per 

Class 

Recognition Rate Mean ± Standard Deviation (%) 

Number of Features Per Sample Image 

Image 

size = 

(32 x 

32) 

Nearest 

neighbours 

considered 

is = 25 

200 150 100 50 

5 100.0±0.0000 100.0±0.0000 100.0±0.0000 100.0±0.0000 

4 100.0±0.0000 99.99±0.0003 99.86±0.0024 99.67±0.0055 

3 99.95±0.0016 99.79±0.0041 99.64±0.0048 99.50±0.0079 

2 99.90±0.0018 99.59±0.0031 99.50±0.0047 99.34±0.0041 

 

Table 4.8.: Recognition rate calculated by Normalized Least Square Error (NLSE) method: 

 

Image 

Size 

Number of 

Nearest 

Neighbours 

to Be 

considered 

Number 

of 

Training 

Samples 

per 

Class 

Recognition Rate Mean ± Standard Deviation (%) 

Number of Features Per Sample Image 

Image 

size = 

(32 x 

32) 

Nearest 

neighbours 

considered 

is = 25 

200 150 100 50 
5 100.0±0.0000 100.0±0.0000 100.0±0.0000 99.81±0.0059 

4 100.0±0.0000 99.94±0.0018 99.86±0.0018 99.60±0.0036 

3 99.97±0.0018 99.83±0.0023 99.56±0.0036 99.16±0.0069 

2 99.82±0.0034 99.70±0.3730 99.32±0.0036 99.07±0.0065 
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Table 4.9.: Recognition rate calculated by Correlation method is given below: 

Image 

Size 

Number of 

Nearest 

Neighbours 

to Be 

considered 

Number 

of 

Training 

Samples 

per 

Class 

Recognition Rate Mean ± Standard Deviation (%) 

Number of Features Per Sample Image 

Image 

size = 

(32 x 

32) 

Nearest 

neighbours 

considered 

is = 25 

200 150 100 50 

5 100.0±0.0000 100.0±0.0000 100.0±0.0000 99.86±0.0043 

4 99.86±0.0044 99.73±0.0055 99.63±0.0059 99.45±0.0072 

3 99.64±0.0058 99.34±0.0063 99.21±0.0070 98.96±0.0084 

2 99.51±0.0048 99.14±0.0088 99.07±0.0063 98.83±0.0058 

 

Table 4.10.: Recognition rate calculated by PSNR method is given below: 

 

Image 

Size 

Number of 

Nearest 

Neighbours 

to Be 

considered 

Number 

of 

Training 

Samples 

per 

Class 

Recognition Rate Mean ± Standard Deviation (%) 

Number of Features Per Sample Image 

Image 

size = 

(32 x 

32) 

Nearest 

neighbours 

considered 

is = 25 

200 150 100 50 

5 100.0±0.0000 99.86±0.0044 99.81±0.0037 99.72±0.0044 

4 99.85±0.0046 99.72±0.005 99.58±0.0072 99.47±0.0097 

3 99.64±0.0057 99.59±0.0055 99.34±0.0087 99.25±0.0099 

2 99.36±0.0063 99.14±0.0066 98.93±0.0077 98.89±0.0087 

 

Graphical representation of variation of recognition accuracy with the variation of number of 

features in a sample and also with the number of training samples per class is presented as 

given below in figures 4.15. to 4.19.: 

 

Figure 4.15. Graphical Representation of Recognition Accuracy Measured by Using NORM 
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Figure 4.16. Graphical Representation of Recognition Accuracy Measured by Using RMS 

 

Figure 4.17. Graphical Representation of Recognition Accuracy Measured by Using NLSE 

Figure 4.18. Graphical Representation of Recognition Accuracy Measured Using Correlation 
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Figure 4.19. Graphical Representation of Recognition Accuracy Measured by Using PSNR 

The graphical representation of performance comparison for various measuring methods with 

variation in number of training samples per class and the comparison among various measuring 

methods with variation in the number of features per sample are also given below in figures 

4.20. to 4.27.: 

Figure 4.20. Performance Comparison among Measuring Methods with Varying Numbers of 

Features per Sample Image When Number of Training Samples per Class Is Fixed (= 2) 
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Figure 4.21. Performance Comparison among Measuring Methods with Varying Numbers of 

Features per Sample Image When Number of Training Samples per Class Is Fixed (= 3) 

Figure 4.22. Performance Comparison among Measuring Methods with Varying Numbers of 

Features per Sample Image When Number of Training Samples per Class Is Fixed (= 4) 

Figure 4.23. Performance Comparison among Measuring Methods with Varying Numbers of 

Features per Sample Image When Number of Training Samples per Class Is Fixed (= 5) 
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Figure 4.24. Performance Comparison among Measuring Methods with Varying Number of 

Training Samples per Class When Number of Features per Sample Image Is Fixed (= 50) 

Figure 4.25. Performance Comparison among Measuring Methods with Varying Number of 

Training Samples per Class When Number of Features per Sample Image Is Fixed (= 100) 

Figure 4.26. Performance Comparison among Measuring Methods with Varying Number of 

Training Samples per Class When Number of Features per Sample Image Is Fixed (= 150) 
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Figure 4.27. Performance Comparison among Measuring Methods with Varying Number of 

Training Samples per Class When Number of Features per Sample Image Is Fixed (= 200) 

From above experiments it can be easily seen that FLDE give a good recognition accuracy for 

NIR image of palm dorsa vein pattern. And this good recognition accuracy is because of 

addition of fuzzy membership to each data by using k-nearest neighbourhood. 

It can also observe that for all measuring algorithm i.e. for Norm, RMS method, NLSE method, 

Correlation method, and PSNR method as the training samples per class is increased, the 

recognition accuracy is increased. Recognition accuracy is also increased with the increasing 

number of features per sample image. We can also observe that increasing the no of training 

sample increases recognition accuracy more. 

From above experiments it is clear that from all the above measuring methods by using Norm, 

Root Mean Square (RMS), Normalized Least Square Error (NLSE), and Correlation for 

measuring we get the best performance i.e. best recognition accuracy. 

4.6 Summery: 

The present chapter has shown how a state-of-the-art variant of LDE algorithm called FLDE 

algorithm can be effectively employed for thermal imaging of PDVP based biometric systems. 

Various performance measuring methods like Norm, RMS, Correlation, NLSE, and PSNR are 

used for measuring the recognition accuracies and their performance comparisons are also 

carried out. 

In this methodology the membership degree of every data in every classes using fuzzy k nearest 

neighbourhood (FKNN) is computed. And this membership degree is incorporated into the 



82 | P a g e  
 

definition of the laplacian scatter matrix to obtain the fuzzy laplacian scatter matrices. And we 

can see that FLDE gives very good recognition accuracy in vein pattern based biometric 

authentication. Among all measuring methods (NORM, RMS, NLSE, Correlation, PSNR),   

gives better recognition accuracy. 

 



CHAPTER 5 

Conclusions and Future Scopes of Work 

 

This chapter represent an eventual elucidation and provide a route to future research works. 
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CHAPTER 5 

Conclusions and Future Scopes of Work 

In this thesis some of the most exigent and contemporary issues related to general biometric 

pattern recognition have been addressed and analysed This thesis has effectively demonstrated 

how several state-of-the-art variants of local discriminant embedding (LDE) algorithms can be 

effectively utilized for dimensionality reduction and subsequent biometric authentication and 

recognition systems, developed using thermal imaging of palm dorsa vein patterns (PDVP). To 

be specific, the thesis has concentrated in developing such useful solutions utilizing two 

contemporary improved variants of LDE called Stable Orthogonal Local Discriminant 

Embedding (SOLDE) algorithm and Fuzzy Local Discriminant Embedding (FLDE) algorithm. 

In chapter 1, a brief review of different types of biometric security system and their 

corresponding features, advantages and disadvantages are discussed. Thermal image based 

biometric and their features are explored in this chapter. In addition to these, features of an 

ideal biometric and mode of operation of a biometric security system is also given in this 

chapter. 

In chapter 2, various dimension reduction methods like Linear Discriminant Analysis (LDA), 

Local Discriminant Embedding (LDE) are discussed. As high dimensional data increases the 

required space, computational burden and time, so reduction of feature dimension is very much 

necessary in image processing scenario. Variants of LDE like SOLDE, FLDE, and Kernel LDE 

are also given in brief in this chapter. 

In chapter 3, Stable Orthogonal Local Discriminant Embedding is used for feature extraction 

and pattern classification based on real-time palm dorsa subcutaneous vein pattern. General 

LDE uses only the similarity between the data pairs belongs to same class. But SOLDE uses 

both the similarity and diversity between the data pairs belongs to same class in local 

neighbourhood. This extra additional feature make it a good approach for pattern recognition. 

Vein biometric based pattern recognition using SOLDE is probably first to use vein pattern in 

SOLDE. JU-NIR-V2: NIR database is used for experimental purpose. Experimental results of 

SOLDE shows that SOLDE gives a good recognition accuracy using vein pattern and also it is 

observed that for all measuring algorithm i.e. for Norm, RMS method, NLSE method, 
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Correlation method, and PSNR method as we increase the training sample per class the 

recognition accuracy is increased. Recognition accuracy is also increased with the increasing 

number of feature vectors per sample. Among above mentioned measuring methods NLSE 

gives better recognition accuracy than others measuring methods. 

The present thesis work carried out can pave way for potential future works in several 

directions. For example, in future, the possible research scopes can pursue directions like: 

i. More extensive performance evaluations of these algorithms for an enhanced database 

with more number of individuals. 

ii. More extensive study on the weightage of the diversity matrix can be carried out and 

how the parameter  can be optimized for better performance, can also be studied. 

iii. The experimentation of the SOLDE algorithm has been done here only for NIR images. 

We can experiment this on other types of infrared images e.g. FIR images. 

iv. Gao et al. used SOLDE [69] for face based biometric authentication. In this thesis it 

has been utilized for thermal imaging of PDVP. Other biometric features like iris, 

fingerprint, ear, knuckle, and palm print etc. can also be explored for further future 

research.  

In chapter 4, another variants of LDE i.e. Fuzzy Local Discriminant Embedding is discussed 

and used for real time palm dorsa subcutaneous vein pattern based biometric authentication 

system. In this methodology the membership degree of every data in every classes using fuzzy 

k  nearest neighbourhood (FKNN) is computed. And this membership degree is incorporated 

into the definition of the Laplacian scatter matrix to obtain the fuzzy Laplacian scatter matrices. 

Experimental result shows that FLDE gives very good recognition accuracy in vein pattern 

based biometric authentication. 

The future scopes for research in this context can be as follows: 

i. We can also study the performance of this algorithm for an enhanced database with 

more number of individuals. 

ii. Yang et al. used FLDE [77] for face based biometric authentication. In this thesis it has 

been utilized for thermal imaging of PDVP. Other biometric features like iris, 

fingerprint, ear, knuckle, and palm print etc. can also be explored for further future 

research. 
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iii. Different variants of FKNN can also be explored to develop new variants of FLDE 

algorithm which can be utilized to develop effective biometric solutions in future. 

In addition to these research directions, development of similar biometric solutions using other 

variants of LDE e.g. Kernel LDE, two dimensional LDE etc. can also be explored for biometric 

recognition purposes.  
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