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In conventional filtering technique, a signal can be separated
from unwanted noise when the signal and the noise spectra do not

overlap (shown in Fig.1).
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Fig. 1. Conventional filtering.
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But when the signal and the noise spectra overlap,
conventional filtering technique fails to separate the signal and the

additive noise (shown in Fig.2).
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Fig. 2. Signal and naise‘havingoveriapping amplitude spectra.

When_both the_signal.s(t) and the additive noise n(t) are
stochastic and statlenary.processes, the signal s(t) can be estimated
optimally with-Wienex filtering technique, so that the noise part is
reduced as *muchas possible when the spectral densities of the
signal and the noise are known quantities. Filtering is possible with
overlapping or non-overlapping signal and noise spectra.

Fig. 3 illustrates the principle of operation of Wiener filter.

An optimal filter estimates the signal §(t) so that the mean square

error Ele(t)zJ is a minimum.
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Fig. 3. Wiener filter model
s(t):  Signal d(t): Deswed sutput
n(t): Noise e(t):, <Errox
x(t):  Filter input e(t)=d(t) ~s(t)
§(t):  Filter output X(t)="s(t) +-n(t)

If a filter can be\designed that has minimum mean square
error, the filteris ‘then \called ‘the Optimal filter in the mean
square errorsense’At iscalso known as the Wiener filter.

When “thetfilter is>causal with a finite duration impulse
response itis\Called@’eonstrained Wiener FIR filter.

Let'a Wiener FIR filter H(z) contain N number of taps, i.e.
(N-1) number of delay stages. Then, at the nth instant, the input-

@uiputsetation can be expressed as,

N-1

§o = hy Xy (1)

S

forall n
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where h,, m=0,1, ...... N — 1, is the finite impulse response of

the causal FIR filter. In matrix form, relation (1) can be rewritten

as
S, =H"X, (2)
where
HT =[hy, Ny, ]
and X7 =X, X oo, X oS
The problem is, for a given s, and x,design.h,,m=0, 1, ...... N-1,

such that the mean sguare efror E[ef]= El(dn -S, )2J is a
minimum.

Fig. 4 shows the Digcrate Wienet Filter in its schematic form.
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Fig.4: Discrete Wiener Filter

The mean square error can be expressed as

koo B

=z
i
z
i

N

= hm th[anm ank]_ zi th[ankdn]-i_ E[dnz] (3)
k=0

N -1
= hmhkax(m_k)_zz h Ry (k)"‘ Ry (O)
k=0
E[Xn—m Xnak ] 2 E|.Xn’ X{n’+(m—k)}J
=Ry (m—-k) (wheren’ = n—m)
Ru(k): Auto-correlation of the input sequence X,

Ryq (K): Cross-correlation between the input sequence x, and

the desired output sequence d,
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Now, for a minimum mean square error,

2
aE[e"J:o, FOFj=0,1, ovrernn N-1
oh,
N -1
or ZthRXX(m—j)—ZRxd(J)=0
m=0
or YhR (m-j)=R,(j) (4)

Let us consider the quantity,

-1 N-1
0> > huh Ry (m—k)
m=0 k=0

on,

Now for each j, say.j = 2, there isCoge term of m = 2 in the first
summation, andone tegm.of k=-2-in the second summation. Thus,

the above quantity becomes,

:m:_OhmRXX( _J)—i_;hkax(J_k)
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as Ry (I-k)=Ry(k—I), aneven function.

When X, is stationary, Ry(n) = Ry(—n), and relation (4) can be

expressed in matrix form as

- R.00) RO R.AN=T[h | [ R.O)]
O RO RN-D)| g R
RON-D RIN-2) - R0, S RN
or, RH=P (6)
where,
- R.(0) 0 R, (N-1)
R= R.0) R*X:(O) R.AN-2) , the data correlation
RN RMNDSS R0)
matrix,

H &[hRo- h]
and”P" =[R,(0) --- R,(N-1)]
These relations (4), (5) or (6) are the finite causal form of Disgrete

Wiener-Hopf Equation This set of linear equations specifies the
optimal filter.
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From relations (4), (5) or (6), the optimal impulse response hy,
m=0, 1,..., N — 1 of the filter H(z) can be obtained when
correlation functions Ry, (m-j) and R,4 (j) are known quantities
{c.f. relation (4)}.

The mean square error with optimal h,, can be obtained-as

(from relation (3)),

E[es]=fzjhk[2m<m—k)—szd (kﬂmdd )

N-1
Substituting the value of Z him Ry (M —K) from'relation (4),
m=0
E[er? ]optimal - Rdd (O) t NZ‘f hk [Rxd (k)_ 2 Rxd (k )]
IR 7
:Rdd(o)—zhkad(k) )

=~

=0
When s, and nyare-statistically” independent and n, has a zero

mean, then

Rxd (k): E[Xndn+k]: E[{Sn + nn }dn+k]
< E[Sndn+k]+ E[nndn+k] (8)
= de (k) + Rnd (k)

and R, (k)= E[x, X, [=E[(s, +n,) (S0 + )]

5,500 ]+ E[n,] ©
= Rss (k)+ Rnn (k)
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as E[s,n.. |=E[n,s,. ]=0
Now, relation (4) can be expressed in terms of convolution
operation as
h* Ru(i) = Rea(i) (10)
j=0,1,....,N-1
The unconstrained Wiener filtering operation can be expressed-as
hj* Rex() = Rya(i) (1)

where * represents convolution operation!

Taking z-transform of relationv(11)-and by Wiener = Khintchine

theorem,
H(Z) Sxx(z) - Sxd(z) (12)

where H(z)-is the optimalssystem function of the unconstrained
Wiener filter, Sydz) is. the discrete power spectral density of the
filter input;and S,a(Z) s the discrete cross spectral density between
the filter. Inputiand the desired output.

Thus.the_optimal system function of the filter is (from relation

(22)),

H(z)= =12 (13

10
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Sx(Z) = Sss(2) + Snn(2) (14)

when s, and n, are statistically independent.

Normally, for filtering problems, the desired output is the signal
itself, d, = s,. Furthermore s, and n, are uncorrelated. random
sequences as is usually the case in practice.

. From relation (8),

Rxd(k) — Rss(k) + Rns(k) = Rss(k) (15)

Now, taking z-transform,

Sxd (Z) :Sss(z) (16)

Therefore the optimal system function becomes (when d,, = s;),

H(z )_ sz) (17)

5.(2)+5,(2)

To obtain the frequency response of the filter, in the frequency

domain, we substitute Z = el = ejz”fr, where t is the sampling

interval. Then the optimal filter gain is

11
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H(w) = — 3@ (18)

It can be seen from relation (18), that H(w) is a frequency
dependent scalar quantity. Therefore the optimal estimate. of signal
output is

§(t)=F*[X(@)H(o)] (19)

where F'[e] represents the inverse Falicier transform operation and

X(w) is the Fourier transform of theAfilter-input x(t). Therefore,

X ()= Ffx(t)] (20)

where F[e] is thedourier transform operation.

The Wiener filter weights the spectral components in X(f) in
accordanee \with the relation (18), as shown in Fig. 5. In region
where \there is no signal power, the spectral components are
entirely suppressed, and if there is no noise power, the components
are entirely passed. In the overlapping region, the filter not only

affects the noise components, but the signal components as well.

12
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Therefore, the smaller the spectral overlap between the signal and

the noise, the more effective the Wiener filter is.
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