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Chapter 1 

Chapter 1 Introduction 

Just as a picture is worth a thousand words, our faces can express a wealth of 

information. Every person express himself or herself with different facial expression. 

Now a day’s facial expression recognition is a popular research topic due to its real 

life applications in a wide variety of areas. The study of human facial expressions is 

one of the most challenging domains in pattern research community. Each facial 

expression is generated by non-rigid object deformations and these deformations are 

person-dependent. The goal of the project was to design and implement a system for 

automatic recognition of human facial expression. The results of the project are of a 

great importance for a broad area of applications that relate to both research and 

applied topics. 

        Almost in every automatic expression analysis system, researcher used lots of 

different approaches for recognizing some small set of expressions: Happiness, 

Surprise, Anger, Fear and Disgust [1, 2]. In our system we also tried to recognize this 

set of expression by using some geometrical features. Expressions are changed for 

every different emotions by changing two or three discrete facial features. Sometimes 

this emotion change can be determined by changing one discrete feature, such as anger 

can be represent by showing tightening lips, surprise can be represented by raising 

eyebrow [3] and so on. 
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         Automatic recognition of facial expressions is a process primarily based on 

analysis of permanent and transient features of the face, which can be only assessed 

with errors of some degree. The expression recognition model is oriented on the 

specification of Facial Action Coding System (FACS) of Ekman and Friesen [4]. The 

FACS is a human-observer-based system designed to describe subtle changes in facial 

features. This Facial Action Coding system is discussed later in this thesis.   

       In a Human Computer Interface, the expression has a great importance as 

potential input, and this is especially true in voice-activated control systems. 

Experiments show when people are speaking, 55% of communication happens via 

expression whereas only 7% happens via spoken words. 

       In the graphic computer area, a facial expression derived from real images can be 

used to animate synthetic characters. This technique is useful in video telephony with 

limited bandwidth. Instead of transmitting the video, we can just send the facial 

expression sequence, with the help of that the original video can be reconstructed. 

Another application is in the movie industry where they use this technique to produce 

high-quality computer animation. 

       Automatic recognition of expressions very challenging experiment, as there are 

many underlying factors that can affect the mode of facial expressions. One factor is 

the presence of subject differences like the texture of the skin, hair style, age, gender, 

and ethnicity. All these factors have a huge influence on the expression of the face. In 

addition to the differences in appearance, there might be differences in expressiveness; 

that is, individuals express their emotion differently from each other. Expressiveness 

specifically refers to the degree of facial plasticity, morphology, frequency of intense 

expression, and the overall rate of expression. These individual differences are a very 

important aspect of identity, and characteristic facial actions may be used as a 

biometric property to improve the accuracy of the facial recognition algorithms.    
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1.1 Applications:  

 

          Automatically detecting facial expressions has become an increasingly 

important research area in machine learning, computer vision and behavioral research 

area. Not only in research area, but also it can be used for many applications such as 

security [20], driver safety [24], health-care [27] and human-computer-interaction 

[23].  

         In a Human Computer Interface, the expression is a great potential input, and 

this is especially true in voice-activated control systems. Experiments in [32] show 

when people are speaking, 55% of communication happens via expression whereas 

only 7% happens via spoken words. This implies an FER module can markedly 

improve the performance of such systems. Customers’ facial expressions can also be 

collected by service providers as implicit user feedback to improve their service. 

Compared to a conventional questionnaire-based method, this should be more reliable 

and furthermore, has virtually no cost. In the graphic computer area, facial expression 

estimated from real images can be used to animate synthetic characters [13].This 

technique is useful in video telephony where bandwidth is limited. Instead of 

transmitting the video, we can just send the facial expression sequence, using which 

the original video can be reconstructed. Another application of this technique is in the 

movie industry where they use this to produce high quality computer animation. 

 

      There are some other possible applications, including emotion surveillance for 

employees in high work intensity industry (e.g., long distance drivers), pain 

assessment, image and video database management and searching, lie detection and 

so on. 
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1.2 Goal 

 

         The primary goal of this project is to design a fully automatic human emotion 

recognition system based on the analysis of facial expressions from still pictures. The 

use of different machine learning techniques is to be investigated for testing against 

the performance achieved in the current context of the project. 

 

       The facial expression recognition system consists of a set of processing 

components that perform processing in the input video sequence. All the components 

are organized on distinct processing layers that interact for extracting the subtlety of 

human emotion and paralinguistic communication at different stages of the analysis.  

 

      The main component of the system stands for a framework that handles the 

communication with the supported processing components. Each component is 

designed in such a way so as to comply with the communication rules of the 

framework through well-defined interfaces. For experimental purposes, multiple 

components having the same processing goal can be managed at the same time and 

parallel processing are possible through a multithreading framework implementation.  

 

       The following steps for building a facial expression recognition system are taken 

into consideration and detailed in the thesis:  

-A throughout literature survey that aims at describing the recent research on the 

realization of facial expression recognition systems. 

 - The presentation of the model, including the techniques, algorithms and adaptations 

made for an efficient determination of an automatic facial expression recognizer. 

 - The implementation of the models described and the tools, programming languages 

and strategies used for integrating all the data processing components into a single 

automatic system. 
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 - The presentation of experimental setups for conducting a comprehensive series of 

tests on the algorithms detailed in the thesis. The presentation also includes the results 

of the tests that show the performance achieved by the models designed. 

-The discussions on the current approach and the performance achieved by testing the 

facial expression recognition models.  

 

       All the processing steps are described in the current report. The final part contains 

the experiments run by using different functional approach. 
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Chapter 2 

Chapter 2 Background and Survey of 

Related Work 

 

 

 

           The significance of facial expression in social interaction and social 

intelligence is greatly recognized. Facial expression analysis has been an active and 

interesting research topic since 19th century. 

 

           The first automatic facial expression recognition system was introduced in 

1978 by Suwaet al. [13]. This system attempts to analyze facial expressions by 

analysing the motion of 20 identified spots on an image sequence. Since then, a lot of 

work has been done in this domain. Various computer systems have been made to 

help us understand and use this natural form of human communication. This chapter 

reviews the state of the art of what has been done in processing and understanding 

facial expression. When building an FER system, these prime issues must be 

considered: face detection and alignment, image normalization, feature extraction, 

and classification. Most of the recent work in FER is based on methods that implement 

these steps sequentially and independently. Before exploring what has been done in 

literature for implementing these steps, we will briefly describe the problem space for 

facial expression analysis.  
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2.1 Problem Space for Facial Expression Analysis 

2.1.1 Level of Description 

In general there are two types of method to describe facial expression. 

2.1.1.1 Facial Action Coding System (FACS) 

 

          The facial action coding system [14] is a human-observer-based system widely 

applied in psychology to describe subtle changes in facial features. FACS consists of 

44 action units which are related to contraction of a specific set of facial muscles 

(Fig.2.2).Some of the action units are shown in Fig.2.2 [16]. Conventional, FACS 

code is manually labelled by trained observers while viewing videotaped facial 

behaviour in slow motion. In recent years, some attempts have been made to do this 

automatically [19]. The advantage of FACS is its ability to capture the subtlety of 

facial expression, however FACS itself is purely descriptive and includes no 

inferential labels. That means in order to get the emotion estimation, the FACS code 

needs to be converted into the Emotional Facial Action System (EMFACS [18]) or 

similar systems. 

 

         Facial expression described by Action Units can be then analyzed on the 

semantic level in order to find the meaning of particular actions. According to the 

Ekman's theory [15], there are six basic emotion expressions that are universal for 

people of different nations and cultures. Those basic emotions are joy, sadness, anger, 

fear, disgust and surprise (Fig. 2.1) [17]. 
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Fig 2.2: FACS Action Unit 

     Fig 2.1: Six Universal Facial Expression  
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2.1.1.2 Prototypic Emotional Expression 

 

          Instead of narrating the detailed facial features, most FER systems attempt to 

identify a small set of prototypic emotional expressions. The most widely-used set is 

perhaps human universal facial expressions of emotion which consists of six basic 

expression categories that have been shown to be recognizable across cultures 

(Fig.2.3). 

      These expressions, or facial configurations have been recognized in people from 

widely divergent cultural and social backgrounds [28], and they have been observed 

even in the faces of individuals born deaf and blind [29]. 

 

      These 6 basic emotions, i.e., disgust, fear, joy, surprise, sadness and anger plus 

“neutral” which means no facial expression are considered in this work. Given a facial 

image, our system either works as a conventional classifier to determine the most 

likely emotion or estimates the weights (or possibility) of each emotion as a fuzzy 

classifier does. 

 

       

Fig 2.3: Basic Facial Expression (JAFE)  
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2.2 System Structure  

 

    FER can be considered as a special face recognition system or a module of a face 

recognition system. So it should be instructive to look at the general architecture of a 

face recognition system. Normally, it consists of four components as depicted in 

Fig.2.4. 

 

                      

 

 
Fig 2.4: Block Diagram of Proposed System 
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           Face detection finds the face areas in the input image. If the input is a video, to 

be more efficient and also to achieve better robustness, face detection is only 

performed on key frames and a tracking algorithm is applied on interval frames. Face 

alignment is very similar to detection, but it is aimed at achieving a more accurate 

localization. In this step, a set of facial landmarks (facial components), such as eyes, 

brows and nose, or the facial contour are located; based on that, the face image is 

rotated, chopped, resized and even warped, this is called geometrical normalization. 

Usually the face is further normalized with respect to photometrical properties such 

as illumination and gray scale. 

 

             Feature extraction is performed on a normalized face to provide effective 

information that should be useful for recognizing and classifying labels in which there 

is interest, such as identity, gender, or expression.  

 

2.3 Face Detection  

 

            Face detection is the first step in face recognition. It has a major influence on 

the performance of the entire system [30]. Several cues can be used for face detection, 

for example, skin color, motion (for videos), facial/head shape, and facial appearance. 

Most successful face detection algorithms are based on only appearance [30]. This 

may be because appearance-based algorithms avoid difficulties in modelling 3D 

structures of faces. However, the variations of 3D structures due to facial expression 

and head pose actually heavily affect the facial appearance and make the face/non-

face boundary highly complex [31]. To deal with this, a vast arrange of methods have 

been proposed since the 1990s. 
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           Turk and Pentland [47] describe a detection system based on eigen 

decomposition which is also known as principal component analysis (PCA). In their 

method, an image is represented by an average face plus a set of weighted 

“eigenfaces”. Whereas only the face images are considered in eigenface, Sung and 

Poggio [42] also consider the distribution of non-face images and apply Bayes’ rule 

to obtain a likelihood estimation. Rowley et al. [32] use neural networks and Osunaet 

al. [33] trained a Kernel Support Vector Machine to classify face and non-face images. 

In these systems, a bootstrap algorithm is iteratively used to collect meaningful 

examples for retraining the detector. Schneiderman and Kanade [35] use AdaBoost 

learning to construct a classifier based on wavelet representation of the image. This 

method is computationally expensive because of the wavelet transformation. To 

overcome this problem, Viola and Jones [36] replace wavelets with Haar features, 

which can be computed very efficiently [34] [40]. Their system is the first real-time 

frontal-view face detector [37]. 

 

      Under Viola’s framework, some improvements have been proposed. Lienhartet 

al. [52] use rotated Haar features to deal with in-plane rotation. Li et al. [51] [50] [52] 

propose a multiview face detection system which can also handle out-of-plane rotation 

using a detector-pyramid. In the following sections, we will describe two face 

detection algorithms: Eigenface is one of the simplest methods and Viola’s framework 

may be the most successful one. AdaBoost learning is an important component in 

Viola’s framework and this algorithm will also be useful in the feature extraction 

module, so our presentation focuses on this part. 

 

2.3.1 Eigenface and Template Matching 

 

        Eigenface assumes the face image x = (x1, x2, . . . ,xN) is amenable to a 

multivariate normal distribution from which the training images are identically 
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independently drawn. This distribution can be described by the following probability 

density function: 

 

𝑓(𝑥1, 𝑥2, 𝑥3 . . . , 𝑥𝑁)  = (
1

2𝜋
𝑁

2⁄ |𝐸|
1

2⁄
)

𝑒𝑥𝑝 (−
1

2
(𝑥−𝜇)2𝐸−1(𝑥−𝜇))

 

                                                                                    (2.1) 

 

Where Σ is the covariance matrix and µ is the expectation of x.  

Eigenface decomposes Σ using Eigen decomposition as 

 

                                                     𝐸 = 𝑈𝑆𝑈𝑇                                             (2.2) 

 

where U is a unitary matrix and S = diag( 𝑆1
2, 𝑆2

2, . . . , 𝑆𝑁
2) is a diagonal matrix with 

allelements non-negative. Each column of U, 𝑈𝑖, is called an Eigenface. A face image 

x can be represented by µ and 𝑈𝑖 as 

 

                                           𝑥 = 𝜇 + ∑ 𝑎𝑖𝑈𝑖𝑖 .                                     (2.3) 

 

  It can be shown that 
𝑎𝑖

𝑠𝑖
 are i.i.d. standard normal variables. So the probability density 

function of x is: 

 

             𝑓(𝑥) = ∏ − 
1

(2𝜋)
1

2⁄𝑖 exp(
1

2
 
𝑎𝑖

2

𝑠𝑖
2)= 

1

(2𝜋)
𝑁

2⁄
exp(−

1

2 
∑  𝑖

𝑎𝑖
2

𝑠𝑖
2)        (2.4) 

Equation (2.4) can be used as a probability estimate and we can define a distance 

measure according to 
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                                                  𝐷 = ∑
𝑎𝑖

2 

𝑠𝑖
2𝑖                                        (2.5) 

 

which is called normalized Euclidean distance. A large D implies a small probability 

of being a face image and vice versa. Based on (2.5) Turk and Pentland [47] built a 

face detection system. Sung and Poggio’s paper [42] used a similar idea, they assume 

images are produced by a mixture of Gaussian models: a face image Gaussian and a 

non-face image Gaussian. So they also estimate the probability of x of being a non-

face image f ∗(x) and the final decision is made using a Bayesian classifier. 

 

       If we further assume E is an identity matrix, (2.5) degenerates into Euclidean 

distance which means the probability density function is controlled by,|𝑥 −  µ|2, the 

variation of the image from the average face µ. This gives the simplest detection 

algorithm: template matching, i.e., finding a “face template” µ, and then for each x 

determine whether it is a face image by thresholding |x − µ|. 

 

2.3.2 Viola's Framework 

 

        Almost all the state of the art face detection systems are developed upon Viola's 

Frame-work, based on AdaBoost and Haar features. The Viola–Jones object detection 

framework is the first object detection framework to provide competitive object 

detection rates in real-time proposed in 2001 by Paul Viola and Michael Jones. The 

philosophy of AdaBoost is that if it is hard to find a good (strong) classifier directly, 

we can construct a lot of poor quality ones (weak classifiers) ℎ𝑚(x), m = 1, 2, ... ... ..., 

M and use the combination of them to form a strong classifier [39]: 

 

https://en.wikipedia.org/wiki/Object_detection
https://en.wikipedia.org/w/index.php?title=Paul_Viola&action=edit&redlink=1
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                                             𝐻𝑀(𝑥) =
∑ 𝑎𝑚ℎ𝑚(𝑥)𝑚

∑ 𝑎𝑚𝑚
                               (2.6) 

 

where 𝑎𝑚 ≥ 0 are the combining coefficients. In the discrete version ℎ𝑚(x) gives 

either -1 or 1 whereas in the real version, the output can be a real number. Because 

we need a lot of weak classifiers, ℎ𝑚(x) is normally chose to have a simple form (so 

it is easy to construct). In Viola and Jones's work [36] [37], they use threshold 

classifiers, each of which works on one feature selected from an over-complete set of 

Haar wavelet-like features. We'll first introduce Haar Wavelet, then give the iterative 

algorithm of AdaBoost. 

 

2.3.2.1 Haar Wavelet 

 

             Wavelet analysis is a tool for signal processing which can perform local 

analysis. It is useful in face detection because we want to focus on a localized area of 

the image and find whether it contains a face. Haar wavelet is the first known wavelet, 

and probably the simplest one. A one-dimensional Haar wavelet function is just a step 

function, as shown in Fig.2.5 (a). 

      In image processing, two-dimensional wavelets are used which look like the ones 

in Fig.2.5 (b). The functions in Fig.2.5 (b) don't satisfy some conditions of a wavelet 

(because we don't need those in our application), so strictly speaking they are "Haar-

like features". 

 

      An important property of Haar wavelet-like features is that they can be computed 

efficiently using an integral image [36]. The integral image II(x, y) of image I(x, y) is 

defined by: 

 

                                 𝐼𝐼(𝑥, 𝑦) = ∑ 𝐼(x′, y′)x′<x,y′<y                                                (2.7) 
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   This can be computed in one pass over the original image as follows [30]: 

 

                              S(x,y) = S(x,y−1)+I(x,y)      (2.8) 

  

where S(x, y) is the cumulative sum of the xth  row. Apparently S(x, 0) = 0 and 

 II (0, y) =0. Any rectangular sum in an image can be expressed in terms of its integral 

image as illustrated in Fig.2.6. 

 

        The sum of the pixels within rectangle D in Fig.2.6 can be computed using the 

integral image value on points a, b, c, d as follows [36]: 

  

𝐼𝐼(𝑥2, 𝑦2) = ∑ 𝐼(𝑥, y) = A + Bx<x2,y<y2 + 𝐶 + 𝐷                                               (2.9) 

 

Fig 2.5 Feature used by Viola Jones  
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𝐼𝐼(𝑥2, 𝑦1) = ∑ 𝐼(𝑥, y) = A + Cx<x2,y<y1                                                              (2.10) 

 

𝐼𝐼(𝑥1, 𝑦2) = ∑ 𝐼(𝑥, y) = A + Bx<x1,y<y2                                                             (2.11) 

 

𝐼𝐼(𝑥1, 𝑦1) = ∑ 𝐼(𝑥, y) = Ax<x2,y<y2                                                                     (2.12) 

 

D= II(x2, y2) + II(x1, y1) − II(x2, y1) − II(x1, y2)                                               (2.13) 

 

 

                               

 

 

2.3.2.2 AdaBoost Algorithm  

 

              AdaBoost is an algorithm for constructing a “strong” classifier as linear 

combination of “weak” classifiers ht(x). The ht(x) can be thought of as one feature. 

  Fig 2.6: Compute rectangular sum using integral image 
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1）Given example images: (𝑥1, 𝑦1), … , (𝑥𝐿 , 𝑦𝐿), where 𝑦𝑖 ∈ {1, 0} indicates 

positive or negative examples; 𝑔𝑗𝑥𝑖 is the 𝑗𝑡ℎ Haar-Like feature of ith 

example 𝑥𝑖. 

2）Initialize weights 

 

 𝑤𝑖,𝑗 = {
0.5

𝑚 ⁄      𝑖 ≤ 𝑚
0.5

𝑛⁄        𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
                                                                   (2.14) 

 

Where 𝑚, 𝑛 are the number of positive or negative examples respectively.  

 𝐿 = 𝑚 + 𝑛 

 

3）For 𝑡 = 1 … 𝑇 

a. Normalize the weights 

 

𝑤𝑡,𝑗 = 𝑤𝑡,𝑗 ∑ 𝑤𝑡,𝑗
𝐿
𝑗=1⁄          (2.15) 

 

b. For each feature 𝑗, train a weak classifier ℎ𝑗 , and evaluate its error 𝜀𝑗 

with respect to 𝑊𝑡, 

 

𝜀𝑗 = ∑ 𝑤𝑖,𝑗 
𝐿
𝑖=1 |ℎ𝑗(𝑥𝑖) − 𝑦𝑖|                                  (2.16)  

 

ℎ𝑗(𝑥) = {
1    𝑝𝑗𝑔𝑗(𝑥) < 𝑝𝑗𝜃𝑗 ,

0           𝑜𝑡ℎ𝑒𝑟𝑖𝑤𝑖𝑠𝑒
                      (2.17) 

 

c. .Choose the classifier ℎ𝑡 with the lowest error 𝜀𝑡 

d.  Update the weights 𝑤𝑡+1,𝑖 = 𝑤𝑡,𝑖 𝛽
1−𝑒𝑖

𝑡
,where 𝑒𝑖 = 0 if example 𝑥𝑖  is 

classified correctly, 𝑒𝑖 = 1 otherwise and 𝛽𝑡 = 𝜀𝑡 (1 − 𝜀𝑡)⁄  
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4）Final Classifier 

𝐻(𝑥) = {
1, ∑ 𝑎𝑡ℎ𝑡(𝑥) ≥ 0.5 ∑ 𝑎𝑡

𝑟

𝑡=1

𝑟

𝑡=1

0, 𝑥 ≥ 0

 

Where 𝛼𝑡 = log(1 𝛽𝑡⁄ ) 

 

2.3.2.3 Cascading Classifier 

 

          The Viola and Jones face detection algorithm eliminates face candidates 

quickly using a cascade of stages. The cascade eliminates candidates by making 

stricter requirements in each stage with later stages being much more difficult for a 

candidate to pass. Candidates exit the cascade if they pass all stages or fail any stage. 

A face is detected if a candidate passes all stages. This process is shown in “Fig. 2.7”.  

 

 

 

 

 

 

Fig 2.7: Cascade of stages. Candidate must pass all          

stages in the cascade to be concluded as a face. 
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2.4 Face Alignment 

 

       The aim of face alignment is to achieve more accurate localization of the face, 

and usually the facial components (feature points). A typical result of face detection 

and face alignment is compared in Fig.2.7. As we can see, detection considers the 

images in terms of areas whereas alignment has a precision of pixels. 

 

          Various algorithms have been proposed since 1990’s. Gu et al. [45] use 

histogram information to localize mouth corners and eye corners. In [44], Ian and 

Marian implement a preliminary alignment system using Gabor filter to detect pupils 

and philtrum. Curvefitting algorithms, especially Active Shape Model [43] and its 

offspring may be the most successful alignment methods nowadays. Cootes et al. [43] 

[45] [41] propose Active Shape Model and apply it to face image. After that, ASM is 

widely used in face image processing; a great amount of effort has been made to 

improve its speed, accuracy and robustness. In [54] the Active Shape Model is 

combined with the Gabor filter; Li et al. [55] propose Direct Appearance Model; [56] 

and [53] enhance ASM by using 2-D local textures feature for local search. 

 

     This section will mainly focus on curve-fitting types of method, in particular 

Active Shape Model and its ancestor Active Contour Model. 
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2.5 Feature Extraction 

 

       “Feature extraction converts pixel data into a higher-level representation of shape, 

motion, color, texture, and spatial configuration of the face or its components. The 

extracted representation is used for subsequent classification. Feature extraction 

generally reduces the dimensionality of the input space. The reduction procedure 

should (ideally) retain essential information possessing high discrimination power and 

high stability” [58]. In the face recognition area, various features have been used. 

           The coefficients of Eigenface can be used as features and recently, an a to 

 

                       𝑥 = �̅� + ∑ … … …𝑖1
∑ 𝑎𝑖1

… … … 𝑎𝑖𝑁
𝑥𝑖1..…𝑖𝑁𝑖𝑁

        (2.19) 

 

       Compared to Eigenface which ignores the label of images, Tensorface analyzes a 

face ensemble with respect to its underlying factors(labels): for example, identities, 

views, and illuminations. The “principal components” in this multilinear system are 

               Fig 2.8: Detection vs. Alignment  
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referred to as Tensorfaces which are shown in Fig.2.9. The Tensorface coefficients 

𝑎𝑖𝑘
 can be used as features in a recognition task, and because the original image can 

be reproduced using 2.26, Tensorface coefficients can also be used for image 

synthesis where we first generate a set of coefficients, then use them to synthesize 

images. 

 

      Since Tensorface is shown to be a promising method in face recognition, some 

improvements have been proposed. [71] Proposes Multilinear Independent 

Component Analysis where they try to find the independent directions of variation. In 

[72] Shashua et al. introduce Non-Negative Tensor Factorization which is a 

generalization of Non-negative Matrix Factorization. 

 

     

 Figure 2.9: A partial visualization of TensorFaces bases for an ensemble of    

2,700 facial images spanning 75 people, each imaged under 6 viewing and 6 

illumination conditions [72] 
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2.5.1 Potential Net 

   

        Matsuno et al. [61]  propose Potential Net to extract facial features. As shown in 

Fig.2.10, Potential Net is a two dimensional mesh of which nodes are connected to 

their four neighbors with springs, while the most exterior nodes are fixed to the frame 

of the Net. Similar to curve fitting, Potential Net considers two forces: each node in 

the mesh is driven by the external forces which come from the image gradient and the 

elastic forces of springs propagate local deformation throughout the Net. Eventually, 

equilibrium is reached, and the nodal displacements represent the overall pattern of 

facial image. 

 

 

   

 

 

 

 

Figure 2.10: Structure of Potential Net and nodal deformation  
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2.5.2 Active Appearance Model 

 

        Cootes et al. propose Active Appearance Model [60] to represent objects which 

have deformable shape as well as diverse textures. In Active Appearance Model, the 

shape variation, texture variation and their interdependence are modeled using three 

linear systems respectively as depicted in Fig.2.11. The shape of the facial contour is 

coded into a shape vector 𝑉𝑠ℎ𝑎𝑝𝑒 by applying Active Shape Model, then the texture is 

warped to have identical shape. This “shape-free texture” is converted into a texture 

vector 𝑉𝑡𝑒𝑥𝑡𝑢𝑟𝑒  using PCA, finally 𝑉𝑡𝑒𝑥𝑡𝑢𝑟𝑒 is concatenated with 𝑉𝑠ℎ𝑎𝑝𝑒  and translated 

into AAM coefficient. 

 

            AAM coefficient has fairly small dimensionality, normally 30-40 depending 

on the training parameters; also it is intuitive and easy to visualize. It has some 

limitations too, the major one is that AAM is purely linear, which means it is incapable 

of modeling nonlinear variation of the facial image 

 

 
Figure 2.11: Active Appearance Model processing flow 
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2.6 Survey result on different dataset 

 

       The following table-2 list out the result derived from the respective techniques 

which are used for facial expression recognition. In the section, there are many useful 

methods such as Neural Network, Independent Component Analysis (ICA), PCA, 

Gabor Filter Energy and some of them are the combination of 2 or more method for 

better performance provides 85+% recognition rate in Face Recognition as well as 

Facial Expression Recognition. Table-2 covered list of most recent techniques and 

their relevant information like Dataset, Accuracy, Conclusion and Future work. 

 

 

 

Sr. no Methods/Technique(s)/ 

Database 

Result/Accuracy Conclusion Future 

Work 

1 Neural Network + Rough 

Contour Estimation 

Routine (RCER) [53] 

(Own Database 

92.1% 

recognition Rate 

In this paper, 

they describe 

radial basis 

function 

network 

(RBFN) and a 

multilayer 

perception 

(MLP) 

network. 

            

 

            _ 
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2 Principal Component 

Analysis [18] (FACE94) 

35% less 

computation time 

and 100% 

recognition 

Useful where 

larger database 

and less 

computational 

time 

They want to 

repeat their 

experiment 

on larger and 

different 

databases. 

3 PCA + Eigenfaces [19] 

(CK, JAFFE) 

83% Surprise in 

CK, 83% 

Happiness in 

JAFFE, Fear was 

the most 

confused 

expression 

Compared with 

the facial 

expression 

recognition 

method based 

on the video 

sequence, the 

one based on 

the static image 

is more difficult 

due to the lack 

of temporal 

information. 

Future work 

is to develop 

a facial 

expression 

recognition 

system, 

which 

combines 

body gestures 

of the user 

with user 

facial 

expressions. 

4 2D Gabor filter [22] 

(Random Images) 

12 Gabor Filter 

bank used to 

locate edge 

Multichannel 

Gabor filtration 

scheme used 

for the 

detection of 

salient points 

and the 

extraction of 

texture features 

They work on 

adding global 

and local 

colour 

histograms 

and 

parameters 

connected 

with the 
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for image 

retrieval 

applications. 

shapes of 

objects 

within 

images. 

5 Local Gabor Filter + PCA 

+ LDA [23] (JAFFE) 

Obtained 97.33% 

recognition rate 

with the help of 

PCA+LDA 

features 

They conclude 

that PCA+LDA 

features 

partially 

eliminate 

sensitivity of 

illumination. 

            

             _                 

6 PCA + AAM [24] 

(Image sequences from 

FG-NET consortium) 

The performance 

ratios are 100 % 

for expression 

recognition from 

extracted 

faces,88% for 

expression 

recognition from 

frames and 88 % 

for the combined 

recognition. 

The 

computational 

time and 

complexity was 

also very small. 

Improve the 

efficiency 

Extend the 

work to 

identify the 

face and its 

expressions 

from 3D 

images 

7 Gabor + SVM approach 

HAAR + Adaboost [25] 

(Cohn-Kanade database) 

99.54% for 

Mouth AU in 

G+S and 82.81% 

with H+A 

The 

Haar+Adaboost 

method 

achieved 

comparable 

accuracy to the 

They are 

going to 

establish a 

large, 

publicly 

available AU 
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Gabor+SVM 

method for 

AUs of the eye 

and brow 

regions, but it 

performed very 

poorly for AUs 

of the mouth. 

database with 

singly-

occurring 

AUs to 

facilitate 

future 

research. 

 

8 Dynamic HAAR-like 

features [26] (CMU 

expression Database + 

Own Database) 

Experiments on 

the CMU facial 

expression 

database and our 

own facial AU 

database showed 

that the proposed 

method has a 

promising 

performance. 

They extracted 

dynamical 

HAAR-like 

features to 

capture the 

temporal 

information of 

facial AUs and 

expressions, 

and then 

further coded 

them into 

binary pattern 

features. 

This method 

can be 

extended to 

video based 

face 

recognition. 

9 2D appearance-based 

local approach + Radial 

Symmetry Transform 

[27] (JAFFE) 

83% for 

expressions of 

happy and 

surprise and an 

accuracy of 

about 78% for 

In the face, 

they use the 

eyebrow and 

mouth corners 

as main 

„anchor‟ 

 

 

 

            _ 
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expressions of 

anger and sad. 

points. The 

system, based 

on a local 

approach, is 

able to detect 

partial 

occlusions. 

10 2D-LDA and SVM [29] 

(JAFFE) 

The recognition 

rate of this 

method is 

95.71% by using 

leave-one-out 

strategy and 

94.13% by using 

cross-validation 

strategy. 

They 

investigate 

various feature 

representation 

and expression 

classification 

schemes to 

recognize 

seven different 

facial 

expressions on 

the JAFFE 

database. 

Experimental 

results show 

that the 

proposed 

system using 

DWT, 2D-

LDA and linear 

one-again-one 

 

 

 

 

 

            _ 
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SVMs 

outperforms 

others. 

11 2-D Gabor Filter [30] 

(Palm print database) 

24 verification 

tests are carried 

out for testing 

the 12 sets of 

parameters on 

the two databases 

and their results 

in table 1 [30]. 

They proposed 

Gabor Filter to 

extract features 

in different 

angle, size and 

phase offset. 

 

 

 

             _ 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2.1: Related work done in past 
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Chapter 3 

 

 

 

Chapter 3 System Architecture & 

Methodology Used 

         The goal of this project is to design a framework and implement the facial 

expression recognition system. On a basis of the extensive study of different 

approaches to the problem of face action representation, appropriate algorithms are 

selected for each stage of a system. 

 

 

 

 

      In our thesis we used 3 basic system to build the algorithm as shown in fig 3.1. 

                   3.1. Face detection and tracking 

                   3.2. Face expression representation 

                   3.3. Expression recognition  

Fig 3.1: Method of Facial Expression Recognition  
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     System operates on both static images and image sequences. Static images are used 

in training and testing procedures but the interaction with a system is designed for 

video analysis. 

 

        This chapter includes the description of all three stages of a system. Algorithms 

used at each stage will be explained from theoretical aspect. Next, the implementation 

details will be mentioned and the system's behaviour will be illustrated. 

 

3.1 Face detection and tracking 

 

          First part of my system is module for face detection and landmark localization 

in the image. Here we used to two approaches detecting face and its other component: 

Viola and Jones framework for face detection and Template matching algorithm. 

3.1.1 Viola and Jones framework for face detection 

 

           The algorithm for face detection is based on work by Viola and Jones [13]. In 

this approach image is represented by a set of Haar-like features as we see in chapter 

2. In previous chapter we see that how four features are described by Viola Jones (Fig 

2.5). An important property of Haar wavelet-like features is that they can be computed 

efficiently using an integral image [35]. 

 

           We see in 2nd chapter in the article number 2.3.2 how Viola Jones framework 

extract the feature and then compute the integral image. 

 

           Feature value is calculated by subtracting sum of the pixels covered by white 

rectangle from sum of pixels under grey rectangle. Two rectangular features detect 

contrast between two vertically or horizontally adjacent regions. Three rectangular 
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features detect contrasted region placed between two similar regions and four 

rectangular features detect similar regions placed diagonally as shown as Fig. 3.2. 

        

 

 

      

 

            The method is widely used in area of face detection. However, it can be trained 

to detect any object. What is more, this algorithm is quick and efficient and could be 

used in real-time applications. In proposed system, the algorithm is applied for face, 

eyes and mouth localization with use of already existing functions from MATLAB. 

 

  

 

 

 

Fig 3.3: Face Detection using Viola Jones 

Fig 3.2: Haar-Like Feature detection by Viola and Jones 
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3.1.2 Template Matching 

 

           Template matching is a technique in digital image processing for finding small 

parts of an image which match a template image. It can be used in manufacturing as 

a part of quality control, a way to navigate a mobile robot, or as a way to detect edges 

in images. 

 

          In chapter 2 article number 2.3.1, we discussed how template matching used in 

face detection. We applied the same procedure in our proposed system. 

 

          In our proposed system we used the template matching algorithm for detect eye 

detection. At first we took an image of eye (both left eye and right eye) as shown in 

the Fig 3.2. Then it was used to detect the eye part in face which was detected by 

Viola Jones algorithm.  

 

                        

 

 

 

Fig 3.4: Eye detection using Template 

Matching  

https://en.wikipedia.org/wiki/Digital_image_processing


 

35 

 

3.2 Feature Extraction 

 

        As mentioned in the previous chapter, two main approaches are used to describe 

the expression. Geometric or appearance features can be used either separately or in 

combination. In geometric feature based systems the face is represented by a set of 

facial points which are tracked. Deformations between neutral state and current frame 

are parameters of facial action. This approach requires reliable methods for point’s 

detection and tracking which are difficult to obtain [10]. Appearance based methods 

measure the appearance changes which are mainly based on texture analysis. 

Although, Gabor filters are proved to be powerful in face expression analysis, they 

are time and memory consuming. 

 

       Contraction of the facial muscles produces changes in both the direction and 

magnitude of the motion on the skin surface and in the appearance of permanent and 

transient facial features. Examples of permanent features are the lips, eyes that have 

become permanent with age. We assume that the first frame is in a neutral expression. 

After initializing the templates of the permanent features in the first frame, both 

permanent and transient features can be tracked and detected in the whole image 

sequence regardless of the states of facial components. The tracking results show that 

our method is robust for tracking facial features [9] . 

 

3.2.1 Multistate of Facial Components 

 

       After detection of facial components in near frontal images, we developed a 

multistate facial component models. The models are describe in table 3.1[1], which 

includes the permanent facial component (i.e., eye, eyebrows, mouth and lips) of 

frontal images.   
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Component State Description/Feature 

Eye Closed  

(𝑥1, 𝑦1)                         (𝑥2, 𝑦2) 

Open (𝑥1, 𝑦1) 

 

   h1 

Eyebrow Present  

 

 

 

 

Lip Open  

Close  

 

 

 

 

       After tracking all the facial component, we implement some method on the 

components. From this table (3.1) we see that all component have different state for 

different expression. Now in this session we discussed about this. 

b 

P3 

P2 

P1 

h2 h1 

h2 

Table 3.1: Different component of facial expression  
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3.2.2 Eye and Eyeball detection  

 

        Eye is most effective component of face. Most eye trackers developed so far are 

for open eyes and simply track the eye locations. However, for recognizing facial 

action units, we need to recognize the state of eyes, whether they are open or closed, 

and the parameters of an eye model, the location and radius of the iris, and the corners 

and height of the open eye. As shown in Table 1, the eye model consists of "open" 

and "closed". 

 

         In both cases of eye, some feature are same, but not all. In case of eyes are 

opened we find the circle of eyeball, but in case of closed eyes, we could not find any 

circle for eyeball. Closed eyes can only defined as a straight line (as shown in Table 

3). In our proposed system when eyes are opened we first try to find the circle for the 

eye ball using circle detection algorithm as mentioned in below. Then we consider the 

circle with the maximum radius. As a result we find the eyeball as shown as fig 3.5. 

 

 

 

Fig 3.5: Eye and eyeball detection using Template 

Matching and Circle Hough Transform  
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3.2.2.1.1 Circle Hough Transform 

     The Circle Hough Transform (CHT) is a feature extraction technique for 

detecting circles. It is a specialization of Hough Transform. The purpose of the 

technique is to find circles in imperfect image inputs. The circle candidates are 

produced by “voting” in the Hough parameter space and then select the local 

maxima in a so-called accumulator matrix. 

 

In a two dimensional space, a circle can by described by: 

          (𝑥 − 𝑎)2 + (𝑦 − 𝑏)2 = 𝑟2                                                               (3.1) 

 

      Where (a,b) is the center of the circle, and r is the radius. If a 2D point (x,y) is 

fixed, then the parameters can be found according to (1). The parameter space would 

be three dimensional, (a, b, r). And all the parameters that satisfying (x, y) would lie 

on the surface of an inverted right-angled cone whose apex is at (x, y, 0). In the 3D 

space, the circle parameters can be identified by the intersection of many conic 

surfaces that are defined by points on the 2D circle. This process can be divided into 

two stages. The first stage is fixing radius then find the optimal centre of circles in a 

2D parameter space. The second stage is to find the optimal radius in a one 

dimensional parameter space. 

 

Find parameters with Known radius R 

      If the radius is fixed, then the parameter space would be reduced to 2D (the 

position of the circle center). For each point (x, y) on the original circle, it can define 

a circle centered at (x, y) with radius R according to (1). The intersection point of all 

such circles in the parameter space would be corresponding to the center point of the 

original circle. 

https://en.wikipedia.org/wiki/Feature_extraction
https://en.wikipedia.org/wiki/Hough_Transform
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        Consider 4 points of circle in the original image (left). The circle Hough 

transform is shown in the right. Note that the radius is assumed to be known. For each 

(x,y) of the four points (white points) in the original image, it can define a circle in 

the Hough parameter space centered at (x, y) with radius r. An accumulator matrix is 

used for tracking the intersection point. In the parameter space, the voting number of 

points through which the circle passing would be increased by one. Then the local 

maxima point (the red point in the center in the right figure) can be found. The position 

(a, b) of the maxima would be the center of the original circle. 

       

 

 

 

 

        In our proposed system when eyes are opened we first try to find the circle for 

the eye ball using circle detection algorithm as mentioned above. Then we consider 

the circle with the maximum radius. As a result we find the eyeball. 

 

       Whenever we get the eyeball we can detect the center easily. This center is used 

later for calculate the distance between eyebrow and eyeball for the different 

expression of face. 

Fig 3.6: finding circle with unknown radius  
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3.2.3 Eyebrow Detection: 

 

       Ding [48], claims the simplicity of the solutions since they are placed above the 

eye and color of the brows is either darker or lighter that of skin; indeed on color 

picture, with even illuminations and normal color sources, the eyebrows are holes in 

the skin map. However, if any of the mentioned conditions is not met, as suggested in 

[49] the precision of localization is given only by the existing contrast.  

 

       But in our system we work with grey-level images where detection of skin is very 

difficult. Therefore we used different technic for detecting eyebrow. Before this we 

were already calculate the center (x,y) of eyeball. Now we consider the template of 

eye, we can easily see that the change of intensity is maximum in the eyeball part. If 

we check further we see that change in the eyebrow portion. So when we get the center 

of eyeball, from this point we check the change of intensity vertically upwards. When 

we get the maximum changes we stop the algorithm. This center point is eyebrow. 

 

         This method localization algorithm is based on growing region procedure. The 

seed for growing algorithm must be point inside the brow.  
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3.7: Eyebrow detection  

Fig 3.8: (I) Normal, (II) Brow Lower and (III) Brow Riser  
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3.2.3.1 Growing Region Property: 

 

      Region growing is a simple region-based image segmentation method. It is also 

classified as a pixel-based image segmentation method since it involves the selection 

of initial seed points. 

     This approach to segmentation examines neighboring pixels of initial seed points 

and determines whether the pixel neighbors should be added to the region. The 

process is iterated on, in the same manner as general data clustering algorithms.  

      The main goal of segmentation is to partition an image into regions. Some 

segmentation methods such as thresholding achieve this goal by looking for the 

boundaries between regions based on discontinuities in grayscale or color properties. 

Region-based segmentation is a technique for determining the region directly. The 

basic formulation is: 

(a) ⋃ Ri = Rn
i=1  

(b) Ri is connected region, i = 1, 2, … … , n. 

(c) Ri  ⋂   Rj = ∅  for all i = 1, 2, … … , n. 

(d) P(Ri ) = TRUE for i = 1, 2, … … , n. 

(e) P(Ri  ⋃  Rj) = FALSE for any adjacent region Ri and Rj. 

P(Ri ) is a logical predicate defined over the points in set Ri and ∅ is the null set. 

(a) Means that the segmentation must be complete; that is, every pixel must be in a 

region. 

(b) Requires that points in a region must be connected in some predefined sense. 

(c) Indicates that the regions must be disjoint. 

(d) Deals with the properties that must be satisfied by the pixels in a segmented 

region. For example P(Ri ) = TRUE if all pixels in Ri have the same grayscale. 

(e) Indicates that region Ri and Rj are different in the sense of predicate P. 

https://en.wikipedia.org/wiki/Image_segmentation
https://en.wikipedia.org/w/index.php?title=Seed_point&action=edit&redlink=1
https://en.wikipedia.org/wiki/Data_clustering
https://en.wikipedia.org/wiki/Thresholding_(image_processing)
https://en.wikipedia.org/wiki/Grayscale
https://en.wikipedia.org/wiki/Color
https://en.wikipedia.org/wiki/Logical_predicate
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3.2.4 Lips: 

 

      A three-state lip model is used for tracking and modelling lip features. As shown 

in Table 3.1, we classify the mouth states into open, closed, and tightly closed. 

Different lip templates are used to obtain the lip contours. Currently, we use the same 

template for open and closed mouth. 

 

      In our system after detecting the face we divided the frame in 3 segment. First one 

is upper version of face. From this we can detect the upper part of face like eye, eye 

brow etc. Second segment is detect the nasal part. Third and last one is used to detect 

the lips.  

 

3.2.4.1 Segmentations:  

 

       In computer vision, image segmentation is the process of partitioning a digital 

image into multiple segments (sets of pixels, also known as super pixels). The goal of 

segmentation is to simplify and/or change the representation of an image into 

something that is more meaningful and easier to analyse. Image segmentation is 

typically used to locate objects and boundaries (lines, curves, etc.) in images. More 

precisely, image segmentation is the process of assigning a label to every pixel in an 

image such that pixels with the same label share certain characteristics. 

         The result of image segmentation is a set of segments that collectively cover the 

entire image, or a set of contours extracted from the image (see edge detection). Each 

of the pixels in a region are similar with respect to some characteristic or computed 

property, such as colour, intensity, or texture. Adjacent regions are significantly 

different with respect to the same characteristics. When applied to a stack of images, 

typical in medical imaging, the resulting contours after image segmentation can be 

https://en.wikipedia.org/wiki/Computer_vision
https://en.wikipedia.org/wiki/Digital_image
https://en.wikipedia.org/wiki/Digital_image
https://en.wikipedia.org/wiki/Set_(mathematics)
https://en.wikipedia.org/wiki/Pixel
https://en.wikipedia.org/wiki/Boundary_tracing
https://en.wikipedia.org/wiki/Contour_line
https://en.wikipedia.org/wiki/Edge_detection
https://en.wikipedia.org/wiki/Color
https://en.wikipedia.org/wiki/Luminous_intensity
https://en.wikipedia.org/wiki/Image_texture
https://en.wikipedia.org/wiki/Medical_imaging
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used to create 3D reconstructions with the help of interpolation algorithms 

like marching cubes. 

 

                                                  

 

 

 

3.3  Expression recognition 

         A facial expression is one or more motions or positions of the muscles beneath 

the skin of the face. According to one set of controversial theories, these movements 

convey the emotional state of an individual to observers. Facial expressions are a form 

of nonverbal communication. 

 

        In our system after detecting several part of facial component, we tried to 

recognize the expression. In previous section we described about six basic facial 

expressions. Now we tried to recognize this using several methods. When we used the 

feature extraction method we used Edge detection algorithm and also for further 

experiment. As example, when we get the eyeball we also detect the edge of eyeball. 

After that when we check for maximum intensity change vertically for eyebrow 

Fig 3.9: Lip extraction by segmenting  

https://en.wikipedia.org/wiki/Marching_cubes
https://en.wikipedia.org/wiki/Muscle
https://en.wikipedia.org/wiki/Skin
https://en.wikipedia.org/wiki/Emotion
https://en.wikipedia.org/wiki/Nonverbal_communication
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detection this Edge detection is more useful for correct result. The basic theory of 

edge detection is used given below.  

 

3.3.1 Edge Detection Algorithm 

 

        Edge detection is the name for a set of mathematical methods which aim at 

identifying points in a digital image at which the image brightness changes sharply 

or, more formally, has discontinuities. The points at which image brightness changes 

sharply are typically organized into a set of curved line segments termed edges. The 

same problem of finding discontinuities in 1D signals is known as step detection and 

the problem of finding signal discontinuities over time is known as change detection. 

Edge detection is a fundamental tool in image processing, machine 

vision and computer vision, particularly in the areas of feature detection and feature 

extraction.  

       The purpose of detecting sharp changes in image brightness is to capture 

important events and changes in properties of the world. It can be shown that under 

rather general assumptions for an image formation model, discontinuities in image 

brightness are likely to correspond to:  

 discontinuities in depth, 

 discontinuities in surface orientation, 

 changes in material properties and 

 Variations in scene illumination. 

 

       In the ideal case, the result of applying an edge detector to an image may lead to 

a set of connected curves that indicate the boundaries of objects, the boundaries of 

surface markings as well as curves that correspond to discontinuities in surface 

https://en.wikipedia.org/wiki/Digital_image
https://en.wikipedia.org/wiki/Luminous_intensity
https://en.wikipedia.org/wiki/Step_detection
https://en.wikipedia.org/wiki/Change_detection
https://en.wikipedia.org/wiki/Image_processing
https://en.wikipedia.org/wiki/Computer_vision
https://en.wikipedia.org/wiki/Feature_detection_(computer_vision)
https://en.wikipedia.org/wiki/Feature_extraction
https://en.wikipedia.org/wiki/Feature_extraction
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orientation. Thus, applying an edge detection algorithm to an image may significantly 

reduce the amount of data to be processed and may therefore filter out information 

that may be regarded as less relevant, while preserving the important structural 

properties of an image. If the edge detection step is successful, the subsequent task of 

interpreting the information contents in the original image may therefore be 

substantially simplified. However, it is not always possible to obtain such ideal edges 

from real life images of moderate complexity. 

        Edges extracted from non-trivial images are often hampered by fragmentation, 

meaning that the edge curves are not connected, missing edge segments as well 

as false edges not corresponding to interesting phenomena in the image – thus 

complicating the subsequent task of interpreting the image data.  

       Edge detection is one of the fundamental steps in image processing, image 

analysis, image pattern recognition, and computer vision techniques. 

     There are several technics used for edge detection, like Roberts, Prewitt, Sobel, 

Canny and so on (shown in table 3.2). 

 

Methods Descriptions 

Canny 
Finds edges by looking for local maxima of 

the gradient of I. The edge function 

calculates the gradient using the derivative of 

a Gaussian filter. This method uses two 

thresholds to detect strong and weak edges, 

including weak edges in the output if they 

are connected to strong edges. By using two 

thresholds, the Canny method is less likely 
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than the other methods to be fooled by noise, 

and more likely to detect true weak edges. 

Not supported on a GPU. 

 

Sobel Finds edges using the Sobel approximation 

to the derivative. It returns edges at those 

points where the gradient of I is maximum. 

Prewitt Finds edges using the Prewitt approximation 

to the derivative. It returns edges at those 

points where the gradient of I is maximum. 

Roberts Finds edges using the Roberts approximation 

to the derivative. It returns edges at those 

points where the gradient of I is maximum. 

Logs (Laplacian of Gaussian) Finds edges by looking for zero-crossings 

after filtering I with a Laplacian of Gaussian 

filter. 

 

 

 

         In our project we used Prewitt and Canny in most of the cases for edge 

detections. Illustration of an example for this technique is given in fig 3.10. 

 

Table 3.2: Technique of edge detection 
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       After detecting edge we are calculate the distance like from center of eyeball to 

eyebrow, between upper lip and lower lips etc. For calculating this distance we used 

Euclidean Distance (discussed below).  

3.3.2 Euclidean Distance: 

         In mathematics, the Euclidean distance or Euclidean metric is the "ordinary" 

(i.e. straight-line) distance between two points in Euclidean space. With this 

distance, Euclidean space becomes a metric space. The associated norm is called 

the Euclidean norm. Older literature refers to the metric as Pythagorean metric. A 

generalized term for the Euclidean norm is the L2 norm or L2 distance. 

Fig 3.10: Example of edge detection 

I. Normal Lips 

II & III:  Edge detection by Using Canny  

https://en.wikipedia.org/wiki/Mathematics
https://en.wikipedia.org/wiki/Straight_line
https://en.wikipedia.org/wiki/Distance
https://en.wikipedia.org/wiki/Euclidean_space
https://en.wikipedia.org/wiki/Metric_space
https://en.wikipedia.org/wiki/Norm_(mathematics)
https://en.wikipedia.org/wiki/Norm_(mathematics)#Euclidean_norm
https://en.wikipedia.org/wiki/Lp_space
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In the Euclidean plane, if p = (p1, p2) and q = (q1, q2) then the distance is given by 

𝑑(𝑝, 𝑞) =  √(𝑞1 − 𝑝1)2 +  (𝑞2 − 𝑝2)2  

This is equivalent to the Pythagorean Theorem. 

Alternatively, it follows from (2) that if the polar coordinates of the point p are 

(r1, θ1) and those of q are (r2, θ2), then the distance between the points is 

√𝑟1
2 +  𝑟2

2 − cos (𝜃1 + 𝜃2) 

 

      After calculating the distance for different component of faces, we see that 

distance are varies for every expressions as shown as figure. Then we set a threshold 

value for every expressions. This threshold value may differ in different database. 

Here we used two different database for our system- The Extended Cohn-Kanade 

(CK+) Dataset and Japanese Female Facial Expression (JAFFE) Database. And get a 

success full result for three expression like surprise, disgust and neutral. Basic 

information about this two database and results are shown in fourth chapter.  

https://en.wikipedia.org/wiki/Euclidean_plane
https://en.wikipedia.org/wiki/Pythagorean_theorem
https://en.wikipedia.org/wiki/Polar_coordinates
https://www.google.co.in/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&cad=rja&uact=8&ved=0ahUKEwjz_PDu-OrMAhUFK48KHa4lAvIQFggbMAA&url=http%3A%2F%2Fwww.kasrl.org%2Fjaffe.html&usg=AFQjCNEAQTg9H0JsJsUJUL8crFtCaWjSnA&bvm=bv.122448493,d.c2I
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Chapter 4 

Chapter 4 Experimental Results & 

Database Used  

           Before this we are discussed about the methodology used in our system to 

recognize different facial expression. Now we see how we implement this method 

step by step using the mentioned method in chapter 3. In this chapter we see not only 

the methods but also basic information about the database we used and experimental 

result and table of experiment. Before discussed about the method used for 

recognizing facial expression and their experimental result we want to introduce the 

database used in our system. 

 

4.1 Database Used: 

 

        In our system we used two common database for our algorithm-The Extended 

Cohn-Kanade (CK+) Dataset and Japanese Female Facial Expression (JAFFE) 

Database. 

 

4.1.1 The Extended Cohn-Kanade (CK+) Dataset:  

 

       Facial behaviour of 210 adults was recorded using two hardware synchronized 

Panasonic AG-7500 cameras. Participants were 18 to 50 years of age, 69% female, 

https://www.google.co.in/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&cad=rja&uact=8&ved=0ahUKEwjz_PDu-OrMAhUFK48KHa4lAvIQFggbMAA&url=http%3A%2F%2Fwww.kasrl.org%2Fjaffe.html&usg=AFQjCNEAQTg9H0JsJsUJUL8crFtCaWjSnA&bvm=bv.122448493,d.c2I
https://www.google.co.in/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&cad=rja&uact=8&ved=0ahUKEwjz_PDu-OrMAhUFK48KHa4lAvIQFggbMAA&url=http%3A%2F%2Fwww.kasrl.org%2Fjaffe.html&usg=AFQjCNEAQTg9H0JsJsUJUL8crFtCaWjSnA&bvm=bv.122448493,d.c2I
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81%, Euro-American, 13% Afro-American, and 6% other groups. Participants were 

instructed by an experimenter to perform a series of 23 facial displays; these included 

single action units and combinations of action units. Each display began and ended in 

a neutral face with any exceptions noted. Image sequences for frontal views and 30-

degree views were digitized into either 640x490 or 640x480 pixel arrays with 8- bit 

gray-scale or 24-bit color values. Full details of this database are given in [35]. 

 

 

                          

 

 

 

 

 

Fig 4.1: Different expressions used in CK+ dataset 
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4.1.2 Japanese Female Facial Expression (JAFFE) Database:  

 

      The database contains 213 images of 7 facial expression (6 basic facial 

expression+1 neutral) posed by 10 Japanese female models. Each image has been 

rated on 6 emotions adjectives by 60 Japanese subjects. The database was planned and 

assembled by Michael Lyons, Miyuki Kamachi and Jiro Gyoba.   

  

 

                

 

 

 

 

 

 

Fig 4.2: Different expression used in JAFFE dataset 

 

https://www.google.co.in/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&cad=rja&uact=8&ved=0ahUKEwjz_PDu-OrMAhUFK48KHa4lAvIQFggbMAA&url=http%3A%2F%2Fwww.kasrl.org%2Fjaffe.html&usg=AFQjCNEAQTg9H0JsJsUJUL8crFtCaWjSnA&bvm=bv.122448493,d.c2I
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4.2 Experimental Procedure: 

                     From previous chapter we came to know that our system is based on 

three parts: face detection & tracking, feature extraction and recognizing. For this we 

used several methods. First we observe the images from our database. This images are 

treated as subjects. When we get our subjects from the database, first we apply to 

detect the facial part using Viola Jones algorithm. After detecting the face we perform 

on eye part and mouth or lips part. Our whole thesis are depending on this three basic 

component of face: eye and eyebrow and lips. After detecting the face, we give our 

maximum time to work on Eye part and lips part. Using some important methods we 

detect the eye and the lips part. These methods will be discussed later. After that we 

calculate the distance of different facial components and we also calculate the action 

unit for different expressions. Our whole system is depending on these distance 

calculation. 

           We used a template of eye for detecting the eye part from the face. When we 

recognize the eye, we try to observe the circle on this frame by using Hough 

transformation of circle for detecting the eyeball. It has seen that sometimes lots of 

unnecessary circle are detected on this frame. Therefore we tried to find the circle 

with maximum radius. Hence we get the effective result and track the eyeball. 

Whenever we track the eyeball, we can easily find the mid-point of that circle.  

         Now our next focus was to detect the eyebrow. So when we select the center of 

that circle, we used a loop from this mid-point to upward vertically to measure the 

change of intensity of the pixels. When we observe that the change is maximum we 

will stop the loop. If we normally watch the face, we can easily tell that after eyeball, 

the maximum intensity change is in eyebrow portion. We used this technique here. 

Therefore we observe the eye brow portion. I have described all the methods in this 
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portion to detect the eyeball and eyebrow. Before this we used the edge detection 

algorithm to find an effective result.  

        Whenever we get the center of eyeball (𝑥1,𝑦1) and a point (𝑥2,𝑦2) of eyebrow 

where intensity change are maximum, we calculate the Euclidian distance (ℎ1) 

between (𝑥1,𝑦1) and (𝑥2,𝑦2). This ℎ1is not fixed for every expression. For normal the 

value of ℎ1and for surprise the value of ℎ1are always different. Therefore we used a 

threshold value for each of the expressions. For example if 0 < ℎ1 < 10, then we set 

as disgust or if 13 < ℎ1 < 20, the set as neutral or normal or if ℎ1 ≥ 20, then we set 

as surprise and so on. 

        It is not possible for every expression using this ℎ1 to recognize all the 

expressions. Therefore we used another feature of face i.e., mouth or lips. To extract 

this feature, we divide the frame in three part, after detecting the face using Viola 

Jones face detection algorithm. Last part of the frame (means from 2 3 ⁄ to end) is used 

to detect the lips. In this part we saw that there are two parts of lips: upper lips and 

lower lips. And for different expressions lip’s movement is different. The movement 

of lips means actually the movement of upper and lower lips. Using canny edge 

detection technique we can detect the edge of the lips clearly. Now using the same 

method for feature extractions. We calculate the Euclidian distance (ℎ2) between 

upper lips (𝑎1,𝑏1) and lower lips (𝑎2,𝑏2). Here also we saw that for different 

expressions ℎ2is different. Sometimes for some expressions when lips are tightly 

closed we could not measure the distance (ℎ2). Therefore we had to use curve fitting 

algorithm. We saw that by using only Euclidian distance (ℎ1) between eyeball and 

eyebrow it was difficult to identifying the expression. But now using both distance ℎ1 

and ℎ2, result is more accurate and easy to get. 

         To build the system we used some parameters in our algorithm as shown in table 

3.1.      
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In table 4.1 rows are used for the parameter and column used for data.  

D1, D2, ……, D6 : represents the different expression of a single subject. 

𝑐1 : represents the center of the circles detect for the first time. 

𝑟1: represent the corresponding radius of circle. 

𝑚1: represent floor value of y co-ordinates. 

𝑛1: represent floor value of x co-ordinates. 

Table 4.1: parameter used to build the system 

and result 



 

56 

 

(𝑥1, 𝑦1) : represent the point where maximum intensity change is detect. 

ed: Euclidian distance. 

In  𝑐1 and 𝑟1 some data are bold and underlined. This is the data of that circle whose 

radius is maximum. We store this radius into 𝑟𝑠 and the center of that circle store into 

𝑐𝑠. After finding radius we check for maximum intensity change upwards through x 

co-ordinate.    

4.3 Experimental Result: 

 

    With the help of previously discussed methods and its results we have given some 

examples in this part and according this create our whole system. The results are show 

in this figure shown below: 

 

 

 

 

Fig 4.3: Detecting face using Viola Jones 
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Fig 4.4: Detecting eye using template matching  

Fig 4.5: Axial representation of eye region  
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Fig 4.6: Edge of eye are detected using Perwitt  

Fig 4.7: Eyeball was detecting using 

circle detection algorithm  
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Fig 4.8: Lips detection  

Fig 4.9: Edge of lips 



 

60 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Natural   

Surprise  
Happy  

Disgust Fear 

Angry Sad  

Fig 4.10: Output of different Expressions 
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           The performance of the our system for features for emotion detection is given 

in Table 4.2 and 4.3 for two different dataset used in our system and it can be seen 

that Disgust, Neutral and Surprise all perform well compared to the other emotions. 

This result is intuitive as these are very distinctive emotions causing a lot of 

deformation within the face. The AUs associated with these emotions so movement 

of these areas is easily detected by our system as shown in Table 4.1 [ck+]. 

Conversely, other emotions (i.e. Anger, Sadness and Fear) that do not perform as well. 

For detecting all the emotions of face we have to use some another features like nose 

wrinkling, eyebrow distance and so on. Although when we only worked on eye part, 

the result was too poor for JAFFE dataset. But form this two table we can see that the 

result is improved from previous. However we combined the two features the result 

of detection of emotions jumps from just 30% to 70%. An explanation for this can be 

from that fact that this emotion is quite subtle and it gets easily confused with other, 

stronger emotions. However, the confusion does not exist in both features sets. 

 

 

 

 

 

        Performance of our system are described in table 4.2 and 4.3 by using confusion 

matrix for two different dataset (CK+ and JAFFE) respectively. In this matrix we used 

Table 4.2: Frequency of the AUs coded by manual FACS coders  
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6 universal pose of face (anger, discussed, surprise, sadness happy and fear) and one 

is for natural. So in dis matrix 7 rows and 7 column is there for represent the result. 

From FACS manual we can see that action units are always differ for different 

expression. By comparing this actin unit we get the result. 

 

       Fom this two table 4.2 and 4.3 we see that we get almost the accurate resul for 

natural, disgust and surprise. For example when we try to find out the expression of 

surprise for CK + dataset, we get 96 correct result for 100 subject as shown in table 

4.1. So accuracy is 96% for that expression. 

 

 

 

 Natural Anger Disgust Surprise Sadness Happy Fear 

Natural 92 2 1 0 2 0 3 

Anger 1 48 20 2 17 1 11 

Disgust 0 6 89 0 3 0 2 

Surprise 0 0 1 96 1 2 0 

Sadness 6 21 20 3 33 1 16 

Happy 1 13 8 17 6 51 4 

Fear 3 13 14 4 23 3 40 

 

 

 

 

 

Table 4.3: Confusion matrix for facial expression detection in CK+ dataset 
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 Natural Anger Disgust Surprise Sadness Happy Fear 

Natural 96 1 1 0 2 0 0 

Anger 6 38 22 2 19 1 12 

Disgust 0 1 93 0 2 0 4 

Surprise 1 0 0 97 0 2 0 

Sadness 1 23 17 0 39 1 19 

Happy 0 19 6 14 11 47 3 

Fear 7 23 18 2 14 8 28 

 

Table 4.4: Confusion matrix for facial expression detection in JAFFE dataset 
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Chapter 5 

Chapter 5 Conclusion & Future Work 

 

The aim of this thesis was to explore the area of facial expression recognition. 

Beginning with the psychological motivation for facial behavior analysis, this field of 

science has been extensively studied in terms of application and automation. Manual 

face analysis used by psychologists was quickly replaced by suitable computer 

software. A wide variety of image processing techniques was developed to meet the 

facial expression recognition system requirements.  

            However, there are still many challenges and problems to solve in such 

systems, especially in the area of their performance and applicability improvement. 

Apart from theoretical background, this work provides the design and implementation 

of Facial Expression Recognition System. Proposed system was developed to process 

the video of facial behavior and recognize displayed actions in terms of six basic 

emotions. Major strengths of the system are full automation as well as user and 

environment independence.  

             Even though by using this approach all expressions were not recognition the 

all emotions. Before this we see in result part that our system were giving good result 

only on three expression. Now for better result in future we want use lots of others 

facial component like nose wrinkling, eyebrow distance and so on. We expecting that 

using this components we will get more accurate result in future.  
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