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CHAPTER ONE 

1  INTRODUCTION 

In recent years text localization and recognition from images have been increasingly 

popular because text images represent many technical and digital information which 

are used in the different fields of computer vision. Text, as the physical form of 

language, is one of the basic tools for preserving and communicating information. 

Text is one of the principal medium of communications which can be found in 

scattered form throughout the images and which is available in different fonts, colors 

and shapes. Text data present in images contain useful information for automatic 

annotation, indexing and structuring of images. Extraction of this information 

involves detection, localization, tracking, extraction, enhancement, and recognition of 

the text from a given image. Methods for scene text localization and recognition find 

all the areas in an image that would be considered as text by a human, mark boundaries 

of the text areas and output a sequence of characters associated with its content. They 

are used to process images taken by a digital camera or a mobile phone and to read 

the content of each text area into a digital format. So, in today's world visual detection 

and recognition of text from image is very claimable because of its application in 

content-based image retrieval, robotic navigation, automatic car number plate 

recognition, extracting information from passport or business card or bank statement, 

making editable the text of an image, text translation on mobile phones etc. 
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Broadly speaking, scene text analysis includes locating and identifying text contents 

from natural scene images. So, text localization and recognition tend to be quite 

challenging due to the uncontrolled image capturing process, variations of font style, 

size, color, orientation, contrast, context, geometric and photometric distortion of text 

in scenes etc. Additionally, text-like background objects, such as bricks, windows and 

leaves, often lead to many false positive in text detection. The major challenges [7] 

can be roughly categorized into three types: 

 

DIVERSITY OF SCENE TEXT:  

Instead of regular font, single color, consistent size of texts, natural scene images 

normally contains entirely different fonts, colors, scales of texts. 

 

COMPLEXITY IN THE BACKGROUND:  

The backgrounds of the images can be very complex. Elements like bricks, grasses, 

storefronts, street signs and different types of signs are difficult to distinguish from 

the true texts and thus confusion or error may occur. 

 

INTERFERENCE FACTORS: 

Various interference factors like noise, blur, low resolution, distortion may cause 

failure in the text detection phase.  

Many of these difficulties are found in images from standard text localization and 

recognition datasets and fail to deal with or ignoring any of these issues will cause the 

accuracies or detection rates of the text localization and recognition algorithm that is 

being developed to significantly decrease. Dealing with all these difficulties is a trivial 

task but to tackle all of these challenges a rich body of approaches have been proposed 

and substantial progresses have been achieved in recent years. In scene text detection 

and recognition, representation involves the way and manner of describing and 

modelling text and background in natural scene images. 
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1.1 BRIEF OVERVIEW OF TEXT LOCALIZATION AND 

RECOGNITION 

Methods for scene text localization and recognition detect all the sub regions in an 

image that would be considered as text by a human. In general, this text detection can 

be done in the following ways,  

1.  Text detection by locating text in bounding boxes [1][2]. 

2. Text extraction by binarizing the scene images such that all text pixels are              

foreground and the rests are background [3][4]. 

3. Text region proposals methods giving multiple possible text bounding 

boxes [5][6].   

Category 1 and 2 relate to explicit location of text and third category depends on a 

recognition module to correctly locate the text. In the last two decades, several 

approaches to text detection have been pursued. Most of the works covered in this 

thesis were presented after 2010 and the majority of them deal with either text 

localization or end-to-end text localization in natural scene images.  

1.2 OBJECTIVE OF THE WORK 

The objective of the work is to improve the state-of-the-art text localization task on 

the benchmark dataset ICDAR-2015. To do that, we have used MSER (Maximally 

Stable Extremal Region) and a classifier ELM [8] (Extreme Learning Machine) 

specialized in text localization using HOG (Histogram of Oriented Gradients) feature. 

HOG-based shape detector has been proved to be effective in text detection. In 

addition, HOG-based methods have false positives mainly from objects and complex 

background with shape close to text contents. We observed that a large portion of the 

false positives come from pole structured objects, building outliers and storefronts. 

Extreme learning machine (ELM) is proposed as an efficient single-hidden-layer  
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neural network which performs quite well for pattern recognition task with fast 

learning speed. It has been shown as an effective learning method in a wide variety of 

applications. So, in this thesis, a detection method based on HOG and ELM is 

proposed in order to improve the result.  

1.3 THESIS OUTLINE  

This thesis has been organized into five main chapters. The first chapter presents a 

rough idea about the domain of text localization and recognition, different challenges 

and the motivation behind the current work. The second chapter highlights the 

evolution of different text detection methods over the past few years and provides a 

literature survey of the novel approaches utilized in the avenue of text localization and 

recognition. Also a brief introduction of the benchmark datasets has also been 

included in this section. The third chapter provides a detailed study of a scene text 

detection method Maximally Stable Extremal Region (MSER) using Extreme 

Learning Machine (ELM) classifier exploring HOG feature. Here, the proposed 

methodology has been mathematically established for the localization of the texts. The 

fourth chapter validates the efficiency of the method in localizing texts in natural 

scene images. Here the corresponding challenges related to our work and the 

advantages of using this method is also described. The last chapter concludes and 

discusses relevant future work in scene text understanding.  
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CHAPTER TWO 

2  LITERATURE REVIEW 

In this chapter some fundamental concepts and related works that are useful to 

understand the methods on text localization and recognition are introduced and briefly 

described. 

2.1 TEXT LOCALIZATION AND RECOGNITION METHODS 

2.1.1 REGION-BASED  

The main objective of segmentation is to divide an image into multiple regions. Some 

segmentation methods such as thresholding achieve this goal by looking for the 

boundaries between regions based on discontinuities in grayscale or color properties. 

Region-based segmentation is a technique for determining the region directly. These 

region-based algorithms can be classified into two main classes: 

MERGING ALGORITHMS:  

In merging algorithms neighboring regions are compared and if they are close enough 

in some property then they are merged.  

 

SPLITTING ALGORITHMS:  

In splitting algorithms large regions which are not uniform in nature, they are broken 

up into smaller areas in order to make them uniform. 
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There are algorithms which are also a combination of splitting and merging. In each 

of this cases, some criterion is applied to decide whether the regions should be merged 

or split into multiple regions. This criterion is defined by using different statistical 

approaches such as standard deviation, variance on the measured property (intensity, 

color, mean etc.) of the regions.  

Among them the most relevant region-based methods proposed in literature 

throughout the last decade, the two works that are worth mentioning due to their 

particular novelty are of Pan et al. [9] and Wang et al. [10].  

Pan et al. [9] have proposed a novel hybrid method to accurately localize texts in 

natural scene images. They have built a text confidence map with the help of a text 

region detector based on which text components can be segmented by local 

binarization method. A Conditional Random Field (CRF) model is then proposed to 

label the components as “text” or “non-text”. This proposed method gives promising 

performance comparing with the existing ones on ICDAR 2003 competition dataset.  

The second algorithm which is worth analyzing is of Wang et al. [10] where two 

systems are developed to solve the end-to-end problem of word recognition. The first 

one represents a two-stage pipeline consisting of text detection followed by Optical 

Character Recognition (OCR) engine. The second one is a system of generic object 

recognition.  

But nowadays, region-based methods have become less popular after introduction of 

connected component-based approaches which are able to overcome all the 

limitations of region-based methods such as: (i) high computational complexity, (ii) 

long training times and (iii) false-positive detection errors as many regions of natural 

scene images are difficult to distinguish from the text components.  
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2.1.2 CONNECTED COMPONENT-BASED 

 

The main objective behind connected component-based approach is that usually text 

characters have the same geometric properties. For example, the color of a text 

character remains the same for the whole letter, the characters are usually placed on a 

high contrast background to increase readability. So, researchers have been done over 

the years to propose different techniques on text localization/recognition.  

 

2.1.2.1 MAXIMALLY STABLE EXTREMAL REGION (MSER)-BASED   

 

Most connected component-based text localization and recognition methods propose 

Maximally Stable Extremal Region (MSER) [11] to identify the text components from 

a natural scene image.   

MSER is a method for blob detection [12] in images to compute a number of co-

variant regions from a given gray image called MSER. A MSER is a stable connected 

component of some gray-level sets of the image that stays nearly the same through a 

wide range of thresholds. In text detection, due to the geometric properties of text 

characters, MSER have become quite popular during the last few years. 

For this very reason many researchers tried to increase the rates (the percentage of 

ground-truth text elements identified as stable components) of MSER method by 

proposing different algorithms. For example:  

Neumann et al. [1] presents an end-to-end real-time scene text localization and 

recognition method. This method leads to a coverage rate of 95% over ground-truth 

character for ICDAR 2011 dataset. This is an outstanding coverage result for ICDAR 

2011 but the amount of extracted ER is very high as compared to MSER. Thus the 

algorithm requires a constant time O(1) for every ER to maintain computational 

complexity.   
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Multi-channel MSER [13] is another efficient variant of the MSER algorithm. This 

paper is the first to report both text detection and recognition results on the standard 

and challenging dataset ICDAR 2003. The performance of the method [13] is also 

evaluated on the another dataset Chars74k on which a recognition rate of 72% has 

been achieved which is 18% higher than the previous ones.  

Tian et al. [12] proposes a multi-level MSER technology that identifies the best-

quality text candidates from a set of stable regions that are extracted from different 

color channel images. The proposed method is evaluated on the ICDAR2003 and SVT 

datasets and experiments show that it outperforms both popular document image 

binarization methods and state of the art scene text segmentation methods. 

Nafla et al. [14] presents an efficient method of scene text detection using two 

machine learning classifiers: one for generating candidate word regions and the other 

for the classification of text or non-text components. Then with the help of a support 

vector machine classifier they classify a block into text and non-text components. 

 

2.1.2.2 STROKE WIDTH TRANSFORM (SWT)-BASED 

Stroke Width Transform (SWT) [15] is another algorithm that is quite popular among 

text localization works. Unlike MSER-based algorithms SWT does not use threshold 

values for an image at multiple levels to find the stable connected components. Instead 

this method looks for edges in the images (using Canny Edge Detector algorithm [16] 

) and builds a stroke width map in which the value assigned to each pixel denotes the 

width of the edge it belongs to. Here are some works worth mentioning:  

This paper [15] presents a novel image operator to find the value of stroke width for 

each pixel of an image and uses it for the task of text detection in natural images. The 

operator is local and independent of data which makes it fast and eliminates the need 

for multi-scale computation. This algorithm is able to detect texts of different fonts 

and languages because of its simplicity.  
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Huang et al. [17] presents a new approach for text localization by dividing text and 

non-text regions at three levels. Firstly they propose Stroke Feature Transformation 

(SFT) which extends to SWT and secondly based on the SFT results they uses two 

classifiers: a text-component classifier and a text-line classifier. It is evaluated on two 

benchmark datasets ICDAR 2005 and ICDAR 2011 and the corresponding f-measure 

values are 0.72 and 0.73 respectively.    

Risnumawan et al. [18] proposes a novel method to obtain stroke width image without 

the edge detectors by replacing the edge detector algorithm with the extremal regions 

(ERs) and presenting a novel weighted Markov Random Field (MRF) method with 

three properties to construct a finer stroke width image. Experiment results on ICDAR 

datasets and a comparison with the state-of-the-art methods have shown the efficiency 

of the proposed method.  

 

2.1.3 DEEP-BASED 

 

Convolutional Neural Networks (CNN) [19] have recently been successfully used for 

text localization and recognition in natural scene images. Since deep-based methods 

are very recent, there are few deep-based text spotting works in literature. In this 

section, the three most relevant works that have been proposed during the last few 

years are discussed in a summarized manner.   

Coates et al. [20] realize the power of features learned by a CNN at identifying text 

characters from natural images. However, they cannot find a proper way to identify 

bounding boxes for text elements. Therefore they do not participate in the ICDAR 

challenge to evaluate how their features perform when evaluate using ICDAR's 

evaluation protocol. Instead, they evaluate the precision/recall of their deep-based 

model using per-pixel based accuracies computed from the ground-truth annotations 

for ICDAR 2003 images. 
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In [21] a single very large CNN has been used for integrated text localization and 

recognition of Street View House Numbers [20] (SVHN) and CAPTCHA, thus 

removing the need of using local windows or proposals as in region-based and CC-

based methods. 

In [22] multiple very large CNN trained solely on synthetic data are used to localize 

and read text word proposals from Edge Box and ACF detector. 

2.2 BRIEF DESCRIPTION OF SOME POPULAR DATASETS 

There are several benchmark datasets [23] related to text localization and recognition 

which are as follows-  

2.2.1 CHARS74K DATASET 

 

CHARS74K dataset [40] was collected by de Campos et al [24]. It contains 7705 

English character images (A-Z, a-z and 0-9, in total 64 classes) and 3345 Kannada 

character images (647 classes), which were manually segmented from 1922 scene text 

images. Additionally, the dataset contains 1416 scene images with each word 

annotated by a polygon and its text transcription, however not every word in the 

dataset is annotated.  

2.2.2 ICDAR-2003 DATASET 

The dataset was created by Simon Lucas and his colleagues for the ICDAR-2003 

Robust Reading Competition [25]. The dataset was used in an unchanged form in the 

ICDAR-2005 Robust Reading Competition, which is why in the literature sometimes 

the dataset is also referred to as the ICDAR-2005 dataset. It contains 258 training and 

251 testing images with words and characters annotated by bounding boxes and their 

text content. 1157 word and 6185 character images (1111 word and 5430 character 

images) were subsequently cropped from the training (respectively testing) image set, 

to be used in Cropped Word Recognition and Cropped Character Recognition  
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evaluation. The dataset was captured by people who were specifically tasked to 

capture text in an outdoor environment, so as a result text in the dataset is mostly 

horizontal, it occupies a large portion of an image and it typically is present in the 

middle of an image since the authors of the pictures tried to capture “nice” pictures of 

text.  

 

2.2.3 ICDAR-2011 DATASET 

 

It [41] was created by taking all images from the ICDAR-2003 dataset, removing 

images with no text, adding several new images and splitting them again into a 

training and a testing subset. The dataset was first used in the ICDAR-2011 Robust 

Reading Competition and then subsequently in the 2013 Competition, which is why 

it is sometimes referred to as the ICDAR-2013 dataset. In the ICDAR-2015 Robust 

Reading Competition [26], the dataset was used again in the Focused Scene Text 

Challenge. ICDAR-2011 contains 229 training and 255 testing images, with 

corresponding 849 training and 716 testing cropped word images. As a result of the 

creation process, the testing subset of the ICDAR-2011 dataset contains the same 

images as the training subset of the ICDAR-2003 dataset. This unfortunately often 

leads to evaluation problems in the literature, where some methods are trained on both 

ICDAR-2003 and 2011 training sets, falsely assuming they are different datasets, and 

evaluated on the 2011 testing set but the testing set contains many images from the 

joint training set, and therefore the accuracy evaluation is heavily affected. 

2.2.4 ICDAR-2015 DATASET 

It was collected by people wearing Google Glass devices [39] and walking in 

Singapore and then subsequently by selecting and annotating only images with text. 

The ICDAR-2015 dataset was introduced in the ICDAR-2015 Robust Reading 

Competition [40] to address the problems of the ICDAR 2003/2011 datasets. The 

dataset is used in the Incidental Scene Text Challenge. The dataset contains 1670  
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images with 17548 annotated words. 1500 images are publicly available, split into 

training and testing set, and the remaining 170 images represent a sequestered set for 

a future use. Each word is annotated by a quadrilateral (3 points) and its Unicode 

transcription, thus supporting rotated and slanted text. The images in the dataset were 

taken “not having text in mind" and therefore contain a high variability of text fonts 

and sizes and they include many realistic effects (e.g. occlusion, perspective 

distortion, blur or noise etc.). 

 

2.2.5 STREET VIEW TEXT (SVT) DATASET 

It [42] was published by Wang and Belongie, where the data was collected by asking 

annotators to find images with local businesses in the Google Street View application. 

The dataset contains mostly business names and business signs and the business 

names by looking up businesses close to the GPS position of the image. In total, the 

dataset contains 350 images (100 training and 250 testing images) of 20 different cities 

and 725 labeled words. The word annotations were also exploited to create the dataset 

of cropped words SVT-50, which contains 647 word images, each with a lexicon of 

50 words. There is also a lexicon of all test words (4282 words), which is referred to 

as SVT-FULL. The annotators were instructed to find a representative text associated 

with the business in the image, then to move the viewpoint in the application to 

minimize the skew of the text and finally to save the screenshot. The words in the 

image picked by the annotators in this process are tagged by a horizontal bounding-

box and a case-insensitive transcription.  

 

Apart from the above mentioned datasets there are few more types of datasets related 

to text localization and recognition. They are [23] (a) COCO-TEXT DATASET, (b) IIIT 

DATASETS, (c) KAIST DATASET, (d) NEOCR DATASET. The details of the above 

mentioned datasets are given in the following table: 
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             Table 2.1: Comparative Study on Different Benchmark Datasets 

Dataset Name Collected By Description 

CHARS74K 
[40] 

Campos et al. [24] 1922 scene text images, 1416 
scene images and 7705 English 

and 3345 Kannada character 
images which were manually 

segmented from 1922 scene text 
images 

ICDAR-2003 
[25] 

Simon Lucas and his 
colleagues [25] 

258 training and 251 testing 
images and 1157 word and 6185 
character images were cropped 

from the training image set 

ICDAR-2011 
[40] 

Created from ICDAR-
2003 removing images 
with no text and adding 

several new images 

229 training and 255 testing 
images and 849 training and 716 

testing cropped word images 

ICDAR-2015 
[39] 

Google Glass Devices 
[39] 

1670 images with 17548 annotated 
words and 1500 images are 

publicly available 

 

SVT [42] 

 

 

Wang and Belongie 100 training and 250 testing 
images of 20 different cities and 

725 labeled words 

COCO-TEXT 
[44] 

Based on the MSCOCO 
dataset 

63 686 images and 173 589 
annotated words 

KAIST [45] Hyung et al. [45] 3 000 images of indoor and 
outdoor scenes with text 

IIIT [46] Harvested from Google 
image search 

2000 training and 3000 

testing images 

NEOCR [47] Nagy et al. [47] 659 real world images with 5238 
text line annotations 
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CHAPTER THREE 

3  METHODOLOGY 

We have presented our work on one of the popular text related dataset of scene images 

ICDAR-2015 which consists of 229 training images and 233 testing images. Here, in 

this chapter we are trying to describe the whole proposed methodology through the 

following steps-  

 Maximally Stable Extremal Region (MSER) detection 

 Removal of non-text regions based on Stroke Width Variation  

 Merging of text regions for the final detection result 

 Feature extraction exploring Histogram of Oriented Gradients (HOG)  

 Classification using Extreme Learning Machine (ELM)  

3.1 MAXIMALLY STABLE EXTREMAL REGION (MSER) 

DETECTION 

3.1.1 BRIEF INTRODUCTION OF MAXIMALLY STABLE EXTREMAL REGION 

(MSER) 

MSER [23] [24] is a popularly used method for blob detection in images. The MSER 

algorithm extracts a number of co-variant regions from an image. An MSER is a stable 

connected component of some gray-level sets of the image. MSER is based on the 

idea of taking regions which stay nearly the same through wide range of thresholds. 

All the pixels below a given threshold are white and all those above or equal are black.  
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If we are shown a sequence of thresholded images It with frame t corresponding to 

threshold t, we would see first a black image, then whitespots corresponding to local 

intensity minima will appear then grow larger. These whitespots will eventually 

merge, until the whole image is white. The set of all connected components in the 

sequence is the set of all extremal regions. The word extremal refers to the property 

that all pixels inside the MSER have either higher (bright extremal regions) or lower 

(dark extremal regions) intensity than all the pixels on its outer boundary.  

 

3.1.1.1 MATHEMATICAL DETAILS 

Let us consider an image I(x), x ∈ Ʌ is a real function of a finite set Ʌ with a 

topology τ. Elements of Ʌ are called pixels.  

For simplicity, let us take Ʌ = [1, 2, . . . , N]n and the topology τ  induced by the 4-

way or 8-way neighborhoods, but we do not restrict ourselves to n = 2 as [27]. 

A level set S(x), x ∈ Ʌ of the image I(x) is the set of pixels that have intensity not 

greater than I(x), i.e. 

 

             ܵሺݔሻ = ݕ} ∈ Ʌ ∶ ሻݕሺܫ  ൑  ሻ}                      ………………..……………Equation 1ݔሺܫ

 

A path (xଵ, . . . , xn) is a continuous sequence of pixels (i.e. such that xi and xi+ଵ) are 

4-way or 8-way neighbors for (i = 1, . . . , n − 1). A connected component C of the set 

Ʌ is a subset C ؿ Ʌ for which each pair (xଵ , xଶ) ∈ C2 of pixels is connected by a path 

fully contained in C.  

The connected component is maximal if any other connected component C´ 

containing C is equal to C. An extremal region R is a maximal connected component 

of a level set S(x). We denote by R(I) the set of all extremal regions of image I. 
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STABILITY CRITERIA-  

Among all extremal regions R(I), we are interested in the ones that satisfy certain 

stability criteria which will be introduced next. Let the level I(R) of the extremal 

region R be the maximum image value attained in the region R, i.e. 

 

ሺܴሻܫ                                           = 𝑝௫∈𝑅ݑݏ  ሻ           ……………………….…….………Equation Ϯݔሺܫ

 

Now, an extremal region R of a one dimensional image I(x) is shown and the 

corresponding extremal regions are considered as R+△ and R−△. Stability is computed 

based on the area variation of such regions. 

Let △ > 0. Let  R+△ be the smallest extremal region that contains iR and has intensity 

which exceeds of at least △ the intensity of R, i.e. 

 ܴ+△ = :|ܳ|}𝑖݊݉݃ݎܽ ܳ ∈ ܴሺܫሻ, ܳ ـ ܴ, ሺܳሻܫ ൒ ሺܴሻܫ + △}      ………………….Equation ϯ 

 

Similarly, let R−△ be the biggest extremal region containing R that has intensity which 

is exceeded by at least △ by R, i.e. 

 ܴ−△ = :|ܳ|}ݔܽ݉݃ݎܽ ܳ ∈ ܴሺܫሻ, ܳ ؿ ܴ, ሺܳሻܫ ൑ ሺܴሻܫ − △}       ……………….…. Equation ϰ 

 

Consider the area variation, 𝜌ሺܴ;△ሻ = |𝑅+△|−|𝑅−△||𝑅|             ………………….…………………… Equation ϱ 

 

The region R is maximally stable [28] if it is a minimum for the area variation, in the 

following sense: ρሺR;△ሻ is smaller than ρሺQ;△ሻ for any extremal region Q 

“immediately contained” or “immediately containing” R.  
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It is said that an extremal region R immediately contains another extremal region Q if 

R ـ Q and if R´ is another extremal region with R ـ R´ ـ Q, then R´ = R. Note that 

this notion makes sense because the base set Ʌ is finite.  
 

3.1.2 IMPLEMENTATION OF MSER IN OUR WORK 

First, most of the candidate text regions are detected using MSER. It works well for 

text regions because the high consistent color and high contrast of text leads to stable 

intensity profiles.  

In MSER method, the default ‘RegionAreaRange’ is 30 to 14,000 and the default 

‘ThresholdDelta’ is 2. But, we have used the range as 80 to 8000 and the threshold 

value as 4 after doing an analysis of text images in the ICDAR-2015 dataset. 

‘RegionAreaRange’ indicates the size of the region in pixels. The two-element vector 

[minArea, maxArea], allows the section of regions containing pixels to be in between 

minArea and maxArea, inclusive.  

‘ThresholdDelta’ indicates the step size between intensity threshold levels and a 

numeric value in the range (0,100]. This value is expressed as a percentage of the 

input data type range used in selecting extremal regions while testing for their 

stability. Decrease of this value returns more regions.  

So, in our work, we have experimented with different values of ThresholdDelta. As it 

decreases the more regions (less portion of text and a large portion of non-text) are 

detected as MSER. So, in order to detect the candidate text regions properly 

(comparatively less portion of non-text) we have increased the ThresholdDelta value 

and decreased the variation between minArea and maxArea.  
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                           (a)                                                                  (b) 

 

Figure 1: (a) A sample input image from ICDAR-2015 dataset and (b) exhibits all the 

potential text regions detected using MSER 

3.2 REMOVAL OF NON-TEXT REGIONS BASED ON STROKE 

WIDTH VARIATION  

3.2.1 BRIEF INTRODUCTION OF STROKE WIDTH VARIATION  

Stroke Width Variation [29] is a common metric used to discriminate between text 

and non-text. Stroke width is a measure of the width of the curves and lines that make 

up a character. Text regions tend to have little stroke width variation, whereas non-

text regions tend to have larger variations. To help understand how the stroke width 

can be used to remove non-text regions, estimate the stroke width of one of the 

detected MSER regions. You can do this by using a distance transform and binary 

thinning operation. In the images shown below, there is how the stroke width 
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image has very little variation over most of the region. This indicates that the region 

is more likely to be a text region because the lines and curves that make up the region 

all have similar widths, which is a common characteristic of human-readable text. 

                             

     Figure 2: Variation [25] of stroke width image over the region of the left side  

 

3.2.2 IMPLEMENTATION OF STROKE WIDTH VARIATION IN OUR WORK 

In the Figure 1(b), as we can see there are many non-text regions detected along with 

the text components. So, we have removed the non-text regions based on Stroke Width 

Variation. 

                                       

    Figure 3: After removal of non-text regions based on Stroke Width Transform 
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3.3 MERGING OF TEXT REGIONS FOR THE FINAL DETECTION 

RESULT 

At this point, all the detection results are composed of individual text characters. To 

use these results for further tasks, the individual text characters must be merged into 

words or text lines. This enables detection of the actual words in an image, which 

carry more meaningful information than just the individual characters. 

 

 For example [25], recognizing the string 'EXIT' vs. the set of individual characters 

{'X','E','T','I'}, where the meaning of the word is lost without the correct ordering.  

 

One approach for merging individual text regions into words or text lines is to first 

find neighboring text regions and then form a bounding box around these regions. To 

find neighboring regions, the bounding boxes computed earlier with regionprops will 

be expanded. This makes the bounding boxes of neighboring text regions overlap such 

that text regions that are part of the same word or text line form a chain of overlapping. 

Now, the overlapping bounding boxes can be merged together to form a single 

bounding box around individual words or text lines.  

 

To do this, we have computed the overlap ratio of all bounding box pairs. This denotes 

the distance between all pairs of text regions so that it is possible to find groups of 

neighboring text regions by looking for non-zero overlap ratios.  

 

Once the pair-wise overlap ratios are computed, all the text regions connected by a 

non-zero overlap ratio are achieved. 
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                              (a)                                                                        (b) 

Figure 4: (a) Individual text characters and (b) detected merged word or text lines 

 

3.4 FEATURE EXTRACTION EXPLORING HISTOGRAM OF 

ORIENTED GRADIENTS (HOG)  

3.4.1 BRIEF INTRODUCTION OF HISTOGRAM OF ORIENTED GRADIENTS 

(HOG) 

In recent years, HOG (Histogram of Oriented Gradients) algorithm [30] has got 

popularity in different applications. Researchers tend to use HOG algorithm for 

recognizing objects in images. HOG algorithm is used object recognition with very 

high success rate. 

3.4.1.1 MATHEMATICAL DETAILS 

HOG [31] [32] is a gradient-based feature set which is computed densely on the 

image. First, the input image is normalized. Then the x-derivatives and y-derivatives  
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of the image are computed. From x and y-derivatives the gradient magnitude and 

orientation for a pixel (x, y) is computed as follows: 

 𝜃ሺݔ, ሻݕ = 2݊ܽݐܽ ቀܩ௫ሺݔ, ,ሻݕ ,ݔ௬ሺܩ  ሻቁ            ……………………….Equation ϲݕ

 

                                 ݉ሺݔ, ሻݕ = ,ݔ௫ሺܩ√  ሻଶݕ + ,ݔ௬ሺܩ  ሻଶ                 ………………………Equation ϳݕ

 

 

Here, m(x, y) is the gradient magnitude, θ(x, y) is the gradient orientation, 𝐆ܠሺܠ,  ሻܡ

and 𝐆ܡሺܠ,  ሻ are the x and y-derivatives at pixel-position (x, y). The gradient responsesܡ

are accumulated over local cells into local gradient orientation histograms. The 

orientations are quantized into discrete bins modulo 180 degrees. Each pixel votes 

with its gradient magnitude for the entry in the histogram corresponding to its gradient 

orientation. Cells are then further grouped into overlapping blocks. To achieve 

robustness each block is then normalized. The final feature vector is built by 

concatenating all normalized blocks in the detection window.  

In our work after merging text regions we have extracted feature exploring HOG. We 

have used HOG feature for the reasons: 

(i) capture edge or gradient structure in HOG is very characteristic of local 

shape,  

(ii) it is relatively invariant to local geometric and photometric 

transformations,  

(iii) within cell rotations and translations do not affect the HOG values,  

(iv) illumination invariance achieved through normalization, 

(v) the orientation sampling densities can be tuned for different applications 

(such as human detection, hand gesture detection, text detection etc.  
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3.5 CLASSIFICATION USING EXTREME LEARNING MACHINE 

(ELM) 

3.5.1 BRIEF INTRODUCTION OF EXTREME LEARNING MACHINE (ELM)   

 

Extreme learning machine (ELM) [8] is proposed as an efficient single-hidden-layer 

feedforward neural network. It has been shown as an effective learning method in a 

wide variety of applications. The efficiency of ELM provides the possibility to 

incorporate part-based model into naturalistic driving data process which normally 

has high requirement for speed. 

Huang et al. [33] shows that dual optimization objective functions of ELM is 

consistent with that of SVM (Support Vector Machine) while ELM searches optimal 

solution in a greater domain with faster implementation. Therefore ELM achieves 

better performance in general and multiple tests have also proved it. So, in our work 

a detection method based on HOG and ELM is proposed in order to improve the 

processing speed. 

 

3.5.2 MATHEMATICAL DETAILS 

 

Huang et al. [33] theoretically and experimentally proved that ELM can be used as a 

unified learning platform which does not need to tune the hidden layer parameters as 

traditional neural networks do. Instead of using the time-consuming gradient descent 

based learning method; ELM relies on computing the inverse of the hidden layer 

matrix.  
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                                Figure 5: Single layer neural networks [34] 

 

In general, ELM maps any given SLFN hidden layer into a matrix form:  

 

   ℎሺݔሻ = ,ሺܽଵܩ] ܾଵ, ,ଵሻݔ ,ሺܽଶܩ ܾଶ, ,ଶሻݔ ….  , ሺܽ𝐿ܩ , ܾ𝐿 ,  𝐿ሻ]          ……Equation 8ݔ

 

where a, b are the random initialized hidden layer parameter matrix, L is the number 

of nodes in hidden layers, G is the node activation function, which could be additive, 

radial basis function (RBF), etc. The additive node activation has the form: 

 

ሺܽ𝑖ܩ                      , ܾ𝑖, ሻݔ = ݃ሺܽ𝑖ݔ + ܾ𝑖ሻ               ……………Equation 9   

 

where ai is the weight vector connecting the ith hidden node and the input nodes and bi is the bias of the ith hidden node.  
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The RBF node has the form:  

 

,ሺܽ𝑖ܩ               ܾ𝑖, ሻݔ = ݃(ܾ𝑖||ݔ − ܽ𝑖||)           …………………Equation 10 

 

Where ܽ𝑖 is the center of the ith hidden node and ܾ𝑖 is the impact factor of the ith 

hidden node. Therefore, the output function of the SLFN can be written as 

 

         ݂ሺݔሻ =  ∑ 𝛽𝑖ܩሺܽ𝑖, ܾ𝑖, ሻ𝐿𝑖=ଵݔ   = ℎሺݔሻ𝛽       ………………..Equation 11 

 

Where h(x) is the hidden layer output corresponding to input sample x and 𝛽 is the 

output weight vector between the hidden layer and the output layer. With calculated 

hidden layer matrix of N input samples:  

 

ܪ                   = [ℎሺݔଵሻ𝑇 , ℎሺݔଶሻ𝑇 , …  , ℎሺݔ𝑁ሻ𝑇]𝑇 ……………Equation 12 

 

And the target matrix:  

 

                        ܶ = ,ଵݐ] ,ଶݐ ….  ,  𝑁]𝑇   ……………………Equation 13ݐ

 

Then 𝛽 can be calculated as:   

 

                                       𝛽 =  Equation 14…………  ܶ†ܪ

 

In this way, the input layer and hidden layer parameters ܽ𝑖, ܾ𝑖 do not need to be tuned 

and the network can be trained very efficiently.  
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In particular, for a binary case, the decision function of ELM classifier can be written 

as,  

 

          ݂ሺݔሻ = 𝑇ܪሻݔ𝑖݃݊ሺℎሺݏ ቀ𝐼𝐶 + 𝑇ቁ−ଵܪܪ ܶሻ      ………………… Equation 15 

 

where H is the hidden layer matrix calculated from the training samples, T is the target 

matrix of training samples and 
𝐼𝐶 is a positive constant matrix for a stabler inverse 

result. 

 

Extreme learning machine (ELM) is an efficient single-hidden-layer feedforward 

neural network (SLFN) which has generally good performance and fast learning 

speed. It has been shown as an effective learning method in a wide variety of 

applications. The efficiency of ELM provides the possibility to incorporate part-based 

model into naturalistic driving data process which normally has high requirement for 

speed. And also ELM can be used as a unified learning platform which does not need 

to tune the hidden layer parameters as traditional neural networks do. Thus in our 

work, a detection method based on ELM classifier exploring HOG feature is proposed 

to achieve a better detection rate improving the processing speed.   
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3.6 BLOCK DIAGRAM OF OUR METHODOLOGY 

 

      

                        Figure 6: Block diagram of our proposed methodology 
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CHAPTER FOUR 

4 EXPERIMENTAL RESULT AND 

ANALYSIS 

In the present work, an Extreme Learning Machine (ELM) based classifier has been 

designed for localization of text contents in natural scene images using the Histogram 

of Oriented Gradients (HOG) feature on the benchmark dataset ICDAR-2015 which 

consists of 229 training images and 233 testing images. One of the freely available 

open source ELM tools called simple ELM classifier [43] has been used. Here, we 

have used 180 number of hidden neurons and sigmoidal function as an activation 

function for this classification technique. The detailed description is given in the 

chapter-3. The technique has obtained a recall of 95.39 percent on the test data set.  

 

 

 

 

                  

 

 

 

 

 

   Figure 7: Block diagram showing intermediate steps in our proposed work 
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Figure 8: a) Original input RGB images, b)  Localizes text region over the 

original images  
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Figure 9: a) Original input RGB images, b) Localizes false region over the 

original images  

 

           

 

Figure 10: a) Individual text characters and (b) detected merged word or text 

lines 
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           Table 4.1: Comparative Study of Results on ICDAR-2015 Dataset 

Figure 7 is a block diagram illustrating intermediate steps of our methodology for text 

localization on the original images. Figure 8(a) and 8(b) shows example of some input 

images and localized text region on those input images. Figure 9(a), 9(b) describes 

example of original image and falsely detected region of interest where our method 

could not find text region. Figure 10(a), 10(b) illustrates an example of the localized 

individual characters on the input image and join the nearby region to localize a whole 

word region not a single character. Table 4.1 makes a comparative study of results of 

different methods on ICDAR-2015 dataset. 

 

 

 

 

Works Precision 

(%) 

Recall 

(%) 

F-

measure 

(%) 

Feng et al. [35] 67.4 69.7 68.5 

Yan et al. [36] 74.6 73.9 74.25 

Tian et al. [37]  74.0 52.0 61.0 

Hyun et al. [38] 51.88 47.52 49.60 

Proposed method 94.02 95.39 94.70 
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CHAPTER FIVE 

5 CONCLUSION 

Text localization and recognition from scene images is a complex Computer Vision 

task that is being studied by many research laboratories and international companies 

for its importance and critical use in newly developed technologies, such as automated 

driving and automated indexing of information from visual data. Unfortunately, till 

now no method proposed in literature achieves text localization and recognition rates 

that are even remotely comparable to human observers' performances. For this very 

reason, competition among different text localization and recognition methods in this 

field is still very strong, especially on standard datasets like the ones from the 

International Conference on Document Analysis and Recognition (ICDAR) or the 

ones for real-world applications from Google, such as Google Street View House 

Numbers (SVHN) for house numbers localization and recognition from images 

harvested from Google Street View; Google Street View Text (SVT) for cropped 

lexicon-driven word recognition and full image lexicon-driven word detection and 

recognition from Google Street View. As described in this thesis, we have presented 

here an approach for text localization from natural scene images using Extreme 

Learning Machine. This method achieves state-of-the-art performance on a 

benchmark dataset ICDAR-2015. In Chapter- 3 and Chapter- 4 we exploit Maximally 

Stable Extremal Region (MSER) to obtain state-of-the-art accuracy rates for text 

localization from scene images. In this solution, stable connected components are not 

discarded on the basis of their geometric properties; this assures that uncommon text 

fonts that are typically filtered out as noise elements by competing approaches are 

correctly retained and identified.  
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5.1 FUTURE WORK 

In the last two decades, scene text detection methods have evolved tremendously, 

utilizing several vision techniques with increasingly powerful classifiers. The state of 

the art approaches are capable of detecting and recognizing English text with 

sufficient accuracy. In my opinion, every possible improvement to the presented 

methods of Chapter- 3 and Chapter- 4 requires the introduction of deep architectures 

and the subsequent collection of more labelled training data. In fact, deep-based 

approaches are currently the most effective and innovative way for reaching good 

results for text localization and recognition in natural scene images. The positive side 

of these novel deep architectures is that their use allow text localizing and recognizing 

methods to reach significantly higher detection rates than traditional shallow 

approaches. The negative side is that deep models require millions of training samples 

to reach human-level performances. In fact, as also stated by many experts in text 

localization and recognition fields, the best way to improve state-of-the-art results for 

deep-based text spotting algorithms consists in designing and developing a system for 

the automatic generation of synthetic train images that accurately simulate/mimic all 

the natural text elements and difficult conditions commonly found in real-world 

natural scene images. 
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