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                                  INTRODUCTION 
Emotions often mediate and facilitate interactions among human beings. In face-

to-face communication, emotions are transmitted in proportion of 55% through 

facial expressions. The interaction between human beings and computers will 

be more natural if computers are able to perceive and respond to human non-

verbal communication such as emotions.[1] That means that if the computer 

could capture and understand the emotions of its ” interlocutor”, communication 

would be more natural and appropriate, especially if we think of scenarios where 

a computer would play the role of a tutor.[5] Emotion can be recognized 

through a variety of means such as voice intonation, body language, and more 

complex methods such electroencephalography (EEG) [1]. However, the easier, 

more practical method is to examine facial expressions. The human face poses 

even more problems than other objects since the human face is a dynamic object 

that comes in many forms and colours [3]. However, facial detection and 

tracking provides many benefits. Facial recognition is not possible if the face is 

not isolated from the background. Human Computer Interaction (HCI) could 

greatly be improved by using emotion, pose, and gesture recognition, all of 

which require face and facial feature detection and tracking [2].  Here seven 

types of human emotions are considered.  Anger, disgust, fear, happiness, 

normal, sadness, surprise. Although many different algorithms exist to perform 

face detection, each has its own weaknesses and strengths. Some use flesh tones, 

some use contours, and other are even more complex involving templates, 

neural networks, or filters. These algorithms suffer from the same problem; they 

are computationally expensive [2].  

 

1.1 Overview of Facial Expressions  
A common assumption is that facial expressions initially served a functional role 

and not a communicative one. I will try to justify each one of the six classical 

expressions with its functional initially role:  

1. Anger: It involves two main features eyebrows down and inner side 
tightening, squinting eyes. The function is clear- preparing for attack.  

 
 

2. Disgust: It involves wrinkled nose and mouth. This expression mimics a 
person that tasted bad food and wants to spit it out, or smelling foul smell. 
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3. Fear: It involves widened eyes and sometimes open mouth. The function- 
opening the eyes so wide is supposed to help increasing the visual field 
(though studies show that it doesn't actually do so) and the fast eye 
movement, which can assist finding threats.  
 

 
 

4. Surprise: It is very similar to the expression of fear. Maybe because a 
surprising situation can frighten us for a brief moment, and then it depends 
whether the surprise is a good or a bad one. Therefore the function is a very 
similar one. 

 

5. Sadness: It involves a slight pulling down of lip corners, inner side of 
eyebrows is rising. Darwin explained this expression by suppressing the 
will to cry. The control over the upper lip is greater than the control over 
the lower lip, and so the lower lip drops. When a person screams during a 
cry, the eyes are closed in order to protect them from blood pressure that 
accumulates in the face. So, when we have the urge to cry and we want to 
stop it, the eyebrows are rising to prevent the eyes from closing. 
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6. Happiness: It usually involves a smile- both corner of the mouth rising, the 
eyes are squinting and wrinkles appear at eyes corners. The initial 
functional role of the smile, which represents happiness, remains a mystery. 
Some biologists believe that smile was initially a sign of fear. Monkeys and 
apes clenched teeth in order to show predators that they are harmless. A 
smile encourages the brain to release endorphins that assist lessening pain 
and resemble a feeling of well being 
 

 
 

7. Neutral: Technically with a neutral face the eyes are open (i.e. the upper 
eyelid has been raised) so a more accurate answer is one where no facial 
actions have occurred. In neutral the lip corners appear to be pulled 
down.  What is happening is the crease at the lip corners has a downward 
slant.  This downward slant creates the appearance of a curve to the mouth 

 

 

 

1.2 Problem Definition 

It is often been said that the eyes are the "window to the soul." This statement 

may be carried to a logical assumption that not only the eyes but the entire 

face may reflect the "hidden" emotions of the individual. Darwin's research on 

facial expressions has had a major impact on the field in many areas; foremost, 

his belief that the primary emotions conveyed by the face are universal [7]. 

Darwin placed considerable emphasis on the analysis of the action of different 

muscle groups in assessing expression.  

The research on the statement of Darwin was done by Ekman and 

Friesen. They hypothesized that  the universal of facial expression are to -be -

found in the relationship between distinctive patterns of the facial muscles and 
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particular emotions (happiness; sadness; anger; fear; surprise, disgust and 

normal) [7]. This project is aimed at recognizing these 7 human emotions 

from static images. This is a system which is capable of classifying an facial 

image into one of the seven basic emotions using some texture based feature 

descriptor. We have approached by making a comparison with different 

existing standard techniques like LBP (Local Binary Pattern), ULBP (Uniform 

Local Binary Pattern), MLBP (Multiscale Local Binary Pattern) etc. 

 

 

 

Figure1: Different types of emotion we are considering 

 

1.3 Application 

Research on facial expression recognition has been observed dramatic growth 
in recent years, thanks to the advancements in related fields, especially machine 
learning, image processing and human cognition. Accordingly, the impact and 
potential usage of automatic facial expression recognition have been expanded. 
Some of the significant applications of facial expression recognition system are: 

1. Alert system for driving.  
2. Social Robot emotion recognition system.  
3. Medical Practices.  
4. Feedback system for e-learning.  
5. The interactive TV applications enable the customer to actively give 

feedback on TV Program.  
6. Mental state identification.  
7. Automatic counselling system.  
8. Face expression synthesis.  
9. Music as per mood.  
10. In research related to psychology.  
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11. In understanding human behaviour.  
12. In interview. 

1.4 Motivation 

Recently there has been a growing interest in improving the interaction 

between humans and computers. To achieve effective human-computer 

intelligent interaction, there is a need for the computer to interact naturally 

with the user, similar to the way humans interact. Humans interact with each 

other mostly through speech, but also through body gestures to emphasize a 

certain part of speech and display emotions. Emotions are displayed by visual, 

vocal and other physiological means. There is more and more evidence 

appearing that shows that emotional skills are part of what is called 

‘intelligence’ [8]. One of the most important ways for humans to display 

emotions is through facial expressions. To achieve more effective human-

computer interaction, emotional state of the human is recognised here from his 

or her face. 

In general, texture based features have been used for facial emotion 
recognition since long. LBP is one of most popular and useful texture based 
features. Hence, in this thesis, different variants of LBP features vectors are 
calculated from the face image to identify the emotion displaying by the face.  

1.5 Scope of the Present Work 

It was mentioned earlier that research on facial expression recognition system 
has been seen a noticeable growth since last decade. In this thesis work, mainly 
a popularly used texture based feature vector called LBP has been applied. As 
the basic LBP has some limitations, hence some other variants of LBP namely 
ULBP and MLBP have been applied for the said purpose. These alternatives of 
LBP show some size and rotation invariant properties. 

Apart from this, from the literature survey, it is observed that mostly 
researchers extract features from the entire face images. But to identify the 
emotion of the face, processing of entire image is unnecessary. So, in some 
recent works, it is seen that people use Viola-Jones object detection to estimate 
the required region from the face images. Even some researchers, focus on 
detecting more confined regions for example eyes, mouth, nose to get more 
informative features which can help the classifier in order to achieve better 
recognition accuracy. In doing so, they have estimated some rectangular grids 
enclosing eyes, mouth and nose. But to get the better estimation of these body 
organs, rectangular region would not be the suitable choice. To overcome this 
limitation, in this thesis work, a hypothetical ellipse is fitted on each of the 
important regions of the face namely eye, mouth and nose. These elliptical 
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regions are finally used to extract the different LBP feature vectors. Exclusion 
of extraneous portion would help to estimate the features in a better way. The 
experimental outcomes shown in the result section (Chapter 4 of this thesis) 
justify the selection of the elliptical regions over the certain portions of a face 
image.       

 

1.6 Organization of Thesis work 

In this thesis work, an emotion recognition system is adopted on the basis of 
facial emotion. The work can be divided into mainly four parts, namely- . 
Image standardization, face detection, facial component detection and Decision 
function. The entire work reported here is organized as follows:   

Chapter 1: Introduction 

In introduction, a brief history of facial emotion detection and the need of 

the same are explained. Then the problem definition, application of the research 

work and characteristics of facial emotion are discussed. It also includes the 

motivation behind this work, scope of the work and the chapter ends with 

organization of the thesis. 

Chapter 2: Related Work 

This chapter describes some previous work regarding recognition of facial 

emotion using LBP. 

Chapter 3: Working Methodology 

This chapter has few subsections which are briefed as following:  

3.1 Data pre-processing 

JAFFE datasets have been considered for evaluating proposed method. 

Images are firstly pre-processed here before applying the feature extraction 

algorithms.  

3.2 Feature Extraction 

Features are extracted from eyes, lips and nose using Haar cascade feature 

extraction technique. Four steps for feature extraction are described in this 

chapter. 
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 3.3 Basic LBP and all its variants are discussed in this chapter. 

  

3.4 Description of the dataset is given here 

  

3.5 Classification 

 In this chapter the working principle of the classifier used here 

called Sequential Minimal Optimization (SMO) has been discussed.  

 

Chapter 4: Results and Discussion 

In this chapter, a thorough discussion about the results obtained by the 

current techniques is made. 

4.1 Comparison of the results 

A comparative study is discussed with similar works. 

4.2 Error Case Analysis 

In this section, a study has been conducted over the misclassification 

word images. 

 

Chapter 5: Conclusion and Future Scope 

Finally, the thesis work is concluded in this chapter and the future scope 

of the work is specified. 
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                                 RELATED WORK 

Chetverikov and P´eteri [11] placed the existing approaches of temporal 
texture recognition into five classes: methods based on optic flow, methods 
computing geometric properties in the spatiotemporal domain, methods based 
on local spatiotemporal filtering, methods using global spatiotemporal 
transforms and, finally, model-based methods that use estimated model 
parameters as features. The methods based on optic flow [12], [13], [14], [15], 
[16], [17], [18], [19], [20], [21] are currently the most popular ones 11], 
because optic flow estimation is a computationally efficient and natural way to 
characterize the local dynamics of a temporal texture. P´eteri and Chetverikov 
[12] proposed a method that combines normal flow features with periodicity 
features, in an attempt to explicitly characterize motion magnitude, 
directionality and periodicity. Their features are rotation-invariant, and the 
results are promising. But they did not consider the multi-scale properties, 
multi-resolution histograms based on velocity and acceleration fields [18]. 
Velocity and acceleration fields of different spatiotemporal resolution image 
sequences were accurately estimated by the structure tensor method. This 
method is also rotationinvariant and provides local directionality information. 
Fazekas and Chetverikov compared normal flow features and regularized 
complete flow features in dynamic texture classification [22]. They concluded 
that normal flow contains information on both dynamics and shape. Saisan et al. 
[26] applied a dynamic texture model [23] to the recognition of 50 different 
temporal textures. Despite this success, their method assumed stationary DTs 
that are wellsegmented in space and time, and the accuracy drops drastically if 
they are not. Fujita and Nayar [24] modified the approach [25] by using 
impulse responses of state variables to identify model and texture. Their 
approach showed less sensitivity to non-stationarity. However, the problem of 
heavy computational load and the issues of scalability and invariance remain 
open. Fablet and Bouthemy introduced temporal co-occurrence [16], [17] that 
measures the probability of co-occurrence in the same image location of two 
normal velocities (normal flow magnitudes) separated by certain temporal 
intervals. Recently, Smith et al. dealt with video texture indexing using 
spatiotemporal wavelets [26]. Spatiotemporal wavelets can decompose motion 
into the local and global, according to the desired degree of detail. Otsuka et al. 
[27] assumed that DTs can be represented by moving contours whose motion 
trajectories can be tracked. They considered trajectory surfaces within 3D 
spatiotemporal volume data, and extracted temporal and spatial features based 
on the tangent plane distribution. The spatial features include the directionality 
of contour arrangement and the scattering of contour placement. The temporal 
features characterize the uniformity of velocity components, the ash motion 
ratio and the occlusion ratio. These features were used to classify four DTs. 
Zhong and Scarlaro [28] modified [27] and used 3D edges in the 
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spatiotemporal domain. Their DT features were computed for voxels taking into 
account the spatiotemporal gradient. It appears that nearly all of the research 
on dynamic texture recognition has considered textures to be more or less 
‘homogeneous’, i.e., the spatial locations of image regions are not taken into 
account. The dynamic textures are usually described with global features 
computed over the whole image, which greatly limits the applicability of 
dynamic texture recognition. Using only global features for face or facial 
expression recognition, for example, would not be effective since much of the 
discriminative information in facial images is local, such as mouth movements. 
In their recent work, Aggarwal et al. [29] adopted the AutoRegressive and 
Moving Average (ARMA) framework of Doretto et al. [30] for video-based face 
recognition, demonstrating that temporal information contained in facial 
dynamics is useful for face recognition. In this approach, the use of facial 
appearance information is very limited. We are not aware of any dynamic 
texture based approaches to facial expression recognition [31], [32], [33] 
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             WORKING METHODOLOGY 

An image is only a collection of colour and/or light intensity values. Analysing 

these pixels for face detection is time consuming and difficult to accomplish 

because of the wide variations of shape and pigmentation within a human face. 

Pixels often require reanalysis for scaling and precision. Viola and Jones devised 

an algorithm, called Haar Classifiers, to rapidly detect any object, including 

human faces, using SMO classifier cascades that are based on Haar-like features 

and not pixels [4].  

 

 

 

Figure 2. Face detection and emotion recognition using geometric feature 

 

3.1 DATA PREPROCESSING 

3.1.1 Viola–Jones object detection 

 

3.1.1.1 Haar cascade algorithm 

Object Detection using Haar feature-based cascade classifiers is an effective 

object detection method proposed by Paul Viola and Michael Jones in their 

paper, "Rapid Object Detection using a Boosted Cascade of Simple Features" in 

2001.Face detection is used in a variety of applications, such as control and 

https://en.wikipedia.org/wiki/Viola%E2%80%93Jones_object_detection_framework


23 | P a g e  

 

 

security applications, and identification systems. A face detector has to inform 

whether an image of arbitrary size contains a human face and if so, where it is. 

Face detection is a very essential biometric application in the region of image 

analysis and computer vision. The elementary face detection method is 

AdaBoost algorithm with a cascading Haar-like attributes classifiers based on 

the structure proposed by Viola and Jones. Haar features are composed of either 

two or three rectangles. Face candidates are scanned and searched for Haar 

features of the current stage.The weights are constants generated by the 

learning algorithm. 

 

Figure 3:Examples of Haar features. Areas of white and black regions are multiplied by their respective 

weights and then summed in order to get the Haar feature value. 

Each Haar feature has a value that is calculated by taking the area of each 

rectangle, multiplying each by their respective weights, and then summing the 

results. The area of each rectangle is easily found using the integral image. The 

coordinate of the any corner of a rectangle can be used to get the sum of all the 

pixels above and to the left of that location using the integral image Since L1 is 

subtracted off twice it must be added back on to get the correct area of the 

rectangle. The area of the rectangle R, denoted as the rectangle integral, can be 

computed as follows using the locations of the integral image: L4-L3-L2+L1. 

 Haar Feature Classifier A Haar feature classifier uses the rectangle 

integral to calculate the value of a feature. The Haar feature classifier 

multiplies the weight of each rectangle by its area and the results are 

added together. Several Haar feature classifiers compose a stage. A stage 

comparator sums all the Haar feature classifier results in a stage and 

compares this summation with a stage threshold. The threshold is also a 

constant obtained from the AdaBoost algorithm. Each stage does not have 

a set number of Haar features. For example, Viola and Jones‟ data set used 

2 features in the first stage and 10 in the second. All together they used a 

total of 38 stages and 6060 features [39]. Our data set is based on the 

OpenCV data set which used 22 stages and 2135 features in total. 
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         Figure 4: Calculating the area of a rectangle R is done using the corner of the rectangle: L4-L3-L2+L1 

Cascade: 

          The Viola and Jones face detection algorithm eliminates face candidates             

quickly using a cascade of stages. The cascade eliminates candidates by making 

stricter requirements in each stage with later stages being much more difficult 

for a candidate to pass. Candidates exit the cascade if they pass all stages or fail 

any stage. A face is detected if a candidate passes all stages. 

 

3.2 Feature Extraction 

The geometric feature-based approach needs 4 steps to perform facial emotion 

recognition, as shown in Figure 2 [36]. 

3.2.1. Image standardization: It includes various sub-processes such as 

making all the images uniform in size .This makes the image data available for 

image analysis.  

3.2.2. Face detection: This phase involves detecting of a face in the given 

image data. It aims to remove all the unwanted things from the picture, such as 

background, and to keep only relevant information, the face, from the data. This 

phase employs various methodologies such as face segmentation techniques and 

curvature features. Some of the algorithms that are used in this step include edge 

detection filters such as Sobel, Prewitt, Laplacian, and Canny[36].  

R 

L1 L2 

L3 

 

L4 
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3.2.3. Facial component detection: Here, regions of interests are 

detected. These regions vary from eyes to nose to mouth, etc. The primary step 

is to localize and track a dense set of facial points. This step is necessary as it 

helps to minimize the errors that can arise due to the rotation or the alignment 

of the face. [36] 

3.2.4. Decision function: After the feature point tracking of the face 

using parameters it is the decision function responsible for detecting the 

emotion of the subject. These functions make use of classifiers such as AdaBoost 

and SMO for facial emotion recognition [36]. 

 

3.3 Algorithms 

 Basic Local Binary Pattern: 

           During the past few years, local binary patterns (LBPs) [8] have aroused 

increasing interest in image processing and computer vision. As a 

nonparametric method, LBP summarizes local structures of images efficiently 

by comparing each pixel with its neighboring pixels. The most important 

properties of LBP are its tolerance regarding monotonic illumination changes 

and its computational simplicity. LBP was originally proposed for texture 

analysis [9], and has proved a simple yet powerful approach to describe local 

structures. With the LBP operator, the occurrences of the LBP code for an image 

are collected into a histogram. 

Ojala et al. [9] introduced the LBP texture operator, which originally works 

with the 3×3 neighborhood. The pixel values of eight neighbors are thresholded 

by the value of the center pixel, then, the so-thresholded binary values are 

weighted by powers of two and summed to obtain the LBP code of the center 

pixel. In fact, let gc and g0,…, g7 denote respectively the gray values of the center 

and its eight-neighbor pixels, then the LBP code for the center pixel with 

coordinate (x, y) is calculated by 

LBP(x, y)=  ∑ 7
p=0 s(gc –gp )2p

 

https://www.sciencedirect.com/science/article/pii/S0925231213003068#bib2
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where s(z) is the threshold function 

s(z)=1,      z≤0; 

s(z)=0,      z<0; 

 

Figure 5: An example of pixel value extraction from the original image. 

 

 

Figure 6:  An example of the original LBP operator. 

 

In practice the neighbouring pixels are sampled on a circle, such that the grey 

values of neighbours which do not fall exactly in the centre of pixels are 

estimated by interpolation. The co-occurrence of the comparison results is 

recorded in LBP(x, y), by a unique string of binary numbers, where the sign 

function s() ensures that the LBP code is invariant against any monotonic 

transformation of image brightness.  
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Given an N*M texture image, a LBP pattern LBP(x, y), can be the computed at 

each pixel c, such that a textured image can be characterized by the distribution 

of LBP patterns, representing a whole image by a LBP histogram vector h: 

h(k)=∑ ∑ 𝛿(𝐿𝐵𝑃(𝑖, 𝑗) − 𝑘)
𝑀

𝑗=0

𝑁

𝑖=0
 

 

where, 0 ≤ k < d = 2p is the number of LBP patterns. By altering r and p, one 

can compute LBP features for any quantization of the angular space and for any 

spatial resolution. The distinctive advantages of LBP are its ease of 

implementation, invariance to monotonic illumination changes, and low 

computational complexity.  

Despite these merits, the original LBP has significant disadvantages:  

(1) Producing rather long histograms, overwhelmingly large even for small 

neighbourhoods, leading to decreased distinctiveness and large storage 

requirements.  

(2) Capturing only the very local structure of the texture and failing to detect 

large-scale textural structures.  

(3) Being sensitive to image rotation. 

 (4) Being highly sensitive to noise: the slightest fluctuation above or below the 

value of the central pixel is treated the same way as a major contrast.  

(5) Losing local textural information due to the use of hard, fixed and coarse 

quantization and only the signs of differences of neighbouring pixels are 

utilized.[35] 

 Multiscale Local Bineary Pattern 

A significant limitation of the original LBP operator is its small spatial support 
area. Features calculated in a local 3×3 neighborhood cannot capture large-scale 
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structures that may be the dominant features of some textures. However, 
adjacent LBP codes are not totally independent of each other.   

 
Figure 7:Three adjacent LBP4,R neighborhoods and an impossible combination of codes. A black 

disk means the gray level of a sample is lower than that of the center 

 
the above image  shows three adjacent 
four-bit LBP codes [37]. Assuming that the first bit in the leftmost code is zero, 
the third bit in the code to the right of it must be one. Similarly, the first bit in 
the code in the center and the third bit of the rightmost one must be either 
different or both equal to one. The right half of the figure shows an impossible 
combination of the codes. Each LBP code thus limits the set of possible codes 
adjacent to it, making the “effective area” of a single code actually slightly larger 
than 3×3 pixels. Nevertheless, the operator is not very robust against local 
changes in the texture, caused, for example, by varying viewpoints or 
illumination directions. An operator with a larger spatial support area is 
therefore often needed. A straightforward way of enlarging the spatial support 
area is to combine the information provided by N  LBP operators with varying 
P and R values. This way, each pixel in an image gets N different LBP codes. 
The most accurate information would be obtained by using the joint distribution 
of these codes. However, such a distribution would be overwhelmingly sparse 
with any reasonable image size. For example, the joint distribution of LBP8,1, 
LBPu2

16,3, and LBPu2
24,5 would contain 256 × 243 × 555 ≈ 3.5 × 107 bins. 

Therefore, only the marginal distributions of the different operators are 
considered even though the statistical independence of the outputs of the 
different LBP operators at a pixel cannot be warranted. For example, a feature 
histogram obtained by concatenating histograms produced by rotation-
invariant uniform pattern operators at three scales (1, 3 and 5) is denoted as: 
LBPriu2

8,1+16,3+24,5. 
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Figure 8: LBP and CS-LBP features for a neighbourhood of 8 pixels 

 
The aggregate dissimilarity between a sample and a model can be calculated as 
a sum of the dissimilarities between the marginal distributions  

LN =∑ 𝐿(𝑆𝑛 , 𝑀𝑛),
𝑁

𝑛=1
     

 where Sn and Mn correspond to the sample and model distributions extracted 
by the nth operator [38]. Of course, the chi square distance or histogram 
intersection can also be used instead of the log-likelihood measure. Even though 
the LBP codes at different radii are not statistically independent in the typical 
case, using multi-resolution analysis often enhances the discriminative 
power of the resulting features. With most applications, this straightforward 
way of building a multi-scale LBP operator has resulted in very good accuracy. 

 

 

 Uniform Local Binary Pattern  

A Local Binary Pattern is called uniform if it contains at most two bitwise 

transitions from 0 to 1 or vice versa. In a matter of fact this means that a uniform 

pattern has no transitions or two transitions. Only one transition is not possible, 

since the binary string needs to be considered circular. The two patterns with 

zero transitions, with for example eight bits, are 00000000 and 11111111. 

Examples of uniform patterns with eight bits and two transitions are 00011100 

and 11100001. For patterns with two transitions are P(P −1) combinations 
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possible. For uniform patterns with P sampling points and radius R the notion 

LBP𝑢2
P,R is used. Ojala et al. in [9] observed that some LBP patterns occur more 

frequently than others, therefore the uniform LBP  preserves only the uniform 

patterns and groups all information contained in the non-uniform patterns. In 

particular, the uniformity measure  

LBP𝑢2
P,R =∑ |𝑠(𝑔𝑚𝑜𝑑(𝑖,𝑝)−𝑔𝑐) − 𝑠(𝑔𝑖−1−𝑔𝑐)|

𝑝

𝑖=1
 

 

All patterns with U>2  are called non-uniform patterns and are classified under 

a single group, Using only uniform Local Binary Patterns has two important 

benefits. The first one is that it saves memory. With non-uniform patterns there 

are 2P possible combinations. With LBP𝑢2
P,R there are P (P − 1) + 2 patterns 

possible. The number of possible patterns for a neighborhood of 16 

(interpolated) pixels is 65536 for standard LBP and 242 for LBPu2. The second 

benefit is that LBPu2 detects only the important local textures, like spots, line 

ends, edges and corners. See figure 1.5 for examples of these texture primitives. 

 

3.4 Experimental Dataset 

For the practical work over facial expression recognition, there is a need to have 

scientific research datasets for different subjects. The dataset which is having 

more uncontrollable conditions, it is a good choice. The uncontrollable 

conditions are like pose, occlusion, expression, illumination, expression 

variation, etc. There are many datasets presented to test methods of facial 

expression recognition. Some datasets are paid basis and some are publically 

available online. In some datasets pre-processed images are given for learners. 

In datasets, one person has different samples images. The datasets like FERET, 

Extended YaleB, CMU-PIE, AR, Cohn Kanade, ORL, and Indian Face database, 

https://www.sciencedirect.com/science/article/pii/S003132031630245X#bib2
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Japanese Female Facial Expression JAFEE, etc.[34] Here the JAFFE dataset is 

used to detect the facial emotion.  

 JAFFE database 

The JAFFE database (Lyons et al., 1998; Zhang et al., 1998) is used in 
this project contains 213 images of female facial expressions. Each image 
has a resolution of 256×256 pixels. The number of images corresponding 
to each of the 7 categories of expression (neutral, happiness, sadness, 
surprise, anger, disgust and fear) is almost the same. [6] 

 
 

 

Fig. 9. Sample expressions of two expressers from the JAFFE database. 

 

The images in the database are grayscale images in the tiff file format. 

The expression expressed in each image along with a semantic rating is 

provided in the database that makes the database suitable for facial 

expression research. The heads in the images are mostly in frontal 

pose.[6] 

 

 

 

 

https://www.sciencedirect.com/science/article/pii/S0952197607001492#bib3
https://www.sciencedirect.com/science/article/pii/S0952197607001492#bib12
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3.5 Classifier  Selection 

          Sequential Minimal Optimization: 

SMO quickly solves the SVM QP problem without using numerical QP 

optimization steps at all. SMO decomposes the overall QP problem into fixed 

size QP sub-problems, similar to the decomposition method [41]. SMO 

chooses to solve the smallest possible optimization problem at each step. For 

the standard SVM, the smallest possible optimization problem involves two 

elements of ᾱ because the ᾱ must obey one local equality constraint. At each 

step, SMO chooses two αi to jointly optimize, finds the optimal values for these 

αi and updates the SVM to reflect these new values. The advantage of SMO 

lies in the fact that solving for two αi can be done analytically. Thus, numerical 

QP optimization is avoided entirely. The inner loop of the algorithm can be 

expressed in a short amount of C code, rather than invoking an entire QP 

library routine. By avoiding numerical QP, the computation time is shifted 

from QP to kernel evaluation. Kernel evaluation time can be dramatically 

reduced in certain common situations, e.g., when a local SVM is used, or when 

the input data is sparse (mostly zero). The result of kernel evaluations can also 

be cached in memory [40]. There are two components to SMO: an analytic 

method for solving for the two αi, and α heuristic for choosing which 

multipliers to optimize. Pseudo-code for the SMO algorithm can be found in 

[42, 41], along with the relationship to other optimization and machine 

learning algorithms. 
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                RESULT AND DISCUSSION 

Here, each image in the database represents one of the seven emotions said 

earlier. The entire image set is divided into test and training sets. From each 

image either in training or test set, the basic LBP, ULBP and MLBP features 

are extracted. Before extracting the features, elliptical regions enclosing eyes, 

lips and nose are estimated and from these regions only features are computed. 

Finally, these feature vectors are fed to SMO for recognition of emotions. 

4.1Comparision between results 

 The seven emotion labels on which subjects rated the faces are displayed on 
the x-axis.The confusion matrix are given for different varients of LBP. 

 

 
 

=== Confusion Matrix (FOR BASIC LBP) === 

 

  a      b      c      d      e       f      g   <-- classified as 

 68    48     9     16     20    31   7      |  a = ANGRY 

 46    69    21    19     19    15   10    |  b = DISGUST 

 13    21    46     32     18    23   46   |  c = FEAR 

 22    39    28     43     25    23    19  |  d = HAPPY 

 22    25    31     35    36    26     24  |  e = NORMAL 

 28    23    30     22    18    64     14  |  f = SAD 

 14    20    60     17     25   13     50  |  g = SURPRISE 
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=== Confusion Matrix (FOR Multiscale LBP) === 

 

  a      b     c      d       e      f       g      <-- classified as 

 47    39    33    20    18    26    16    |  a = ANGRY 

 41    45    21    31    24    23    14    |  b = DISGUST 

 24    23    37    25    38    22    30    |  c = FEAR 

 29    41    26    31    26    31    15    |  d = HAPPY 

 23    26    45    26    34    28    17    |  e = NORMAL 

 40    38    18    34    29    25    15    |  f = SAD 

 30    22    42    23    20    18    44    |  g =SURPRISE 

 

=== Confusion Matrix (FOR Uniform LBP) === 
 
   a       b       c        d       e        f        g        <-- classified as 
 163     3       2        0      31      0       0          |   a = ANGRY 
   6     139     30      2       3       1     18          |   b = DISGUST 
   4      43     148     2       0        0      2          |   c = FEAR 
   1       2        1    192     0        3       0          |   d = HAPPY 
  30      8        4      0      156     1       0          |   e = NORMAL 
   1       4        4      4         0    181     5          |   f = SAD 
   0      18       7       0        0      3     171        |   g = SURPRISE 
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Table1: Comparison between correctly classified by different LBP feature vector while recognizing the emotion 

 

As can be seen in the confusion matrices the results of classifying the emotion 
in seven emotions.According to this result we can see uniform local binary 
pattern is giving better result than any other LBP. 
 

 
 

 
Fig. 10. Sample detection of left eye region from the JAFFE database. 

 Entire Image Selected Region 

Correctly Classified Correctly Classified 

Basic Local Binary 
Pattern 

13.8593 % 26.9921 % 

Multiscale Local Binary 
Pattern 

14.6447 % 28.8801 % 

Uniform Local Binary 
Pattern 

30.2943 % 82.5556 % 
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Fig. 11. Sample detection of right eye region  from the JAFFE database. 

 

 
Fig. 12. Sample detection of nose region  from the JAFFE database. 

 

Fig. 13. Sample detection of lips region  from the JAFFE database. 
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4.2  Error Case 
According to the result displayed by weka there are errors in classifying the 

images into preper emotion.When the whole image is considered to calculate 

the histogram the occurrence of error is more than the special parts. 

Consideration of eye nose lips giving better results and elimination errors upto 

a limit. 

 Table 2: Comparison among different variants of LBP feature vector while recognizing the facial emotions. 

 

 

 

 

 

 Entire Image Selected Region 

Incorrectly Classified Incorrectly Classified 

Basic Local Binary 
Pattern 

86.1407 % 73.0079 % 

Multiscale Local Binary 
Pattern 

85.3553 % 71.1199% 

Uniform Local Binary 
Pattern 

69.7057 % 17.4444 % 
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CONCLUSION AND FUTURE SCOPE 

 

 

In this thesis, we present a comprehensive empirical study of facial expression 
recognition based on Local Binary Patterns features. Different classification 
techniques are examined on several databases. This work describes a real-time 
automatic facial expression recognition system using static image input. Our 
work focuses on initially detecting the human face in the image, on classifying 
the human emotion from facial features and on visualizing the recognition 
results. The key issues of this work can be summarized as follows: 
1. 

Deriving an effective facial representation from original face images is a 
vital step for successful facial expression recognition. We empirically 
evaluate LBP features to describe appearance changes of expression 
images. Extensive experiments illustrate that LBP features are effective 
and efficient for facial expression recognition. 

2. 

One challenge for facial expression recognition is recognizing facial 
expressions at low resolutions, as only compressed low-resolution video 
input is available in real-world applications. We investigate LBP features 
on low-resolution images, and observe that LBP features perform stably 
and robustly over a useful range of low resolutions of face images. 

 One limitation of this work is that the recognition is performed by using static 
images without exploiting temporal behaviors of facial expressions. The 
psychological experiments by Bassili [43] have suggested that facial 
expressions are more accurately recognized from a dynamic image than from a 
single static image. We will explore temporal information in our future work. 
Recently LBP from three orthogonal planes have been introduced for dynamic 
texture recognition [44], showing promising performance on facial expression 
recognition in video sequences. Another limitation of the current work is that 
we do not consider head pose variations and occlusions, which will be addressed 
in our future work. We will also study the effect of imprecise face location on 
expression recognition results. 

 

 

 

https://www.sciencedirect.com/science/article/pii/S0262885608001844#bib60
https://www.sciencedirect.com/science/article/pii/S0262885608001844#bib61
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