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Abstract 

 
Today’s life everything including digital economy, data enter and leaves cyberspace at record 

rates. A contemporary business relies on sharing and transferring the information among 

various stakeholders such as employees, owners (shareholders), creditors and suppliers within 

or outside the organization.  As the shared critical data can be leaked by some malicious 

entity, the persistency of preventing data misuse is escalated. Severe damage caused by the 

sharing of sensitive information constitutes a grievous threat to the organization's assets. 

Protection of confidential data from unauthorized revelation is a matter of concern for any 

enterprise. Data leakage causes a negative impact on companies. So preventing the data many 

vendors currently offer data leak prevention. The data stored in any device can be leaked in 

two ways; if the system is hacked or if the internal resources intentionally or unintentionally 

make the data public. 

 

Therefore, organizations should take measures to understand the sensitive data they hold, 

how it’s controlled, and how to prevent it from being leaked or compromised.  

So that purpose in this paper, data is preventing by using Anonymization technique of data 

leak prevention.  Anonymization technique can be used, including data substitution and 

shuffling specific fields (sensitive data) and data sets with the particular timestamp (Time 

restriction), after that timestamp the sensitive data will be hidden and again shuffling (for two 

or more time, sensitive data access). 

  

 

This report summarizes a 1-year research project in analysis, literature survey and 

implementation of new technique model for sensitive data leakage prevention. 
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CHAPTER 1 
 

 

Introduction 

 

1.1. Data Leakage Defined 

 

Data leakage is the unauthorized transmission of data from within an organization to an 

external destination. The term can be used to describe data that is transferred electronically or 

physically. Data leakage threats usually occur via the web and email, but can also occur via 

mobile data storage devices such as optical media, USB keys, and laptops.  

 

Barely a day goes by without a confidential data breach hitting the headlines. Data leakage, 

also known as low and slow data theft, is a huge problem for data security, and the damage 

caused to any organization, regardless of size or industry, can be serious. From declining 

revenue to a tarnished reputation or massive financial penalties to crippling lawsuits, this is a 

threat that any organization will want to protect them from. 

 

 

1.2. Overview of Data Leakage Prevention 

 

In information security data leakage threat has become an important issue especially data 

leakage caused by insider threat, Most of the computer attacks are from authorized users of 

the system. With the widespread of the internet, the insider threat is more serious. 

 

https://www.forcepoint.com/cyber-edu/data-security
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Sending confidential data to an unauthorized party called as data leakage. To prevent the data 

leaving from the outside of the organization private network called as data leakage 

prevention. Data leakage prevention system is a collection of sub-systems which helps to 

identify the confidential data and also prevents the data leakages. 

 

Data leakage prevention systems consider two parameters for preventing data leakage. One 

parameter is data states. In general, data is available in three states i.e. rest state, use state and 

move state another parameter is deployment scheme i.e. where we are deploying our Data 

Leakage Prevention system Based on these two parameters the Data Leakage Prevention 

solutions are changed. 

 

 

 

1.3. Types of Data Leakage 

There are many different types of data leakage and it is important to understand that the 

problem can be initiated via an external or internal source. Protective measures need to 

address all areas to ensure that the most common data leakage threats are prevented. 

 

1.3.1. The Accidental Breach 

"Unauthorized" data leakage does not necessarily mean intended or malicious. The good 

news is that the majority of data leakage incidents are accidental. For example, an employee 

may unintentionally choose the wrong recipient when sending an email containing 

confidential data. Unfortunately, unintentional data leakage can still result in the same 

penalties and reputational damage as they do not mitigate legal responsibilities. 
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1.3.2. The Intentioned or Disgruntled Employee 

When we think of data leakages, we think about data held on stolen or misplaced laptops or 

data that is leaked over email. However, the vast majority of data loss does not occur over an 

electronic medium; it occurs via printers, cameras, photocopiers, removable USB drives and 

even dumpster diving for discarded documents. While an employee may have signed an 

employment contract that effectively signifies trust between employer and employee, there is 

nothing to stop them from later leaking confidential information out of the building if they 

are disgruntled or promised a hefty payout by cybercriminals. This type of data leakage is 

often referred to as data exfiltration. 

 

1.3.3. Electronic Communications with Malicious Intent 

Many organizations give employees access to the internet, email, and instant messaging as 

part of their role. The problem is that all of these mediums are capable of file transfer or 

accessing external sources over the internet. Malware is often used to target these mediums 

and with a high success rate. For example, a cybercriminal could quite easily spoof a 

legitimate business email account and request sensitive information to be sent to them. The 

user would unwittingly send the information, which could contain financial data or sensitive 

pricing information. 

Phishing attacks are another cyber-attack method with a high data leakage success rate. 

Simply by clicking on a link and visiting a web page that contains malicious code could allow 

an attacker to access a computer or network to retrieve the information they need. 

 

1.3.4. An SQL Injection Attack 

The Astonishing Furniture mock website, built using the free, open-source software 

program Drupal, features an online application for a store credit card. Here, consumers 

would enter sensitive information, including their social security number, date of birth 

https://www.forcepoint.com/cyber-edu/data-exfiltration
https://www.forcepoint.com/cyber-edu/malware
https://www.forcepoint.com/cyber-edu/spoofing
https://www.forcepoint.com/cyber-edu/phishing-attack
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and income, which would be stored in a database that is vulnerable to an SQL injection 

attack. 

An SQL injection attack exploits a vulnerability in the software where the user inputs 

data. What the vulnerability in Drupal allowed is for the hacker to enter the code in the 

user name and password field. From there, the hacker could assign an administrative user 

name and password and execute commands on the server, including downloading 

sensitive data. 

“If we think of Astonishing Furniture as an example of a typical commercial entity, our 

data shows us they probably do not have a plan in the event of an attack,” says Travelers 

Cyber Lead Tim Francis, who says that small and mid-sized companies often are the least 

prepared. “They lack some of the resources and the expertise to adequately prevent 

against these attacks from occurring in the first place and when these attacks do occur, 

they are often the least likely to be able to respond.” 
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1.4. Research Objective 

 

 

 

In information security data leakage threat has become an important issue especially data 

leakage caused by insider threat [1]. Most of the computer attacks are from authorized users 

of the system. With the widespread of internet, the insider threat is more serious. 

 

Sending confidential data to an unauthorized party called as data leakage. To prevent the data 

leaving from the outside of the organization private network called as data leakage 

prevention. Data leakage prevention system is a collection of sub-systems which helps to 

identify the confidential data and also prevents the data leakages. 

 

Data leakage prevention systems consider two parameters for preventing data leakage. One 

parameter is data states. In general, data is available in three states i.e. rest state, use state and 

move state another parameter is deployment scheme i.e. where we are deploying our Data 

Leakage Prevention system Based on these two parameters the Data Leakage Prevention 

solutions are changed. 
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CHAPTER 2 

 
Literature Survey 

 

2.1. The 18 biggest data breaches of the 21st century 

 

 

 

Data breaches happen daily, in too many places at once to keep count. But what constitutes a huge 

breach versus a small one? CSO compiled a list of 18 of the biggest or most significant breaches of 

the 21st century. 

This list is based not necessarily on the number of records compromised, but on how much risk or 

damage the breach caused for companies, insurers, and users or account holders. In some cases, 

passwords and other information were well protected by encryption, so a password reset 

eliminated the bulk of the risk. 

 

 

2.1.1. Yahoo 

Date: 2013-14 

Impact: 3 billion user accounts 

 

Details: In September 2016, the once-dominant Internet giant, while in negotiations to sell itself to 

Verizon, announced it had been the victim of the biggest data breach in history, likely by “a state-

sponsored actor,” in 2014. The attack compromised the real names, email addresses, dates of birth 
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and telephone numbers of 500 million users. The company said the "vast majority" of the 

passwords involved had been hashed using the robust bcrypt algorithm. 

A couple of months later, in December, it buried that earlier record with the disclosure that a 

breach in 2013, by a different group of hackers had compromised 1 billion accounts. Besides 

names, dates of birth, email addresses, and passwords that were not as well protected as those 

involved in 2014, security questions and answers were also compromised. In October of 2017, 

Yahoo revised that estimate, saying that, in fact, all 3 billion user accounts had been compromised. 

The breaches knocked an estimated $350 million off Yahoo’s sale price. Verizon eventually paid 

$4.48 billion for Yahoo’s core Internet business. The agreement called for the two companies to 

share regulatory and legal liabilities from the breaches. The sale did not include a reported 

investment in Alibaba Group Holding of $41.3 billion and an ownership interest in Yahoo Japan 

of $9.3 billion. 

Yahoo, founded in 1994, had once been valued at $100 billion. After the sale, the company 

changed its name to Altaba, Inc. 

 

 

2.1.2. Marriott International 

Date: 2014-18 

Impact: 500 million customers 

 

Details: In November 2018, Marriott International announced that cyber thieves had stolen data 

on approximately 500 million customers. The breach actually occurred on systems supporting 

Starwood hotel brands starting in 2014. The attackers remained in the system after Marriott 

acquired Starwood in 2016 and were not discovered until September 2018. 

For some of the victims, only name and contact information were compromised. The attackers 

were able to take some combination of contact info, passport number, Starwood Preferred Guest 

https://www.reuters.com/article/us-yahoo-cyber/yahoo-says-all-three-billion-accounts-hacked-in-2013-data-theft-idUSKCN1C82O1
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numbers, travel information, and other personal information. Marriott believes that credit card 

numbers and expiration dates of more than 100 million customers were stolen, although the 

company is uncertain whether the attackers were able to decrypt the credit card numbers. 

The breach was eventually attributed to a Chinese intelligence group seeking to gather data on US 

citizens, according to a New York Times article. If true, this would be the largest known breach of 

personal data conducted by a nation-state. 

 

 

2.1.3. Adult Friend Finder  

Date: October 2016 

Impact: More than 412.2 million accounts 

 

Details: The Friend-Finder Network, which included casual hookup and adult content websites 

like Adult Friend Finder, Penthouse.com, Cams.com, iCams.com, and Stripshow.com, was 

breached sometime in mid-October 2016. Hackers collected 20 years of data on six databases that 

included names, email addresses, and passwords. 

Most of the passwords were protected only by the weak SHA-1 hashing algorithm, which meant 

that 99 percent of them had been cracked by the time LeakedSource.com published its analysis of 

the entire data set on November 14. 

CSO online Steve Ragan reported at the time that, “a researcher who goes by 1x0123 on Twitter 

and by Revolver in other circles posted screenshots were taken on Adult Friend Finder (that) show 

a Local File Inclusion vulnerability (LFI) being triggered.” He said the vulnerability, discovered in 

a module on the production servers used by Adult Friend Finder, “was being exploited.” 

 

 

https://www.nytimes.com/2018/12/11/us/politics/trump-china-trade.html
http://www.csoonline.com/article/3132533/security/researcher-says-adult-friend-finder-vulnerable-to-file-inclusion-vulnerabilities.html
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AFF Vice President Diana Ballou issued a statement saying, “We did identify and fix a 

vulnerability that was related to the ability to access source code through an injection 

vulnerability.” 

 

 

2.1.4. eBay 

Date: May 2014 

Impact: 145 million users compromised 

 

Details: The online auction giant reported a cyber-attack in May 2014 that it said exposed names, 

addresses, dates of birth and encrypted passwords of all of its 145 million users. The company said 

hackers got into the company network using the credentials of three corporate employees, and had 

complete inside access for 229 days, during which time they were able to make their way to the 

user database. 

It asked its customers to change their passwords but said financial information, such as credit card 

numbers, was stored separately and was not compromised. The company was criticized at the time 

for a lack of communication informing its users and poor implementation of the password-renewal 

process. 

CEO John Donahue said the breach resulted in a decline in user activity but had little impact on 

the bottom line – its Q2 revenue was up 13 percent and earnings up 6 percent, in line with analyst 

expectations. 
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2.1.5. Equifax 

Date: July 29, 2017 

Impact: Personal information (including Social Security Numbers, birth dates, addresses, and in 

some cases drivers' license numbers) of 143 million consumers; 209,000 consumers also had their 

credit card data exposed. 

Details: Equifax, one of the largest credit bureaus in the U.S., said on Sept. 7, 2017, that an 

application vulnerability on one of their websites led to a data breach that exposed about 147.9 

million consumers. The breach was discovered on July 29, but the company says that it likely 

started in mid-May. 

 

 

2.1.6. Heartland Payment Systems  

Date: March2008 

Impact: 134 million credit cards exposed through SQL injection to install spyware on 

Heartland's data systems. 

 

Details: At the time of the breach, Heartland was processing 100 million payment card 

transactions per month for 175,000 merchants – most small- to mid-sized retailers. It wasn’t 

discovered until January 2009, when Visa and MasterCard notified Heartland of suspicious 

transactions from accounts it had processed. 

Among the consequences were that Heartland was deemed out of compliance with the Payment 

Card Industry Data Security Standard (PCI DSS) and was not allowed to process the payments of 

major credit card providers until May 2009. The company also paid out an estimated $145 million 

in compensation for fraudulent payments. 
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A federal grand jury indicted Albert Gonzalez and two unnamed Russian accomplices in 2009. 

Gonzalez, a Cuban-American, was alleged to have masterminded the international operation that 

stole the credit and debit cards. In March 2010 he was sentenced to 20 years in federal prison. The 

vulnerability to SQL injection was well understood and security analysts had warned retailers 

about it for several years. Yet, the continuing vulnerability of many Web-facing applications made 

SQL injection the most common form of attack against Web sites at the time. 

 

 

2.1.7. Target Stores  

Date: December 2013 

Impact: Credit/debit card information and/or contact information of up to 110 million 

people compromised. 

 

Details: The breach actually began before Thanksgiving, but was not discovered until several 

weeks later. The retail giant initially announced that hackers had gained access through a third-

party HVAC vendor to its point-of-sale (POS) payment card readers, and had collected about 40 

million credit and debit card numbers. 

By January 2014, however, the company upped that estimate, reporting that personally identifiable 

information (PII) of 70 million of its customers had been compromised. That included full names, 

addresses, email addresses, and telephone numbers. The final estimate is that the breach affected 

as many as 110 million customers. 

Target’s CIO resigned in March 2014, and its CEO resigned in May. The company recently 

estimated the cost of the breach at $162 million. 

The company was credited with making significant security improvements. However, 

a settlement announced in May 2017 that gave Target 180 days to make specific security 

improvements was described by Tom Kellermann, CEO of Strategic Cyber Ventures and former 

CSO of Trend Micro, as a “slap on the wrist.” He also said it, “represents yesterday’s security 

http://www.csoonline.com/article/3199064/security/targets-data-breach-settlement-sets-a-low-bar-for-industry-security-standards.html
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paradigm,” since the requirements focus on keeping attackers out and not on improving incident 

response. 

 

 

 

2.1.8. TJX Companies, Inc. 

Date: December 2006 

Impact: 94 million credit cards exposed. 

 

Details: There are conflicting accounts of how this happened. One supposes that a group of 

hackers took advantage of a weak data encryption system and stole credit card data during a 

wireless transfer between two Marshall's stores in Miami, Fla. The other has them breaking into 

the TJX network through in-store kiosks that allowed people to apply for jobs electronically. 

Albert Gonzalez, hacking legend and ringleader of the Heartland breach, was convicted in 2010 of 

leading the gang of thieves who stole the credit cards, and sentenced to 20 years in prison, while 

11 others were arrested. He had been working as a paid informant for the US Secret Service, at a 

$75,000 salary at the time of the crimes. The government claimed in its sentencing memo that 

companies, banks, and insurers lost close to $200 million. 
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2.1.9. Uber 

Date: Late 2016 

Impact: Personal information of 57 million Uber users and 600,000 drivers exposed. 

 

Details: The scope of the Uber breach alone warrants its inclusion on this list, and it’s not the 

worst part of the hack. The way Uber handled the breach once discovered is one big hot mess, and 

it’s a lesson for other companies on what not to do. 

The company learned in late 2016 that two hackers were able to get names, email addresses, and 

mobile phone numbers of 57 users of the Uber app. They also got the driver license numbers of 

600,000 Uber drivers. As far as we know, no other data such as credit card or Social Security 

numbers were stolen. The hackers were able to access Uber’s GitHub account, where they found 

username and password credentials to Uber’s AWS account. Those credentials should never have 

been on GitHub. 

Here’s the really bad part: It wasn’t until about a year later that Uber made the breach public. 

What’s worse, they paid the hackers $100,000 to destroy the data with no way to verify that they 

did, claiming it was a “bug bounty” fee. Uber fired its CSO because of the breach, effectively 

placing the blame on him. 

The breach is believed to have cost Uber dearly in both reputation and money. At the time that the 

breach was announced, the company was in negotiations to sell a stake to Softbank. Initially, 

Uber’s valuation was $68 billion. By the time the deal closed in December, its valuation dropped 

to $48 billion. Not all of the drop is attributable to the breach, but analysts see it being a significant 

factor.   

 

 

 

 

https://www.thestreet.com/story/14431727/1/uber-s-rough-road-leads-to-softbank-deal.html
https://www.thestreet.com/story/14431727/1/uber-s-rough-road-leads-to-softbank-deal.html
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2.1.10. JP Morgan Chase  

Date: July 2014 

Impact: 76 million households and 7 million small businesses 

 

Details: The largest bank in the nation was the victim of a hack during the summer of 2014 that 

compromised the data of more than half of all US households – 76 million – plus 7 million small 

businesses. The data included contact information – names, addresses, phone numbers, and email 

addresses – as well as internal information about the users, according to a filing with the Securities 

and Exchange Commission.  

The bank said no customer money had been stolen and that there was “no evidence that account 

information for such affected customers – account numbers, passwords, user IDs, dates of birth or 

Social Security numbers – was compromised during this attack." 

Still, the hackers were reportedly able to gain “root" privileges on more than 90 of the bank’s 

servers, which meant they could take actions including transferring funds and closing accounts. 

According to the SANS Institute, JP Morgan spends $250 million on security every year.  

In November 2015, federal authorities indicted four men, charging them with the JP Morgan hack 

plus other financial institutions. Gery Shalon, Joshua Samuel Aaron and Ziv Orenstein faced 23 

counts, including unauthorized access of computers, identity theft, securities and wire fraud and 

money laundering that netted them an estimated $100 million. A fourth hacker who helped them 

breach the networks was not identified. 

Shalon and Orenstein, both Israelis, pleaded not guilty in June 2016. Aaron was arrested at JFK 

Airport in New York last December. 

 

 

 

 

https://www.sec.gov/Archives/edgar/data/19617/000119312514362173/d799478d8k.htm
https://www.sec.gov/Archives/edgar/data/19617/000119312514362173/d799478d8k.htm
https://www.sans.org/reading-room/whitepapers/casestudies/minimizing-damage-jp-morgan-039-s-data-breach-35822
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2.1.11. US Office of Personnel Management (OPM)  

Date: 2012-14 

Impact: Personal information of 22 million current and former federal employees 

 

Details: Hackers, said to be from China, were inside the OPM system starting in 2012, but were 

not detected until March 20, 2014. A second hacker, or group, gained access to OPM through a 

third-party contractor in May 2014 but was not discovered until nearly a year later. The intruders 

exfiltrated personal data – including in many cases detailed security clearance information and 

fingerprint data. 

Last year, former FBI director James Comey spoke of the information contained in the so-called 

SF-86 form, used for conducting background checks for employee security clearances. “My SF-86 

lists every place I’ve ever lived since I was 18, every foreign travel I’ve ever taken, all of my 

family, their addresses,” he said. “So it’s not just my identity that’s affected. I’ve got siblings. I’ve 

got five kids. All of that is in there.” 

A report, released last fall by the House Committee on Oversight and Government Reform 

summed up the damage in its title: “The OPM Data Breach: How the Government Jeopardized 

Our National Security for More than a Generation.”  

 

 

2.1.12. Sony's PlayStation Network  

Date: April 20, 2011 

Impact: 77 million PlayStation Network accounts hacked; estimated losses of $171 

million while the site was down for a month. 

 

Details: This is viewed as the worst gaming community data breach of all-time. Of more than 77 

million accounts affected, 12 million had unencrypted credit card numbers. Hackers gained access 

https://oversight.house.gov/wp-content/uploads/2016/09/The-OPM-Data-Breach-How-the-Government-Jeopardized-Our-National-Security-for-More-than-a-Generation.pdf
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to full names, passwords, e-mails, home addresses, purchase history, credit card numbers, and 

PSN/Qriocity logins and passwords. "It's enough to make every good security person wonder, 'If 

this is what it's like at Sony, what's it like at every other multi-national company that's sitting on 

millions of user data records?'" said eIQnetworks' John Linkous. He says it should remind those in 

IT security to identify and apply security controls consistently across their organizations. For 

customers, "Be careful whom you give your data to. It may not be worth the price to get access to 

online games or other virtual assets." 

In 2014, Sony agreed to a preliminary $15 million settlement in a class action lawsuit over the 

breach. 

 

 

2.1.13. Anthem  

Date: February 2015 

Impact: Theft of personal information on up to 78.8 million current and former 

customers. 

 

Details: The second-largest health insurer in the U.S., formerly known as WellPoint, said a cyber-

attack had exposed the names, addresses, Social Security numbers, and date of birth and 

employment histories of current and former customers – everything necessary to steal an identity. 

Fortune reported in January that a nationwide investigation concluded that a foreign government 

likely recruited the hackers who conducted what was said to be the largest data breach in 

healthcare history. It reportedly began a year before it was announced, when a single user at an 

Anthem subsidiary clicked on a link in a phishing email. The total cost of the breach is not yet 

known, but it is expected to exceed $100 million. Anthem said in 2016 that there was no evidence 

that members' data have been sold, shared or used fraudulently. Credit card and medical 

information also allegedly has not been taken.  

 

http://fortune.com/2017/01/09/anthem-cyber-attack-foreign-government/
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2.1.14. RSA Security 

Date: March 2011 

Impact: Possibly 40 million employee records stolen. 

 

Details: The impact of the cyber-attack that stole information on the security giant's SecurID 

authentication tokens is still being debated. RSA, the security division of EMC, said two separate 

hacker groups worked in collaboration with a foreign government to launch a series of phishing 

attacks against RSA employees, posing as people the employees trusted, to penetrate the 

company's network. 

EMC reported last July that it had spent at least $66 million on remediation. According to RSA 

executives, no customers' networks were breached. John Linkous, vice president, chief security 

and compliance officer of eIQnetworks, Inc. doesn't buy it. "RSA didn't help the matter by initially 

being vague about both the attack vector and (more importantly) the data that was stolen," he says. 

"It was only a matter of time before subsequent attacks on Lockheed-Martin, L3, and others 

occurred, all of which are believed to be partially enabled by the RSA breach." Beyond that was 

psychological damage. Among the lessons, he said, are that even good security companies like 

RSA are not immune to being hacked. 

Jennifer Bayuk, an independent information security consultant and professor at Stevens Institute 

of Technology, told Search Security in 2012 that the breach was, “a huge blow to the security 

product industry because RSA was such an icon. They’re the quintessential security vendor. For 

them to be a point of vulnerability was a real shocker. I don’t think anyone’s gotten over that,” she 

said. 
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2.1.15. Stuxnet  

Date: Sometime in 2010, but origins date to 2005 

Impact: Meant to attack Iran's nuclear power program, but will also serve as a template for real-

world intrusion and service disruption of power grids, water supplies or public transportation 

systems. 

 

Details: The immediate effects of the malicious Stuxnet worm were minimal – at least in the 

United States – but numerous experts rank it among the top large-scale breaches because it was a 

cyber-attack that yielded physical results. 

Its malware, designed to target only Siemens SCADA systems, damaged Iran’s nuclear program 

by destroying an estimated 984 uranium enrichment centrifuges. The attack has been attributed to 

a joint effort by the US and Israel, although never officially acknowledged as such. 

 

 

2.1.16. VeriSign  

Date: Throughout 2010 

Impact: Undisclosed information stolen 

 

Details: Security experts are unanimous in saying that the most troubling thing about the VeriSign 

breach, or breaches, in which hackers gained access to privileged systems and information, is the 

way the company handled it – poorly. VeriSign never announced the attacks. The incidents did not 

become public until 2011, and then only through a new SEC-mandated filing. 

As PC World put it, “VeriSign buried the information in a quarterly Securities and Exchange 

Commission (SEC) filing as if it was just another mundane tidbit.” 
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VeriSign said no critical systems such as the DNS servers or the certificate servers were 

compromised but did say that "access was gained to information on a small portion of our 

computers and servers." It has yet to report what the information stolen was and what impact it 

could have on the company or its customers. 

 

 

2.1.17. Home Depot  

 

Date: September 2014 

Impact: Theft of credit/debit card information of 56 million customers. 

 

Details: The hardware and building supply retailer announced in September what had been 

suspected for some weeks – that beginning in April or May, its POS systems had been infected 

with malware. The company later said an investigation concluded that a “unique, custom-built” 

malware had been used, which posed as anti-virus software. 

In March 2016, the company agreed to pay at least $19.5 million to compensate US consumers 

through a $13 million fund to reimburse shoppers for out-of-pocket losses and to spend at least 

$6.5 million to fund 1 1/2 years of cardholder identity protection services. 

The settlement covers about 40 million people who had payment card data stolen and more than 

52 million people who had email addresses stolen. There was some overlap between the groups. 

The company estimated $161 million of pre-tax expenses for the breach, including the consumer 

settlement and expected insurance proceeds. 
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2.1.18. Adobe  

Date: October 2013 

Impact: 38 million user records 

 

Details: Originally reported in early October by security blogger Brian Krebs, it took weeks to 

figure out the scale of the breach and what it included. The company originally reported that 

hackers had stolen nearly 3 million encrypted customer credit card records, plus login data for an 

undetermined number of user accounts. 

Later in the month, Adobe said the attackers had accessed IDs and encrypted passwords for 38 

million “active users.” But Krebs reported that a file posted just days earlier, “appears to include 

more than 150 million usernames and hashed password pairs taken from Adobe.” After weeks of 

research, it eventually turned out, as well as the source code of several Adobe products, the hack 

had also exposed customer names, IDs, passwords and debit and credit card information. 

In August 2015, an agreement called for Adobe to pay a $1.1 million in legal fees and an 

undisclosed amount to users to settle claims of violating the Customer Records Act and unfair 

business practices. In November 2016, the amount paid to customers was reported at $1 million. 

 

 

 

 

 

 

 

 

 

https://krebsonsecurity.com/2013/10/adobe-breach-impacted-at-least-38-million-users/
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2.2. Related Works 

 

 

Data Leakage Prevention (DLP), or Information Leakage Prevention (ILP), has been 

subjected to several types of research and commercial products, where major Information 

Security vendors struggle for developing innovative technologies. Often regarded as an 

'insider threat', data leakage can be treated by employing honeypots or honey-tokens. Where 

sensitive data is distributed, data can be traced either by 'watermarking' or by unobtrusive 

techniques. Previous mainstream works were focused on encountering data leakage at three 

stages. Endpoint solutions enforce access policies in desktop machines and thus can prevent 

confidential documents from leaving the organization boundaries. Network traffic monitors 

continuously analyze network communication to identify whether a sensitive file was sent 

while violating security policies. File-level systems embed security-related information as 

metadata in the sensitive files [ 1] [ 2] [ 3].  

 

In [3] authors focus on privacy-preserving detection of sensitive data exposure. They 

presented a data-leak detection solution which can be outsourced and deployed in a semi-

honest detection environment. The advantage of their method is that it enables the data owner 

to safely delegate the detection operation to a semi-honest provider without revealing the 

private data to the provider. 

They used a fuzzy fingerprint technique that enhances data privacy during data-leak detection 

operations. The data owner preprocesses and prepares fuzzy fingerprints and release the 

fingerprints to DLD provider. The DLD provider computes fingerprints from the network 

traffic and identifies potential leaks in them. To prevent the DLD provider from gathering 

exact knowledge about the sensitive data, the collection of potential leaks is composed of real 

leaks and noises. He reports all data leak alerts to the data owner. Data owner then post-

processes the potential leaks sent back by the DLD provider and decides whether there is any 

real data leak.  

 

In [4] authors focus on inadvertent leak detection. Detecting the exposure of sensitive 

information is challenging due to data transformation in the content. Transformations (such 

as insertion and deletion) result in highly unpredictable leak patterns. In the data leak 
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detection model, they analyze two types of sequences: sensitive data sequence and content 

sequence. The content sequence is the sequence to be examined for leaks. The content may 

be data extracted from file systems on personal computers, workstations or payloads 

extracted from supervised network channels. Sensitive data sequence contains the 

information (e.g., customer’s records, proprietary documents) that need to be protected and 

cannot be exposed to unauthorized parties. The sensitive data sequences are known to the 

analysis system. Here they utilized sequence alignment techniques for detecting complex 

data-leak patterns.  

 

In [5] authors formalize the problem of provably associating the guilty party to the leakages, 

and work on the data lineage methodologies to solve the problem of information leakage in 

various leakage scenarios. They define LIME, a generic data lineage framework for data flow 

across multiple entities in the malicious environment. Three characters are involved- owner, 

consumer, and auditor. The auditor determines a guilty party for any data leak and defines the 

exact properties for communication between these roles.  

The key advantage of the model is that it enforces accountability by design. This helps to 

overcome the existing situation where most lineage mechanisms are applied only after the 

leakage has happened. They present an accountable data transfer protocol to transfer data 

between two entities. To deal with an untrusted sender and an untrusted receiver scenario 

associated with data transfer between two consumers, the protocols employ an interesting 

combination of the robust watermarking, oblivious transfer, and signature primitives. Cox 

algorithm is used for watermarking.  

 

In [6] the authors study unobtrusive techniques for detecting leakage of a set of objects or 

records. They developed a model for finding the guilty of agents. They also present 

algorithms for sharing objects to agents, in a way that enhances the chances of identifying a 

leaker. Finally, they also considered the choice of adding fake objects to the distributed set. 

Such objects do not match to real entities but come into sight realistic to the agents. In a 

sense, here the fake objects act as a type of watermark for the entire set, without modifying 

any separate members. If an agent was given one or more fake objects that were leaked, then 

the distributor can be more assured that the agent was guilty.  

 

In [7] authors focus to data leakage prevention system with a time-stamp. In Data Leakage 

Prevention, the time stamp is very important for giving permission to access a particular data, 
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as in a particular period of time the data is confidential after the time stamp the same data 

could be non-confidential. In time stamped based DLP two phases are there, Learning Phase 

and Detection Phase.  

In the learning, phase collect confidential and non-confidential documents of an organization. 

Then create clusters using K-means with cosine similarity function. For each cluster identify 

the key terms based on their frequency. For each key term calculate the score and assign time 

stamp for a document based on deadlines of organization schedule. In the detection phase, the 

tested document is compared with the confidential score and time stamp, if the time stamp of 

the tested document is greater than or equal to the time stamp then that document is treated as 

a confidential and it is blocked.  

 

In [8] a new context-based model for accidental and intentional data leakage prevention is 

proposed. The context-based approach they proposed leverages the advantages of preventing 

data leakage by either looking for specific keywords and phrases or by using various 

statistical methods. Their new model consists of two phases: training and detection. During 

the training phase, they created clusters of documents. Then a graph representation of the 

confidential content of each cluster is generated. This representation consists of key terms 

and the context in which they need to appear in order to be considered confidential.  

During the detection phase, the document tested is assigned to several clusters. Its contents 

are then matched to each cluster’s respective graph in an attempt to determine the  

 

confidentiality of the document. One of the main advantages of their method is It detects 

small sections of confidential information embedded in non-confidential documents. It 

generates a well-understood model that can be reviewed and even modified by its users. 

  

In [9] authors aims to prevent the data leakage stemming from corporate email. When, an 

employee sends an email, which contains an attachment, from his corporate account to a 

recipient, the generated email is forwarded to the SMTP port which accepts outbound emails, 

on his system. SMTP proxy server can pick up the email and trigger the steganography 

scanner. Attachments are scanned and if they are clean the email is sent to main corporate 

server and finally send to the intended recipient. If the attachment is not clean, ie a 

steganography payload is detected, alert for data leak can be triggered and that email will not 

be sent.  
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In [10] authors present a trustworthiness-based distribution model that aims at data leakage 

prevention. They study the application where there is a distributor, as a trusted party, 

managing and distributing files that contain sensitive information to authorized users when 

they require. In their model, first, the distributor calculates the user’s trustworthiness based 

on his historical behaviors. Then according to the user’s trustworthiness and his obtained file 

set overlapping leaked file set, the distributor accesses the probability of the user’s intentional 

leak behavior as the subjective risk assessment. Then the distributor evaluates the user’s 

platform vulnerability as an objective element. Finally, the distributor makes decisions about 

whether to distribute the file based on the integrated risk assessment. 

 

Another common solution is to encrypt sensitive files, preventing them from being 

opened in a readable form in a non-authorized environment. First, this paper 

contributes by presenting novel and a completely different approach to encounter the 

DLP problem. Second, encryption-based solutions do not prevent the file from being 

spread over the external network once it is leaked. The sensitive document can be sent 

freely, shared and accessed over the Internet, not only harming the organization's 

reputation but allowing a motivated adversary to decrypt it. Our method, on the other 

hand, may halt the initial leakage, and limit the propagation of the leaked document, 

by preventing access to it. Furthermore, our method may provide forensic evidence 

concerning the source and route of the tagged file, by analyzing related AV and 

security systems reports and logs, even outside the organization perimeter. In short, 

the presented solution can be used along with encryption-based methods to limit the 

harmful effects of unintentional data leakage.  

One commercial solution is Microsoft Information Rights Management (IRM), for 

Office [ 4]. This solution prevents unauthorized users, within or outside the 

organization's boundaries, from reading a Microsoft Office document, which was 

unintentionally sent to them. However, this kind of solution is limited to Microsoft 

Office documents and it does not prevent the file from spreading further on the 

external network once it is leaked. It also does not prevent a skilled hacker from 

attempting to decipher the contents of the file.  

Here we consider another goal: assuming that a sensitive digital document has already 

leaked somehow, we shall consider a method of containing the leakage to minimize its 
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scope and its damage. Our concept is aimed at a wide range of documents (preferably 

any kind of file), it aims at impeding and limiting the spreading of the leaked file 

beyond the organization's boundaries, and it aims at preventing access to the leaked 

file, preferably by having it deleted before unauthorized users access it. 

The term 'unintentional leakage' [10] denoted cases where the leakage of sensitive 

data is not caused by intentionally malicious actions. This term encloses cases where 

an insider is unaware of the sensitivity of the data which he deals with or is unaware 

that some classified material got mixed with the unclassified message or media which 

he prepares. Consequently, and despite common security measures, sensitive data may 

escape the organization's boundaries through an insider's unintentional or at least 

without deliberate malicious intention. We assume that the data may initially escape 

the organization's boundaries either online (e.g. by email, file sharing services), or 

offline (e.g. by removable media). We further assume that an ordinary person, who 

tries to open the leaked document outside the boundaries of the organization, will not 

mess with it if it appears to be contaminated. Such 'ordinary person' may be either the 

initial unintentional leaker or someone else. 

Note that, despite the rising popularity of "Bring Your Own Device" (BYOD), 

enterprise organizations are still greatly concerned about their sensitive data being 

accessed by an unauthorized device or a partially authorized BYOD [ 11]. 
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CHAPTER 3 

 
 

Working Principle 

 

 

 

3.1. Confidential Data replacement based Data leakage 

prevention  

 

 

In Data Leakage Prevention identification of confidential data is very important, along 

with the data one more parameter i.e. confidential data replacement also considered as 

an important aspect in the Data Leakage Prevention. 

 

In our confidential data replacement based DLP, two phases are there 

3.1.1. Detection Phase 

3.1.2. Replacement Phase  

 

 

In Detection Phase, the documents are identified as confidential documents with 

predefine confidential data pattern. Fig 1 represents the pictorial representation of the 

detection phase. 
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In Replacement Phase, the identified confidential documents are replaced by the 

Anonymization technique where confidential data has been shuffled randomly 

without seed.  Fig 2 represents the pictorial representation of the replacement phase. 

 

 

 



28 | P a g e  
 

 

 

 

 

 

Algorithm for confidential information identification and replacement of a document. 

 

Input: 

Document corpus 

Output: 

 

1. Collection of Confidential and non-confidential documents of an organization 

2. Applied Anonymization technique on the confidential document. 

3. Store both previous & anonymized document in a different place. 
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3.2. Time Restriction based Data leakage prevention 

 

 

For each pattern identify the key terms based on their frequency. 

This is one of the important steps for our method, for each pattern we should identify the key 

terms using the concept called language modeling technique. In this method, we used formula 

for a language model i.e. the term frequency of a particular term divided by a total number of 

terms in that document. For each pattern language model is created for both confidential and 

non-confidential documents. The tested document’s keys are compared with confidential data 

pattern, if the pattern has been matched with the key of the tested document then that 

document is treated as a confidential and it is assigned with a timestamp for another data 

user. Fig 3 represents the pictorial representation of Time restriction phase. 

 

 

3.2.1. Algorithm for detection & assigning time stamp phase   

 

1. D- document to be a test 

2. Identify similar keys using cosine similarity 

3. For each pattern identify documents 

4. For each document check the key-pattern matching 

5. Calculate confidential score of a document 

6. If key-pattern matching score ≥ one 

7.  D is a confidential document 

8. Assigning a time stamp 

9. Else D is a non-confidential document 
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1. In our method the documents are in text format, so we perform data preprocessing for the 

tested document. As a part of data preprocessing apply stop words (unnecessary words like is, 

the, numbers…) and stemming algorithm. 

2. With the help of Cosine, similarity function identify the keys for the tested document. 

3. Extract the keys from the document. Now the document contains confidential key-pattern 

matching score. 

5. If the key-pattern matching score greater or equal to one then assigning a particular time 

stamp. 

6. The tested document considered as a confidential and after the particular timestamp, this 

document could be hidden for another data user. 
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3.3. Two or more time data use restriction 

 

 

 

This is one of important steps for our method, after Time restriction phase the tested 

document’s keys are compared with sensitive data pattern, if the pattern has been matched 

with the key of the tested document then that document is treated as a sensitive then our 

algorithm checked another data user’s opened data file is accessed by him/her two times or 

more. If the data user opened it the very first time then it shows the data file depends upon 

time stamp after that the data file must be hidden. If the data user trying to open a file then 

the data file will be a call to Anonymization technique to change the sensitive 

information of the opened file data to make valueless. When another data user 

trying to visit the same data file again and again then the Anonymization technique 

will be applied on this file after two times open strategy. Fig.4. represents the pictorial 

representation of two or more time data uses restriction. 
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CHAPTER 4 
 

 

 

 

Simulation and Results 

 

4.1. Preconditions 

 

We simulate our method on two way i.e. File data and Database records. 

 

At first we access a file data i.e text file which contains sensitive data and our algorithm 

which is on detection phase where the file data will be compared with the sensitive data 

pattern if the data contain sensitive information then the sensitive portion of the text file will 

be changed through the Anonymization technique, then the sensitive portion of the 

information will be meaningless. For differentiation, we store the anonymized data file on 

another data file as well as a text file. 
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                            Fig. 5 Text file which contains sensitive information. 

 

 

4.1.2. Data replacement Phase 

 

On Fig. 5.  screenshot denoted that in a text file data where the sensitive information is 

available. In this text file where email address, password, mobile number, Aadher 

number, PAN card number which are very sensitive information and also confidential. 

It is very interesting where the sentences are less meaning full also but sensitive 

information is very confidential and also it need not leak. Our algorithm pattern 

matching technique helps to identify the actual sensitive information on the text file. 
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           Fig. 6 Text file after applying the Anonymization technique. 

 

 

On Fig. 6. screenshot denoted that the original data file has been changed, where the 

portion of data mean to sensitive information. Here, email addresses have changed due 

to Anonymization technique and also password, Aadher card number, mobile number, 

PAN card number has changed, and made this data to meaningless sensitive data.  
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4.1.3. Time Restriction phase  

 

 

This is one kind of interesting and important phase where the whole information or data store 

in a database, when the data distributor or owner store date that time the algorithm has been 

applied as to divide into the same type of data one is original data another is after applying 

Anonymization technique data. When data owner accesses the data then this data 

fetched by the original database without time restriction. If another data user wants to 

access another data distributer’s data then the data fetched by anonymized database 

column, if this data contain sensitive information inside the data then time restriction 

has been allowed (data will be live for only a few times) unless full data will be live 

till the end. 

 

 

 

  

 

Fig. 7.1  Structure of Database Table  
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In Fig. 7.1 The database table denoted where the data distributor store the data and the 

anonymized data which will be accessed by another data user. 

 

 

 

 

 

 

                 

 Fig. 7.2   Database Table with Data 
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Fig. 8.1  Structure of Time Database Table 

 

 

 

In Fig. 8.1 The database table denoted which contain another data user’s user id and to 

be accessed user id and also a time of access.  
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Fig. 8.2 Time Database Table with data 

 

 

 

 

 

 

 

 

When Data owner wants to see his /her own data, where data is sensitive or non-sensitive 

doesn’t matter. He or she will see his /her own data without applying the Anonymization 

technique and also time restriction. Fig. 9 showing the data when the data distributor 

showing his/her own data. 
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Fig. 9 Screenshot of the data owner’s data access 

 

 

 

 

 

One data user wants to access another data user’s data then he/she shows the 

anonymized data for a period of time which has been given by time restricted allowing 

time. Time restriction or anonymization technique will be applied when data must 

contain sensitive information unless another data user will be shown the same data as 

the data owner. 
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Fig. 10.1 Screenshot of data where data showing by another data user. 

 

Let’s see if data contain sensitive information data must be applied time restriction and 

anonymization technique.  
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Fig. 10.2 Screenshot of data where data showing by another data user. 

 

 

 

When data contain sensitive information then time restriction technique has been applied on 

it and after a predefine timestamp then whole data will be hidden as well as flash out. 

 

 

 

 

After that when data does not contain sensitive information then data does not affect by the 

anonymization technique and also time restriction phase. 
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Fig. 11.1.  Screenshot of data owner data access 

 

 

In Fig. 11.1, where data does not contain any sensitive information as well as it’s a non-

confidential data and it’s shown by the data owner. 
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Fig. 11.2 Screenshot of data where data showing by another data user. 

 

 

 

 

 

In Fig. 11. 2 where data does not contain sensitive information then data does not effect by 

the anonymization technique and also time restriction phase when data is shown by another 

data user. 

 

 

 



45 | P a g e  
 

 CHAPTER 5 
 

 

Conclusion & Future Work 

 

 

The use of the internet for communication purpose has rapidly increased and it 

magnified the attacks to users. Protecting the data is a big challenge for computer 

users. The leak of sensitive data on computer systems poses a serious threat to 

organizational security. Statistics show that the lack of proper encryption on files and 

communications due to human errors is one of the leading causes of data loss. Data 

Leakage Prevention with Anonymization technique best suited for both large and 

small text dataset. Where Anonymization technique deals with sensitive information 

to make sensitive information to meaningless sensitive information in a data which is 

accessed by another data user, and Time restriction policy help to not to give any 

scope to identify the actual sensitive or confidential information of the data to another 

data user.  Our method used by different application where we need to match the 

content of the documents with predefined sensitive data pattern. Documents with 

sensitive or non-sensitive content are almost detected by our method and also 

prevented by Anonymization technique and Time restriction policy. 

 

 

In the future, we extend our method for detecting sensitive information or non-

sensitive information in any kind of documents and prevent them from the leak. 
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