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CHAPTER ONE 

1  INTRODUCTION 

 Harmony Search is a metaheuristic[1] optimization strategy based on the 

music. In the music, the pitch of each musical instrument determines its quality, 

similarly here also by the fitness value determines the quality of the decision 

variables. A musician tries to find the best harmony altogether, likewise in the 

Harmony Search, we also try to find the best global optimal value (minimum or 

maximum) value[2]. Here each decision variable generates a value. It was proposed 

by Zong Woo Geem, Joong Hoon Kim, and G. V. Loganathan in 2001[3]. It was 

inspired by the improvisation of the jazz musicians. 

 

1.1 PARAMETERS USED IN HARMONY SEARCH: 

Harmony Search uses many parameters for its input. The basic components[4][5] of 

the Harmony Search is defined as follows: 

1.1.1 HMS (HARMONY MEMORY SIZE): 

Generally, a random vector (x1,x2,...,xhms) is initialized as many as Harmony 

memory size is defined. Generally, HMS[6] varies between 1 to 100[7]. For the 

convenience of the implementation of the program, a rate of value is chosen from 

the Harmony Memory. It is ideally set to value between 0.7 to 0.99. The lower value 

of it defines that only a few no of best harmony memory is chosen for the next 

iteration which leads the algorithm to be slow. The higher value of the 

HMCR( Harmony Memory Consideration Rate) result  into  a lack of diversity other 
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than those belonging to HM (Harmony Memory) are not explored efficiently. That is 

why its value lies within that particular range. The Harmony memory is initialized in 

the following way: 

 

HM=

(

  
 

𝑥1
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1 ⋯
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⋮
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Figure 1: Initializing the harmony memory[7] 

1.1.2 PAR (PITCH ADJUSTMENT RATE): 

 Pitch Adjustment Rate is the rate of choosing a neighbouring value which 

helps in the Harmy Search for further mutate a solution.  It generally varies from 0.1 

to 0.5. A low value of PAR may fail the convergence of the solution in the Harmony 

Search due to the limited exploration of the search space while a higher value of 

PAR may cause the solution to disperse like a random search. 

1.1.3 BW (BANDWIDTH): 

 It is the amount of maximum change in pitch adjustment. This can be (0.01 × 

allowed range) to (0.001 × allowed range). It possible to vary it also as search 

progress also. 

 Besides these, there are also other parameters like Dimension, JR(Jumping Rate) 

etc.  

1.2 IMPORTANCE OF HARMONY SEARCH: 

Day by day, along with the technology is developing, our demand is also increasing. 

Also, we need to do every work in less amount of time. Here optimization comes. 
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Harmony Search is one of the popular optimization techniques which has solved 

already a plenty amount of problems.    

 Harmony Search may be a music-based algorithm, but as long as it is being famous 

throughout the world, the researchers started to work on this. So besides the music, 

it has a wide variety of applications till now: 

 1. Harmony Search is applied in the School Bus Routing Problem (SBRP) 

and tries to optimize the number of buses and the travel time also with two major 

constraints (bus capacity and the time window)[8] so that the SBRP aims to provide 

efficient transport for the students without losing their business. 

 2. Harmony Search was inspired by the Soft Computing algorithm. Cluster 

Analysis[9][10], one of the popular data mining technique is also a greatly affected 

by the Harmony search. K -means is used to be the popular clustering method for its 

simplicity and high speed in large clustering datasets. 

 3. Low connectivity is one of the major problems in non-uniform density 

WSNs(Wireless Sensor Networks)[11]. Harmony Search is applied in this field also 

to overcome this issue. Network connectivity with and without the Harmony Search 

was calculated and at last, it ensured to improve the performance.  

 Apart from that, Harmony search has also a lot of applications in the 

following areas: structural design[12] ,dam scheduling[13] ,RNA structure 

prediction [14], soil stability analysis, structural design, groundwater modeling, 

energy system dispatch, medical physics, tour planning, solving sudoku puzzles[15], 

transportation energy modeling, heat exchanger design, satellite heat pipe design, 

optimal power flow, container-storage problem etc. Besides these, in NP-hard 

combinatorial optimization problems, train neural network[16], manufacturing 

scheduling, for reliability problems[17], training neural network[18], numerical 

optimization[19] nurse scheduling problem Harmony search is used also. 
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1.3 ADVANTAGES OF HARMONY SEARCH: 

Harmony Search takes an input as random numbers this is really an advantage. 

Apart from that, it uses fewer numbers of adjustable parameters throughout the 

algorithm. The implementation of the algorithm is also easy.  

Also, Harmony Search has quick convergence too. Besides being a music based 

metaheuristic algorithm, it can be applied over a huge number of fields from 

engineering to real life problems. One of the big advantages of Harmony Searches is 

that the functions used in it are derivative free. 

1.4 DRAWBACKS OF HARMONY SEARCH: 

But it has some drawbacks too. Sometimes its converging rate becomes too slow and 

premature also. And before starting the algorithm, it has no sufficient information. 

So sometimes it may be stuck to the local optimum also.  

   To overcome these problems, researchers are trying to improve it in various 

ways, sometimes adjusting the parameters, sometimes merging another kind of 

algorithm with Harmony Search a new version of Harmony Search has been 

improved. In most of the cases researchers have proposed the methodology by 

adjusting the parameters like HMCR, PAR etc.  

1.5 OVERVIEW OF THE THESIS: 

The first chapter ‘Introduction’ goes through the brief concept of the Harmony 

Search, what type of parameters are used in the Harmony Search. Also it describes 

the applications of it, advantages and drawbacks also. In the chapter ‘Variations of 

Harmony Search’, the variety of Harmony Searches have been drawn. Also, there 

are some other algorithms like GA (Genetic Algorithm), PSO (Particle Swarm 

Optimization) which have been merged with the Harmony Search and a new type of 

Hybrid algorithms have been improved. Sometimes also adjusting the parameter in a 
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logical way the algorithm has developed also. It also describes about a lot of 

benchmark functions which may be used for the optimization problem. In the third 

The first chapter ‘Introduction’ goes through the brief concept of the Harmony 

Search, what type of parameters are used in the Harmony Search. Also it describes 

the applications of it, advantages and drawbacks also. In the chapter ‘Variations of 

Harmony Search’, the variety of Harmony Searches have been drawn. Also, there 

are some other algorithms like GA (Genetic Algorithm), PSO (Particle Swarm 

Optimization) which have been merged with the Harmony Search and a new type of 

Hybrid algorithms have been improved. Sometimes also adjusting the parameter in a 

logical way the algorithm has developed also. It also describes about a lot of 

benchmark functions which may be used for the optimization problem. In the third 

chapter ‘Proposed Methodology' we have proposed a new fuzzy-based accelerating 

factor and imposed it on the POHS and observed the better performance in most of 

the cases. At last ‘Conclusion' gives the idea we get from our experiments.  
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CHAPTER TWO 

2 VARIATIONS OF HARMONY SEARCH 

2.1 BASIC HARMONY SEARCH ALGORITHM: 

Harmony Search is one of the popular search fields in optimization. Its main 

advantage is that it uses less no of parameters in the algorithm. Researchers are 

working on till now to improve it by so many techniques. Here is a brief overview of 

the basic Harmony Search algorithm. 

Algorithm 1: Basic Harmony Search algorithm[20]  

Input: Parameters like HMS (Harmony Memory Size), HMCR(Harmony Memory 

Consideration Rate), PAR(Pitch Adjustment Rate), BW(Bandwidth), Max_NFc(Maximum 

number of Iterations) 

Output: Achieved the best fitness value   

1. Initialize the Parameters HMS, HMCR, Par, BW, Max_NFC as stated above 

2. Intialize the initial population of Harmony Memory(HM) with random harmonies, say m, 

such that ℎ ∈ [𝑙𝑏𝑖, 𝑢𝑏𝑖] 

3. If  𝑟1 ≤ 𝐻𝑀𝐶𝑅 where 𝑟1 = 𝑟𝑎𝑛𝑑() such that 𝑟1 ∈ 𝑈(0,1) 

3.1 Randomly select a harmony from HM, say M 

3.2 If 𝑟2 ≤ 𝑃𝐴𝑅 where 𝑟2 = 𝑟𝑎𝑛𝑑() such that 𝑟2 ∈ 𝑈(0,1) 

3.2.1 𝐻𝑛𝑒𝑤 = 𝐻 ± 𝑟 ∗ 𝐵𝑊 where r=rand() such that 𝑟 ∈ (0,1) 

4. Compare the 𝐻𝑛𝑒𝑤 and the worst harmony of HM, say 𝐻𝑤𝑜𝑟𝑠𝑡 in terms of the fitness 

function 𝑓((𝐻𝑛𝑒𝑤)) and 𝑓(𝐻𝑤𝑜𝑟𝑠𝑡) respectively. 

5. If  𝐻𝑛𝑒𝑤 is better than 𝑀𝑤𝑜𝑟𝑠𝑡 then it is replaced by 𝐻𝑛𝑒𝑤 in the Harmony Memory. 

6. Step 3to step 5 is repeated until some termination criteria are met or the number of 

Iterations have been reached to the value of Max_NFC 
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2.2 TYPES OF HARMONY SEARCH: 

Over the past few years, to improve the performance of the Harmony Search, 

researchers are trying applying different modification. As a result, some category of 

Harmony Search is published. Here are some of the reviews: 

2.2.1 IHS (IMPROVED HARMONY SEARCH):   

The main two parameters of the Harmony Search i.e the PAR and the BW have been 

modified slightly. In this case, a justification has been given that the PAR was 

increasing linearly and the value of BW  was decreasing exponentially with respect 

to the number of iterations[21]. So it is modified as: 

 𝑃𝐴𝑅𝑘 = 𝑃𝐴𝑅𝑚𝑖𝑛 + ((𝑃𝐴𝑅𝑚𝑎𝑥 − 𝑃𝐴𝑅𝑚𝑖𝑛)/𝐾) × 𝑘   

 𝐵𝑊𝑘 = 𝐵𝑊𝑚𝑎𝑥 exp(𝑐. 𝑘), 

where 𝑐 = (ln (𝐵𝑊𝑚𝑖𝑛/𝐵𝑊𝑚𝑎𝑥))/𝐾 

 

Where k is the current iteration and K is the max number of iterations. Also, PARmax 

and PARmin are the maximum and minimum pitch adjustment rate respectively. 

BWmax and BWmin are the maximum and minimum bandwidth respectively. 

2.2.2 EHS (ENHANCED HARMONY SEARCH): 

In the original Harmony Search at the last step, the harmony vector is updated until 

the termination criteria are satisfied. But here in the EHS[22], a checking condition 

has been kept i.e if the objective function of the new harmony factor is better than 

the worst harmony memory, then the worst harmony memory is replaced by the new 

harmony memory.  Here also the BW is being updated dynamically with the 

standard deviation where  

 𝐵𝑊 = 𝜏√𝑉𝑎𝑟(𝑥)       

 

......................Equation 1 

…….……………..Equation 2 

…………………Equation 3 
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Where 𝜏 is a constant taken as 1.17. Based on the previous work t has been chosen. 

2.2.3 OHS (OPPOSITION BASED HARMONY SEARCH):   

Opposition based Harmony Search[23] is very popular. When there is no sufficient 

information about the solution, then the solution is started with a random guess. It 

can be started with a guess by estimating the value of �̌� where 

 𝑥 = 𝑎𝑖 + 𝑏𝑖 − 𝑥    

 

In every iteration, it tries to improve to get the solution. It can be shown as below: 

 

Figure 2:  Opposition based harmony Search[20]  

2.2.4 GDHS (GLOBAL DYNAMIC HARMONY SEARCH): 

The advantage of GDHS is that there is no need to predefine any parameters. All the 

parameters are changed into the dynamic mode. This Harmony Search has improved 

a dynamic method to adjust PAR, HMCR, BW[24]. The dynamic method of tuning 

BW is same for GDHS and IHS. Here the domain is also dynamically changed. One 

…….…………..Equation 4 
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more advantage of the search is faster convergence. Here HMCR and PAR are 

adjusted as:  

 

 
𝐻𝑀𝐶𝑅𝑘 = 0.9 + 0.2 × √

(𝑘 − 1)

(𝐾 − 1)
× (1 −

(𝑘 − 1)

(𝐾 − 1)
) 

 

 

 

 
𝑃𝐴𝑅 = 0.9 + 0.2 ×√

(𝑘 − 1)

(𝐾 − 1)
× (1 −

(𝑘 − 1)

(𝐾 − 1)
) 

 

 

2.2.5 SAHS (SELF ADAPTIVE HARMONY SEARCH): 

Since the PAR and the BW have a great influence on the final solutions, therefore 

the value of PAR has been adjusted to provide better solutions. Actually,  the 

parameter BW is completely replaced. The parameter PAR is adjusted as follows: 

given as: 

 

 𝑃𝐴𝑅𝑘 = 𝑃𝐴𝑅𝑚𝑎𝑥 − (𝑃𝐴𝑅𝑚𝑎𝑥 − 𝑃𝐴𝑅𝑚𝑖𝑛) × 𝑘/𝐾   
 

 

2.2.6 GHS (GLOBAL BEST HARMONY SEARCH): 

Here also the adjusting factor is the PAR. The process is same as IHS. It develops 

the concept of Swarm Intelligence and improves Harmony Search. Recently GHS 

proved that it outperformed the other Harmony Searches while tested on 10 

benchmark functions[25]. One of the advantages of GHS is that it can be applied to 

both discrete and continuous problems. GHS also provides better results for the 

higher dimensional problems. Here the two parameter HMCR and HMS was 

investigated, it was seen that HMCR improves the performance of GHS except for 

the lower dimensionality problems where a small value of HMCR is recommended. 

........……………Equation 5 

……..…………Equation 6 

……………..Equation 7 
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But the value of HMS should be small here. It was proved that a small constant 

value of PAR can improve the performance of GHS. 

2.2.7 NGHS (NOVEL GLOBAL BEST HARMONY SEARCH): 

A very interesting thing is that NGHS can solve also the 0-1 Knapsack problems. 

But here Harmony Search faces some difficulties. To improve here comes the 

NGHS. Some changes have been imported in the NGHS[26]. The algorithm is as 

follows: 

 

 

 

 

 

 

 

 

 

 

 

2.2.8 IGHS (IMPROVED GLOBAL BEST HARMONY SEARCH): 

As proposed in the SAHS, the value of PAR is linearly decreasing and BW is 

exponentially decreasing as proposed in the IHS. After so many experiments, it 

works better than the GHS. Here the parameters HMCR and PAR have been 

improvised[27]. They are updated dynamically based on a composite function. The 

Algorithm 2: A brief overview of the NGHS algorithm 

 

i)PAR and HMCR are not included in the NGHS, rather a genetic mutation probability 

r(pm) is included here.  

ii)The improvisation step of the HM is as follows: 

for each i ∈ [1, N]do 

stepi = |xbesti− xworsti| % Calculating the adaptive step 

xi ’= xibest± r × stepi %position updating 

if rand()≤pmthen 

xi’ = xiL + rand() × (xiU−xiL) %genetic mutation 

End 

End 

iii)After improvisation, the worst harmony xworst is replaced by the new harmony 

memory  x’ even if x’ is worse than xworst.  
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improvisation process is taken from [21]. Here is a small overview of the IGHS 

algorithm: 

 

 

 

 

 

 

  

2.2.9 LHS (LOCAL BEST HARMONY SEARCH): 

Here exploitation and exploration are required that means the algorithm should have 

the exploitation ability has to use all the information and try to find a search space in 

the neighbourhood of the global optimum. Another one is the exploration ability to 

find the region around the global optimum quickly 

In this search, some properties, better to say three key features[21] has been 

proposed as follows: 

i) Pitch adjustment rate  

ii) Opposition based learning technique 

iii) The selection mechanism is proposed in such a way that it can escape 

from the local optimum. 

Besides all these types, there are also other types of Harmony Search like chaotic 

HS[28][29][30], Ant colony Algorithm [31][32][33]based on Harmony Search, 

Cellular HS[34], Adaptive Harmony Binary search (ABHS)[35], Intelligent Tuned 

Harmony Search Algorithm(ITHS)[36] etc. 

 

Algorithm 3: A brief overview of the IGHS algorithm 
 
For j=1to D do 
 If rand≤HMCR 
  xnew,j=xr,j+Gauss(0,1)*BWk , r belongs to (1,2,3,…,HMS) 
    If rand≤PARk then 
   xnew,j=xbest,j +rand()*BWk 
  end if 
 else 
  xnew,j=xj,L+rand()*(xj,U-xj,L) 
 end if 
end for 
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2.3 HYBRID HS: 

To improve the Harmony Search the parameters have been adjusted through many 

logics and it has been improved also. So after the original Harmony Search, its so 

many improved versions are available also. Likewise, to improve the performance of 

Harmony Search in various fields, it has been hybridized[21][37] with other 

algorithms also and better results have been got also rather than the previous ones. 

Here are some of the hybrid HS as follows: 

2.3.1 HS+ DMO: 

Harmony search with Differential Mutation Operator has been introduced also to 

improve the result of Harmony Search. An operator like differential mutation 

operator is replaced to adjust the value of PAR. The operation is as follows[21]: 

𝑥𝑛𝑒𝑤 = 𝑥𝑛𝑒𝑤,𝑗 + 𝐹 × (𝑥𝑟1,𝑗 − 𝑥𝑟2,𝑗)            Equation 8 

Where r1,r2 belongs to (1,2,3,…,HMS) , r1≠r2 and F is the scale factor 

2.3.2 HS+PSO: 

IPSO (Improved Particle Swarm Optimization) is based on basically the 

improvement of PSO algorithm which has been done by merging the PSO with the 

Harmony Search. It is based on the common characteristics of the PSO[38][39] and 

Harmony Search algorithms. The improvement has been done as follows: 

i) Initializing the parameters of Harmony Search and PSO and the 

parameters also. 

ii) Evaluate the particles according to their fitness value and sort them in 

descending order. 

iii) Perform Harmony Search and generate a new solution. 
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iv) If the new solution is better than the worst, then it worst is replaced by 

the new one. 

v) Update particles according to the rules of PSO. 

vi) Repeat from step (iii) to (vi) or some termination criteria is finished. 

 

2.4 BENCHMARK FUNCTIONS FOR OPTIMIZATION: 

Normally Harmony Search and their modifications are evaluated over a set of 

benchmark functions. There are a huge number of benchmark functions exists in the 

literature which re popularly used by the researchers. Some of the important 

benchmark functions which have been used for the Optimization purposes are given 

in the table:  

 

Table 1: Benchmark Functions for the Optimization problems [40][21]1[41] 

Func

tion# 

Function 

Name 

Mathematical Expression Range Global 

Optimum 

1 Sphere 

𝒇𝟏 =∑𝐱𝐢
𝟐

𝐃

𝐢=𝟏

 

[-

100,100]D 

0 

2 Schwefel 

2.2 
𝒇𝟐 =∑||𝒙𝒊| +∏||𝒙𝒊||

𝑫

𝒊=𝟏

|

𝑫

𝒊=𝟏

 

[-

100,100]D 

0 

3 Schwefel 

1.2 
𝒇𝟑 =∑(∑𝒙𝒋

𝒊

𝒋=𝟏

𝑫

𝒊=𝟏

) 

[-

100,100]D 

0 

4 Schwefel 

2.21 

𝒇𝟒 = 𝐦𝐚𝐱
𝑫−𝟏

{|𝒙𝒊|, 𝟏 ≤ 𝒊 ≤ 𝑫} 
[-

100,100]D 

0 

                                                 

1 https://www.sfu.ca/~ssurjano/optimization.html    

https://www.sfu.ca/~ssurjano/optimization.html
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Func

tion# 

Function 

Name 

Mathematical Expression Range Global 

Optimum 

5 Rosenbro

ck 
𝒇𝟓 =∑[𝟏𝟎𝟎(𝒙𝒊+𝟏 − 𝒙𝒊)

𝟐 + (𝒙𝒊−𝟏)
𝟐] 

[-30,30]D 0 

6 Step 

𝒇𝟔=∑(|𝒙𝒊 + 𝟎. 𝟓|)
𝟐

𝑫

𝒊=𝟏

 

[-

100,100]D 

0 

7 Quartic 

𝒇𝟕 =∑𝒊𝒙𝟒  + 𝒓𝒂𝒏𝒅𝒐𝒎(𝟎, 𝟏)

𝑫

𝒊=𝟏

 

[-

1.28,1.28]

D 

-

418.9829

D 

8 Schwefel 

𝒇𝟖 =∑−𝒙𝒊 × 𝒔𝒊𝒏√||𝒙𝒊||

𝑫

𝒊=𝟏

 

[-

500,500]D 

0 

9 Rastrigin 

𝒇𝟗 = 𝟏𝟎𝐃 +∑[𝒙𝒊
𝟐 − 𝟏𝟎𝐜𝐨𝐬(𝟐𝝅𝒙𝒊)]

𝑫

𝒊=𝟏

 

[-

5.12,5.12]

D 

0 

10 Ackley 

𝒇𝟏𝟎 = −𝟐𝟎𝐞𝐱𝐩

(

 −𝟎.𝟐√
𝟏

𝑫
∑𝒙𝒊

𝟐

𝑫

𝒊=𝟏
)

 

− 𝐞𝐱𝐩 (
𝟏

𝑫
∑𝐜𝐨𝐬(𝟐𝛑𝒙𝒊))

𝑫

𝒊=𝟏

+ 𝟐𝟎 + 𝐞 

[-32,32]D 0 

11 

 

 

Griewank 

𝒇𝟏𝟏 =
𝟏

𝟒𝟎𝟎𝟎
(∑𝒙𝒊

𝟐

𝑫

𝒊=𝟏

) −∏𝐜𝐨𝐬(
𝒙𝒊

√𝒊
) + 𝟏

𝑫

𝒊=𝟏

 

[-

600,600]D 

0 
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Func

tion# 

Function 

Name 

Mathematical Expression Range Global 

Optimum 

12 Penalized 

𝒇𝟏𝟐 =
𝝅

𝑫
{𝟏𝟎𝒔𝒊𝒏𝟐(𝝅𝒚𝟏)

+∑(𝒚𝒊 − 𝟏)
𝟐[𝟏

𝑫

𝒊=𝟏

+ 𝟏𝟎𝒔𝒊𝒏𝟐(𝝅𝒚𝒊+𝟏)]

+ (𝒚𝒏 − 𝟏)
𝟐}

+∑𝒖(𝒙𝒊,𝟏𝟎, 𝟏𝟎𝟎, 𝟒)𝒚𝒊

𝑫

𝒊=𝟏

= 𝟏 +
𝟏

𝟒
(𝒙𝒊 + 𝟏) 

[-50,50]D 0 

13 Penalized

2 𝒇𝟏𝟑 = 𝟎. 𝟏 {𝒔𝒊𝒏
𝟐(𝟑𝝅𝒙𝟏)𝟏𝟓

+ ∑(𝒙𝒊 − 𝟏)
𝟐

𝑫−𝟏

𝒊=𝟏

[𝟏

+ 𝒔𝒊𝒏𝟐(𝟑𝝅𝒙𝒊+𝟏)]

+ (𝒙𝒏 − 𝟏)
𝟐[𝟏

+ 𝒔𝒊𝒏𝟐(𝟐𝝅𝒙𝒏)]}

+∑𝒖(𝒙𝒊, 𝟓, 𝟏𝟎𝟎, 𝟒)

𝑫

𝒊−𝟏

 

 

Where 𝒖(𝒙𝒊, 𝒂, 𝒌,𝒎) =

{

𝒌(𝒙𝒊 − 𝒂)
𝒎, 𝒙𝒊 > 𝒂

𝟎    − 𝒂 ≤ 𝒙𝒊 ≤ 𝒂

𝒌(−𝒙𝒊 − 𝒂)
𝒎 , 𝒙𝒊 < −𝒂

 

[-50,50]D 0 

14 Foxholes 

𝒇𝟏𝟒 = [
𝟏

𝟓𝟎𝟎
+∑

𝟏

𝒋 + ∑ (𝒙𝒊 − 𝒂𝒊𝒋)
𝟔𝟐

𝒊=𝟏

𝟐𝟓

𝒋=𝟏

]−𝟏 

[-

65356,653

0.998 
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Func

tion# 

Function 

Name 

Mathematical Expression Range Global 

Optimum 

56]2 

15 Kowalik 

𝒇𝟏𝟓 =∑(𝒂𝒊 −
𝒙𝟏(𝒃𝒊

𝟐 + 𝒃𝒊𝒙𝟐)

𝒃𝒊
𝟐 + 𝒃𝒊𝒙𝟑 + 𝒙𝟒

)

𝟐𝑫

𝒊=𝟏

 

[-5,5]4 3.08e-04 

16  Six 

Hump 

Camelba

ck 

𝒇𝟏𝟔 = 𝟒𝒙𝟏
𝟐 − 𝟐.𝟏𝒙𝟏

𝟒 +
𝟏

𝟑
𝒙𝟏
𝟔 + 𝒙𝟏𝒙𝟐 − 𝟒𝒙𝟐

𝟐

+ 𝟒𝒙𝟐
𝟒 

[-5,5]2 -

1.316285 

17 Branin 

𝒇𝟏𝟕 = (𝒙𝟐 −
𝟓. 𝟏

𝟒𝝅𝟐
𝒙𝟏
𝟐 +

𝟓

𝝅
𝒙𝟏 − 𝟔)

𝟐

+ 𝟏𝟎(𝟏 −
𝟏

𝟖𝝅
)𝒄𝒐𝒔𝒙𝟏

+ 𝟏𝟎 

[-5,10]2  or 

[0,15]2 

0.398 

18 Goldstein 

Price 

𝒇𝟏𝟖 = [𝟏 + (𝒙𝟏 + 𝒙𝟐 + 𝟏)
𝟐(𝟏𝟗 − 𝟏𝟒𝒙𝟏

+ 𝟑𝒙𝟏
𝟐 − 𝟏𝟒𝒙𝟐 + 𝟔𝒙𝟏𝒙𝟐

+ 𝟑𝒙𝟐
𝟐)] × [𝟑𝟎

+ (𝟐𝒙𝟏−𝟑𝒙𝟐)
𝟐(𝟏𝟖 − 𝟑𝟐𝒙𝟏

+ 𝟏𝟐𝒙𝟏
𝟐 + 𝟒𝟖𝒙𝟐 − 𝟑𝟔𝒙𝟏𝒙𝟐

+ 𝟐𝟕𝒙𝟐
𝟐)] 

[-5,5]2 3 

19 Hartman 

3 𝒇𝟏𝟗 = −∑𝒄𝒊𝐞𝐱𝐩 [−∑𝒂𝒊𝒋(𝒙𝒋 − 𝒑𝒊𝒋)
𝟐

𝟑

𝒋=𝟏

]

𝟒

𝒊=𝟏

 

[0,1]3 -3.86278 

20 Hartman 

6 𝒇𝟐𝟎= −∑𝒄𝒊𝐞𝐱𝐩 [−∑𝒂𝒊𝒋(𝒙𝒋 − 𝒑𝒊𝒋)
𝟐

𝟔

𝒋=𝟏

]

𝟒

𝒊=𝟏

 

[-10,10]2 -3.32 

21 Shubert 

𝒇𝟐𝟏 =∏∑𝒋𝒄𝒐𝒔(𝒋 + 𝟏)(𝒙𝒊 + 𝒋)

𝟓

𝒊=𝟏

𝟐

𝒊=𝟏

 

[–10,10]2 −186.730

9 
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Func

tion# 

Function 

Name 

Mathematical Expression Range Global 

Optimum 

22 Goldstein 

Price2 
𝒇𝟐𝟐 = 𝐞𝐱𝐩(𝟎. 𝟓(𝒙𝟏

𝟐 + 𝒙𝟐
𝟐 − 𝟐𝟓)

𝟐
)

+ 𝒔𝒊𝒏𝟒(𝟒𝒙𝟏 − 𝟑𝒙𝟐)
+ 𝟎. 𝟓(𝟐𝒙𝟏 + 𝒙𝟐 − 𝟏𝟎)

𝟐 

[-5,5]2 1 

23 Schaffer 

𝒇𝟐𝟑 =
𝒔𝒊𝒏𝟐√𝒙𝟏

𝟐 + 𝒙𝟐
𝟐 − 𝟎. 𝟓

[𝟏 + 𝟎. 𝟎𝟎𝟏(𝒙𝟏
𝟐 + 𝒙𝟐

𝟐)𝟐]𝟐
− 𝟎. 𝟓 

[-

100,100]2 

-1 

24 Schafferf 

7 

 

𝒇𝟐𝟒 = ∑[(𝒙𝒊
𝟐 + 𝒙𝒊+𝟏

𝟐 )
𝟎.𝟐𝟓

(𝒔𝒊𝒏(𝟓𝟎(𝒙𝒊
𝟐

𝒏−𝟏

𝒊=𝟏

+ 𝒙𝒊+𝟏
𝟐 )

𝟎.𝟏
)𝟐 + 𝟏)] 

[-

100,100]D 

0 

25 Zakharov 

𝒇𝟐𝟓 =∑𝒙𝒊
𝟐 + (∑𝟎. 𝟓𝒊𝒙𝒊

𝟐

𝒊=𝟏

)𝟐
𝟐

𝒊=𝟏

+ (∑𝟎. 𝟓𝒊𝒙𝒊

𝟐

𝒊=𝟏

)𝟒 

[-

100,100]D 

0 

26 Shifted 

Rotated 

High 

Conditio

ned 

Elliptic 

Function 

𝒇𝟐𝟔 =∑(𝟏𝟎𝟔)
𝒊−𝟏
𝑵−𝟏𝒛𝒊

𝟐

𝑵

𝒊=𝟏

− 𝟒𝟓𝟎, 𝒛 = 𝒙 − 𝒐 

 

[-

100,100]D 

-450 

27 Shifted 

Schwefel

’s 

Problem 

1.2 with 

 

𝒇𝟐𝟕 =∑(∑𝒛𝒋

𝒊

𝒋=𝟏

)

𝟐
𝑵

𝒊=𝟏

(𝟏 + 𝟎. 𝟒 × |𝑵(𝟎, 𝟏)|)

− 𝟒𝟓𝟎, 𝒛 = 𝒙 − 𝒐 

[-

100,100]D 

-450 
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Func

tion# 

Function 

Name 

Mathematical Expression Range Global 

Optimum 

Noise 

28 Stepint 

𝒇𝟐𝟖 = 𝟐𝟓 +∑[𝒙𝒊]

𝟓

𝒊=𝟏

 

[-

5.12,5.12]

D 

0 

29 SumSqua

res 𝒇𝟐𝟗 =∑𝒊𝒙𝒊
𝟐

𝑫

𝒊=𝟏

 

 

[-10,10]D 0 

30 Beale 
𝒇𝟑𝟎 = (𝟐. 𝟐𝟓 − 𝒙𝟏 + 𝒙𝟏𝒙𝟐)

𝟐 + (𝟐. 𝟐𝟓 − 𝒙𝟏
+ 𝒙𝟏𝒙𝟐

𝟐)𝟐

+ (𝟐. 𝟔𝟐𝟓 − 𝒙𝟏 + 𝒙𝟏𝒙𝟐
𝟑)𝟐 

[-4.5,4.5]5 0 

31 Easom 𝒇𝟑𝟏 = −𝐜𝐨𝐬(𝒙𝟏) 𝐜𝐨𝐬(𝒙𝟐) 𝐞𝐱𝐩(−(𝒙𝟏
− 𝝅)𝟐 − (𝒙𝟐 − 𝝅)

𝟐) 

[-

100,100]2 

-1 

32 Matyas  

𝒇𝟑𝟐 = 𝟎. 𝟐𝟔(𝒙𝟏
𝟐𝒙𝟐

𝟐) − 𝟎. 𝟒𝟖𝒙𝟏𝒙𝟐 

[-10,10]2 0 

33 Colville 
𝒇𝟑𝟑 = 𝟏𝟎𝟎(𝒙𝟏

𝟐 − 𝒙𝟐) + (𝒙𝟏 − 𝟏)
𝟐

+ (𝒙𝟑 − 𝟏)
𝟐

+ 𝟗𝟎(𝒙𝟑
𝟐 − 𝒙𝟒)

𝟐

+ 𝟏𝟎. 𝟏((𝒙𝟐 − 𝟏)
𝟐

+ (𝒙𝟒 − 𝟏)
𝟐) + 𝟏𝟗. 𝟖((𝒙𝟐

− 𝟏)(𝒙𝟒 − 𝟏)) 

[-10,10]4 0 

34 Trid  

𝒇𝟑𝟒 =∑(𝒙𝒊 − 𝟏)
𝟐

𝑫

𝒊=𝟏

−∑𝒙𝒊𝒙𝒊−𝟏

𝑫

𝒊=𝟏

 

[-D2,D2]6 -50 
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Func

tion# 

Function 

Name 

Mathematical Expression Range Global 

Optimum 

35 Powell 

𝒇𝟑𝟓 =∑[(𝒙𝟒𝒊−𝟑 + 𝟏𝟎𝒙𝟒𝒊−𝟐)
𝟐

𝑫/𝒌

𝒊=𝟏

+ 𝟓(𝒙𝟒𝒊−𝟏 − 𝒙𝟒𝒊)
𝟐

+ (𝒙𝟒𝒊−𝟐 − 𝒙𝟒𝒊−𝟏)
𝟒

+ 𝟏𝟎(𝒙𝟒𝒊−𝟑 − 𝒙𝟒𝒊)
𝟒] 

[-4,5]24 0 

36 Bohache

vsky 1 

𝒇𝟑𝟔 = 𝒙𝟏
𝟐 + 𝟐𝒙𝟐

𝟐 − 𝟎. 𝟑 𝐜𝐨𝐬(𝟑𝝅𝒙𝟏)
− 𝟎. 𝟒 𝐜𝐨𝐬(𝟒𝝅𝒙𝟐) + 𝟎. 𝟕 

[-

100,100]2 

0 

37 Bohache

vsky 2 

𝒇𝟑𝟕
= 𝒙𝟏

𝟐 + 𝟐𝒙𝟐
𝟐 − 𝟎. 𝟑 𝐜𝐨𝐬(𝟑𝝅𝒙𝟏) 𝐜𝐨𝐬(𝟒𝝅𝒙𝟐)

+ 𝟎. 𝟑 

[-

100,100]2 

0 

38 Booth 
𝒇𝟑𝟖 = (𝒙𝟏 + 𝟐𝒙𝟐 − 𝟕)

𝟐

+ (𝟐𝒙𝟏 + 𝒙𝟐 − 𝟓)
𝟐 

[-10,10]2 0 

39 Michale

wicz 2 𝒇𝟑𝟗 = −∑𝐬𝐢𝐧(𝒙𝒊) 𝐬𝐢𝐧 (
𝒊𝒙𝟐
𝟐

𝝅
)𝟐𝟎

𝟐

𝒊=𝟏

 

[0,π]2 -1.8013 

40 Michale

wicz 5 𝒇𝟒𝟎 = −∑𝐬𝐢𝐧(𝒙𝒊) 𝐬𝐢𝐧 (
𝒊𝒙𝟐
𝟐

𝝅
)𝟐𝟎

𝟓

𝒊=𝟏

 

[0,π]5 -

4.687658 

41 Michale

wicz 10 𝒇𝟒𝟏 = −∑𝐬𝐢𝐧(𝒙𝒊) 𝐬𝐢𝐧 (
𝒊𝒙𝟐
𝟐

𝝅
)𝟐𝟎

𝟏𝟎

𝒊=𝟏

 

[0,π]10 -9.66015 

42 Perm 

𝒇𝟒𝟐 =∑[∑(𝒊𝑲 + 𝒃)((
𝒙𝒊
𝒊
)
𝒌

− 𝟏)

𝑫

𝒊=𝟏

]𝟐
𝑫

𝒌=𝟏

 

[-D,D]4 0 

43 Powersu

m 𝒇𝟒𝟑 =∑[(∑𝒙𝒊
𝒌) − 𝒃𝒌

𝑫

𝒊=𝟏

]𝟐
𝑫

𝒌=𝟏

 

[0,D]4 0 

44 Dixon-

Price 𝒇𝟒𝟒 = (𝒙𝟏 − 𝟏)
𝟐 +∑𝒊(𝟐𝒙𝒊

𝟐 − 𝒙𝒊−𝟏)
𝟐

𝑫

𝒊=𝟏

 

[-10,10]D 0 
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Func

tion# 

Function 

Name 

Mathematical Expression Range Global 

Optimum 

45 Rotated 

Hyper 

Ellipsoid 

Function 

𝒇𝟒𝟓 =∑(∑𝒙𝒋

𝒊

𝒋=𝟏

)𝟐
𝑵

𝐢=𝟏

 

[-

100,100]D 

0 

46 Weierstra

ss 

Function 

 

𝒇𝟒𝟔 =∑( ∑ [𝒂𝒌𝐜𝐨𝐬 (𝟐𝝅𝒃𝒌(𝒙𝒊

𝒌𝒎𝒂𝒙

𝒌=𝟎

𝑵

𝒊=𝟏

+ 𝟎. 𝟓))])

= 𝑵 ∑ [𝒂𝒌 𝐜𝐨𝐬(𝟐𝝅𝒃𝒌
𝒌𝒎𝒂𝒙

𝒌=𝟎

× 𝟎. 𝟓)] 

𝒘𝒉𝒆𝒓𝒆 𝒂 = 𝟎. 𝟓, 𝒃 = 𝟑, 𝒌𝒎𝒂𝒙 = 𝟐𝟎 

 

[-0.5,0.5]D 0 

47 Cross-in 

tray 

Function 

𝒇𝟒𝟕 = −𝟎.𝟎𝟎𝟎𝟏(|𝐬𝐢𝐧 (𝒙)𝐬𝐢𝐧 (𝒚)𝐞𝐱𝐩 (|𝟏𝟎𝟎

−
√𝒙𝟐 + 𝒚𝟐

𝝅
|)| + 𝟏)𝟎.𝟏 

[-10,10]2 -

2.062612

18 

48 Keane 

Function 

 

𝒇𝟒𝟖 = −
𝒔𝒊𝒏𝟐(𝒙 − 𝒚)𝒔𝒊𝒏𝟐(𝒙 − 𝒚)

√𝒙𝟐 + 𝒚𝟐
 

[0,10]2 0.673667

5211468

55 

49 Leon 

Function 

 

𝒇𝟒𝟗 = 𝟏𝟎𝟎(𝒚 − 𝒙
𝟑)𝟐 + (𝟏 − 𝒙)𝟐 

[0,10]2 0 

50 Salomon 

Function 
𝒇𝟓𝟎 = 𝟏 − 𝐜𝐨𝐬

(

 𝟐𝝅√∑𝒙𝒊
𝟐

𝑫

𝒊=𝟏
)

 

+ 𝟎. 𝟏√∑𝒙𝒊
𝟐

𝑫

𝒊=𝟏

 

[-

100,100]D 

0 
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Func

tion# 

Function 

Name 

Mathematical Expression Range Global 

Optimum 

51 Shubert 3 

Function 𝒇𝟓𝟏 =∑∑𝒋𝒔𝒊𝒏((𝒋 + 𝟏)𝒙𝒊 + 𝒋)

𝟓

𝒋=𝟏

𝟓

𝒊=𝟏

 

[-10,10]D -

29.67333

37 

52 Shubert 4 

Function 

 

𝒇𝟓𝟐 =∑∑𝒋𝒄𝒐𝒔((𝒋 + 𝟏)𝒙𝒊 + 𝒋)

𝟓

𝒋=𝟏

𝟓

𝒊=𝟏

 

[-10,10]D -

25.74085

8 

53 Ackley 

N.2Funct

ion 

 

𝒇𝟓𝟑 = −𝟐𝟎𝟎𝒆
−𝟎.𝟐√𝒙𝟐+𝒚𝟐 

[-32,32]2 -200 

54 Ackley 

N.3Funct

ion 

 

𝑓54 = −200𝑒
−0.2√𝑥2+𝑦2

+ 5𝑒cos(3𝑥)+sin (3𝑦) 

[-32,32]2 -

195.6290

2823841

9 

55 Levy 

FUnction 

N.13 

 

𝒇𝟓𝟓 = 𝒔𝒊𝒏
𝟐(𝟑𝝅𝒙𝟏)

+ (𝒙𝟏 − 𝟏)
𝟐[𝟏

+ 𝒔𝒊𝒏𝟐(𝟑𝝅𝒙𝟐)]

+ (𝒙𝟐 − 𝟏)
𝟐[𝟏

+ 𝒔𝒊𝒏𝟐(𝟐𝝅𝒙𝟐)] 

 

[-10,10]2 0 

56 Holder 

Table 

Function 

𝒇𝟓𝟔 = −| 𝐬𝐢𝐧(𝒙𝟏) 𝐜𝐨𝐬(𝒙𝟐) 𝐞𝐱𝐩 (|𝟏

−
√𝒙𝟏

𝟐 + 𝒙𝟐
𝟐

𝝅
|)| 

[-10,10]2 -19.2085 



Variations of Harmony Search 

 

30 | P a g e  

 

Func

tion# 

Function 

Name 

Mathematical Expression Range Global 

Optimum 

57 Egg 

Holder 

Function 

𝒇𝟓𝟕

= −(𝒙𝟐 + 𝟒𝟕) 𝐬𝐢𝐧(√|𝒙𝟐+𝒙𝟏
𝟐
+𝟒𝟕

|)

− 𝒙𝟏𝐬𝐢𝐧 (√|𝒙𝟏 − (𝒙𝟐 + 𝟒𝟕)|) 

[-

512,512]2 

959.6407 

58 Drop 

Wave 

Function 

 

𝒇𝟓𝟖 = −
𝟏 + 𝐜𝐨𝐬 (𝟏𝟐√𝒙𝟏

𝟐 + 𝒙𝟐
𝟐)

𝟎. 𝟓(𝒙𝟏
𝟐 + 𝒙𝟐

𝟐) + 𝟐
 

[-

5.12,5.12]

2 

-1 

59 Bird 

Function 

 

𝒇𝟓𝟗 = 𝐬𝐢𝐧(𝒙) 𝒆
(𝟏−𝐜𝐨𝐬(𝒚))𝟐

+ 𝐜𝐨𝐬(𝒚) 𝒆(𝟏−𝐬𝐢𝐧(𝒙))
𝟐

+ (𝒙 − 𝒚)𝟐 

 

[-2π,2π]2 -

106.7645

37 

60 Exponent

ial 

Function 

𝒇𝟔𝟎 = −𝐞𝐱𝐩 (𝟎. 𝟓∑𝒙𝒊
𝟐

𝑫

𝒊=𝟏

) 

[-1,1]D 0 

61 Alpine 

N.1 

Function 

𝒇𝟔𝟏 =∑|𝒙𝒊 𝐬𝐢𝐧(𝒙𝒊) + 𝟎. 𝟏𝒙𝒊|

𝑫

𝒊=𝟏

 

[0,10]D 0 

62 Alpine 

N.2 

Function 

𝒇𝟔𝟐 =∏√𝒙𝒊𝐬𝐢𝐧 (𝒙𝒊)

𝑫

𝒊=𝟏

 

[0,10]D 2.808D 

63 Bartless 

Conn 

Function 

 

𝒇𝟔𝟑 = |𝒙
𝟐 + 𝒚𝟐 + 𝒙𝒚| + |𝐬𝐢𝐧 (𝒙)|

+ |𝐜𝐨𝐬 (𝒚)| 

[-500,500] 1 

64 Gramacy  [0.5,2.5] -
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Func

tion# 

Function 

Name 

Mathematical Expression Range Global 

Optimum 

& Lee 

Function 

𝒇𝟔𝟒 =
𝐬𝐢𝐧 (𝟏𝟎𝝅𝒙)

𝟐𝒙
+ (𝒙 − 𝟏)𝟒 

0.869011

1349895

00 

65 Qing 

Function 𝒇𝟔𝟓 =∑(𝒙𝟐 − 𝒊)𝟐
𝑫

𝒊=𝟏

 

 

[-

500,500]D 

0 

66 Wolfe 

Function 
𝒇𝟔𝟔 =

𝟒

𝟑
(𝒙𝟐 + 𝒚𝟐 − 𝒙𝒚)𝟎.𝟕𝟓 + 𝒛 

[0,2]3 0 

67 Deckkert

s Arts 

Function 

 

𝒇𝟔𝟕 = 𝟏𝟎
𝟓𝒙𝟐 + 𝒚𝟐 − (𝒙𝟐 + 𝒚𝟐)

𝟐

+ 𝟏𝟎−𝟓(𝒙𝟐 + 𝒚𝟐)𝟒 

[-20,20]D -

24771.09

375 

68 Himmelb

lau 

Function 

𝒇𝟔𝟖 = (𝒙
𝟐 + 𝒚 − 𝟏𝟏)𝟐 + (𝒙 + 𝒚𝟐 − 𝟕)𝟐 

[-6,6]2 0 

69 Styblinsk

i-Tank 

Function 

𝒇𝟔𝟗 =
𝟏

𝟐
∑(𝒙𝒊

𝟒 − 𝟏𝟔𝒙𝒊
𝟐 + 𝟓𝒙𝒊)

𝑫

𝒊=𝟏

 

[-5,5]D -

39.16599

D 

70 Sum-

Squares 

Function 

𝒇𝟕𝟎 =∑𝒊𝒙𝒊
𝟐

𝑫

𝒊=𝟏

 

[-10,10]D 0 

71 Egg-

Crate 

Function 

𝒇𝟕𝟏 = 𝒙
𝟐 + 𝒚𝟐 + 𝟐𝟓(𝒔𝒊𝒏𝟐(𝒙) + 𝒔𝒊𝒏𝟐(𝒚)) 

[-5,5]2 0 

72 McCormi

ck 

 x∈[−1.5,4

] 

-1.9133 
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Func

tion# 

Function 

Name 

Mathematical Expression Range Global 

Optimum 

Function 𝒇𝟕𝟐 = 𝐬𝐢𝐧(𝒙 + 𝒚) + (𝒙 − 𝒚)
𝟐 − 𝟏. 𝟓𝒙

+ 𝟐. 𝟓𝒚 + 𝟏 

y∈[−3,3] 

 

73 Bartels 

Conn 

Function 

 

𝐟𝟕𝟑 = |𝐱
𝟐 + 𝐲𝟐 + 𝐱𝐲| + |𝐬𝐢𝐧(𝐱)|

+ |𝐜𝐨𝐬 (𝐲)| 

[-

500,500]2 

1 

74 Adjiman 

Function 

 

𝒇𝟕𝟒 = 𝐜𝐨𝐬(𝒙) 𝐬𝐢𝐧(𝒚) −
𝒙

𝒚𝟐 + 𝟏
 

x∈[−1,2]

y∈[−1,1] 

-2.02181 

75 Xin-She-

Yang N.2 

Function 
𝒇𝟕𝟓 = (∑|𝒙𝒊|

𝑫

𝒊=𝟏

)𝐞𝐱𝐩 (−∑𝐬𝐢𝐧 (𝒙𝒊
𝟐

𝑫

𝒊=𝟏

)) 

[-2π,2π]D 0 

76 Xin-She-

Yang N.4 

Function 

𝒇𝟕𝟔

= (∑𝒔𝒊𝒏𝟐(𝒙𝒊)

𝑫

𝒊=𝟏

− 𝒆−∑ 𝒙𝒊
𝟐𝑫

𝒊=𝟏 )𝒆−∑ 𝒔𝒊𝒏𝟐𝑫
𝒊=𝟏 √|𝒙𝒊| 

 

[-10,10]D 

 

-1 

77 Sum of 

different 

power 

function 

𝒇𝟕𝟕 = ∑|𝒙𝒊|
𝒊+𝟏

𝑫−𝟏

𝒊=𝟏

 

[-1,1]D 0 

78 Levy 

Function 

𝒇𝟕𝟖 = 𝟎. 𝟏(𝒔𝒊𝒏(𝟐𝟑𝝅𝒙𝟏)

+ ∑(𝒙𝒊 − 𝟏)
𝟐

𝑫−𝟏

𝒊=𝟏

 [𝟏

+ 𝒔𝒊𝒏(𝟐𝟑𝝅𝒙𝒊+𝟏)]

+ (𝒙𝒏 − 𝟏)
𝟐[𝟏

+ 𝒔𝒊𝒏(𝟐𝟑𝝅𝒙𝒏)]) 

[-5,5]D 0 

79 Rectangul

ar Step 

Function 

𝒇𝟕𝟗 = {
𝟏   𝒊𝒇 |𝒙| < −𝟏/𝟐

𝟏     𝒊𝒇 |𝒙| > 𝟏/𝟐
𝟎    𝒐𝒕𝒉𝒆𝒓𝒘𝒊𝒔𝒆   

  
[-50,50]D 0 
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2.5 GRAPHICAL REPRESENTATION OF THE BENCHMARK 

FUNCTIONS: 

  

 

 

 

 

  

 
 

 

 
Figure 6: Rastrigin Function 

 

Figure 3: Sphere Function   
Figure 4: Six Hump Camel Back 

Function   

Figure 5: Rectangular Step 

Function 
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  Figure 7: Bohachevsky’s 2 

Function 

Figure 8: Rosenbrock's Function 

Figure 9: Easom Function Figure 10: Beale Function 
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Figure 11: Matyas Function 
Figure 12: Three Hump Camel Back 

 Function 
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CHAPTER THREE 

3 PROPOSED METHODOLOGY 

In the previous chapter of this thesis details of the Harmony Search has been fully 

described. To improve the performance of the Harmony search its various types are 

also portrayed. POHS (Piecewise Opposition Harmony Search) is one type of 

Harmony Search. Here we have also tried to propose a method to improve the 

performance of the Harmony Search. We have proposed a fuzzy [42][43][44]based 

accelerating factor in such a way and impose it into the algorithm of POHS. We 

have chosen the accelerating factor in such a way that in the next iteration we can 

reach closer to the global optimum than the previous iteration. The accelerating 

factor is: 

 

 
𝑎𝑐𝑐 = [

(𝑂𝑉𝑇𝑅 − 𝑏𝑒𝑠𝑡𝑓𝑖𝑡)

(𝑂𝑉𝑇𝑅 − 𝑤𝑜𝑟𝑠𝑡𝑓𝑖𝑡 + 𝑒𝑝𝑠1)
] ∗ 𝑒𝑝𝑠 

 

                      Where,    bestfit = the achieved bestfitness value, worstfit=the worst 

fitness value,  OVTR = Optimum Value to reach  

Initially, we have evaluated this algorithm with some arbitrary eps values. After 

some tests, we got better performance in eps and eps1 respectively 10-5 and 10-8. We 

have proposed that acc equation in such a way that at first iteration best fit will be 

close to worstfit. That means acc will be near to 1. But as iteration increases, then 

also bestfit will start to decrease by the algorithm, and when tends to the OVTR 

…………..Equation 9 
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(Optimum Value to reach), then acc will be near to 0, thus the optimization process 

becomes faster. 

3.1 FUZZY BASED PIECEWISE OPPOSITION HARMONY SEARCH 

ALGORITHM: 

 

Algorithm: A new Fuzzy based Piecewise Opposition Harmony search 

 

Input: Harmony size(n), Max number of Function Calls(MAXNFC), fitness function (f(x)), 

Max value of Jumping rate(JRmax), Min value of jumping rate(JRmin), global optimum 

value(OVTR), Max value of Bandwidth(BWmax), Min value of 

Bandwidth(BWmin),Harmony Memory Consideration Rate(HMCR) 

Output: The best achieved fitness value close to the global optimum 

 

1. Begin 

2. Initialize all the parameters Harmony Memory Size (HMS), Pitch Adjustment Rate 

(PARmax and PARmin), Harmony Memory Consideration Rate (HMCR), Jumping Rate (JRmax 

and JRmin), Bandwidth (BWmax and BWmin), Max number of function calls(MAXNFC).Set the 

NFC to initially zero. 

3. /*Piecewise Opposition based Harmony Memory Initialization*/ 

4. Randomly generate the Harmony memory HM. Let the population be HM(n)={h1, h2, …, 

hn} where each hi  is a t-dimensional variable 

5. for (i=1 to n){ 

6. /*Determine the piecewise opposite point of the for the Harmony hi*/ 

7. Initialize a variable gi  as the corresponding piecewise opposite point of the harmony hi 

8.  for (j=1 to n){ 

9.   Determine the piecewise opposite point of gi,j of the j-th variable of hi  i.e hi,j  

i.e  hi,j = ai + bi − gi,j 

10.    Update the search interval  

11.            } 

12.               } 

13. /*Update the harmony memory HM(n)*/ 

14. Calculate fitness value for each harmony in current Harmony Memory (HM(n)) 

15. while (best_fitness_value>OVTR and NFC<MAXNFC){ 
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16. /*Determine the value of jumping rate*/ 

17. JRNFC = JRmax  - NFC*(JRmax -JRmin)/MAXNFC 

18.   if (rand(0,1)<JRNFC){ 

19.   for (i=1 to n){ 

20.   /*Determine piecewise opposite point for each harmony hi of the 

harmony memory HM (n) */ 

21.   Initialize a variable gopi as the corresponding piecewise opposition        

point of        the individual mi   

22.  for (i=1 to n){ 

23.    Calculate the search interval for the j-th variable from the current 

population  

24.   Determine the piecewise opposition point gopi of the j-th variable mi 

i.e mi,j  

25.   Update the search interval 

26             } 

27.            } 

28.               } else{ 

29. /*Apply the fuzzy based POHS Algorithm on the current harmony memory*/

   

30. if(rand(0,1)<HMCR){ 

31.    Randomly select a harmony m from the harmony memory HM(n) 

32.     Compute 𝑃𝐴𝑅𝑁𝐹𝐶 = (𝑃𝐴𝑅𝑚𝑎𝑥 − 𝑃𝐴𝑅𝑚𝑖𝑛) × 𝑁𝐹𝐶/𝑀𝐴𝑋𝑁𝐹𝐶      

33.               if(rand(0,1)<PARNFC){ 

34.                  Compute𝐵𝑊𝑁𝐹𝐶 =

{
 

 
(𝐵𝑊𝑚𝑎𝑥−𝐵𝑊𝑚𝑖𝑛 )

1000
𝑖𝑓 𝑡ℎ𝑒 𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 𝐻𝑎𝑟𝑚𝑜𝑛𝑦 ℎ = 0  

ℎ   𝑖𝑓 𝑡ℎ𝑒 𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 ℎ𝑎𝑟𝑚𝑜𝑛𝑦 ℎ ∈ (0,1)

max [
𝐵𝑊𝑚𝑎𝑥−𝐵𝑊𝑚𝑖𝑛

50,1
] 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

35.       if (h>0){ 

36.   h_new=h-rand(0,1)×BWNFC                             

37.                    if(h_new<OVTR) 

38.                                      h_new=h 

39.                 } 
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40.                     else{ 

41.   h_new=h+rand(0,1)× BWNFC 

42.                         if (h_new>OVTR): 

43.                                             h_new=h 

44.                              } 

45.    } 

46.       else{ 

47.                        epsilon=1e-5 

48.                          eps1=1e-8  

49.                        acc=((OVTR-best_fitness)/(OVTR-worst_fitness +eps1))*epsilon  

50.                        A=(best_fitness-(worst_fitness-best_fitness)*rand(0,1))*acc 

51.                      if (h>0) { 

52.  𝑐𝑜𝑚𝑝𝑢𝑡𝑒 ℎ𝑛𝑒𝑤 = {
ℎ + 𝐴 × 𝑎𝑐𝑐     𝑖𝑓 𝐴 < 0
ℎ − 𝐴 × 𝑎𝑐𝑐      𝑖𝑓 𝐴 > 0
ℎ − 0.1     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

53.                  if (h_new<OVTR) 

54.               h_new=h 

55.               } 

56.            else{ 

57.        𝑐𝑜𝑚𝑝𝑢𝑡𝑒 ℎ𝑛𝑒𝑤 = {
ℎ + 𝐴 × 𝑎𝑐𝑐     𝑖𝑓 𝐴 < 0
ℎ − 𝐴 × 𝑎𝑐𝑐      𝑖𝑓 𝐴 > 0
ℎ − 0.1     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

                              

58.       if(h_new>OVTR) 

59.                 h_new=h 

60.                     } 

61.            Calculate the best_fitness value and the worst_fitness value from the updated 

harmony memory             

62.                       } 

63.              }else{ 

64.                       epsilon=1e-5 

65.                    eps1=1e-8 

66.                       acc=((OVTR-best_fitness)/(OVTR-worst_fitness+eps1))*epsilon  

67.                    A=(best_fitness-(worst_fitness-best_fitness)*rand(0,1))*acc 
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68.                       Calculate hnew value for each harmony in harmony memory 

69.  Calculate the best_fitness value and the worst_fitness value from the updated 

harmony memory 

70.                } 

71.  NFC=NFC+1 

72.        } 

73.     } 

74. Determine fitness value for each harmony 

75. Return the best solution 

76. End 

 

 

Figure 13: Flowchart of the developed Fuzzy-POHS algorithm 

 

To test the newly proposed method, we have selected some benchmark functions 

which are of different characteristics. F2, F3, F4, F7, F8, F10, F11 are two-dimensional 

functions. The rest are multi-dimensional. The selected benchmark functions have 

been run over 100 trials and 50000 iterations per trial. Initialization techniques and 
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parameters are used as suggested by respective author. Parameters are set and 

described in section 3.2.1.    

3.2 EXPERIMENTS AND RESULTS: 

A set of benchmark functions has been utilized to experiment the performance of the 

proposed algorithm. Here we have gone through 15 benchmark functions and 

determine the fitness value of the functions by the new fuzzy based[45] piecewise 

opposition harmony search algorithm which has been discussed above and measured 

the time complexity of each function. As a result, we observed that for 9 functions 

the proposed algorithm gives better fitness value. The functions have been selected 

from [20]. The functions are of different characteristics, some are unimodal[46], 

some are multimodal. Then the Success Rate is also calculated using: 

  

 𝑆𝑅 = 𝑎/𝑏  

 

Where, a =Number of experimental trails which achieved the desired value before 

reaching MAXNFC 

b=Total number of experimental trials 

 

3.2.1 PARAMETERS USED IN THE PRESENT WORK: 

A few amounts of parameters have been taken for the Harmony Search algorithm 

which is initialized at the first of the program. 

 

 

 

…….…………..Equation 10 
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Table 2: Parameters of the proposed Algorithm 

Parameter Name Parameter Value 

Population Size(HMS) 100 

Dimension of the test functions(D) 30 

Harmony Memory Consideration 

Rate(HMCR) 

1 −
1

(𝐻𝑀𝑆 × 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛 𝑜𝑓 𝑡ℎ𝑒 𝑡𝑒𝑠𝑡 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑠)
 

Max value of Pitch Adjustment 

Rate(PARmax) 

0.99 

Min value of Pitch Adjustment 

Rate(PARmin) 

0.35 

Max value of Bandwidth(BWmax) 1

20
(𝑋𝑈 − 𝑋𝐿) 

Min value of Bandwidth(BWmin) 1𝑒−6 

Max value of Jumping Rate(JRmax) 0.3 

Min value of Jumping Rate(JRmin) 0 

Max value of Number of 

Iterations(MAXNFC) 

50000 

Termination Criteria Number of function call reaches 

MAXNFC or difference between the best 

value achieved in the algorithm and the 

global optimum should be 1% of the 

global optimum 
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3.2.2 COMPARISON BETWEEN THE PREVIOUS HS AND THE FUZZY 

BASED POHS:  

 We have selected 15 functions for testing the performance of our algorithm. Here is 

the comparison between the results of the original POHS (Piecewise Opposition 

Harmony Search) and our proposed fuzzy based POHS algorithm. 

 

Table 3:Results of the benchmark Functions for testing[20] 

Serial 

No. 

Function 

No 

Function 

Name 

OHS POHS Fuzzy 

Based 

POHS 

Improvement 

over POHS 

1 F11 Griewank 

Function 

8.76× 

10-1 

6.76

× 10−1 

1.90

× 10−8 

+99.99% 

2 F16 Six Hump 

CamleBa

ck 

Function 

-9.91× 

10-1 

-

1.0316

28 

−9.84

× 10−1 

-4.61% 

3 F36 Bohachevsk

y’s 

Function 

1 

4.87× 

10-1 

3.30

× 10−2 

1.11

× 10−16 

+100% 

4 F37 Bohachevsk

y’s 

Function 

2 

1.75× 

10-1 

3.30

× 10−2 

8.65

× 10−12 

+99.99% 

5 F5 Rosenbrocks 

valley 

6.64× 

103 

5.04

× 103 

2.90

× 101 

+94.25% 
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Function 

6 F78 Sum of 

different 

power 

Function 

5.06× 

10-21 

2.30

× 10−2 

2.10

× 10−23  

+100% 

7 F33 Colville 

Function 

4.90× 

102 

2.51

× 101 

4.20

× 101 

-67.33% 

8 F31 Easom 

Function 

-8.02× 

10-5 

−9.99

× 10−1 

−1.98

× 10−1 

-119.19% 

9 F79 Levy 

Function 

0.86× 

101 

0.13

× 101 

3.30

× 10−3 

+99.74% 

10 F32 Matyas 

Function 

3.52× 

10-21 

3.48

× 10−21 

0 +100% 

11 F11 Three Hump 

Camel 

back 

Function 

5.06× 

10-21 

2.75

× 10−2 

0 +100% 

12 F1 Sphere 

Function 

4.46× 

10-21 

1.39

× 10−23 

8.42

× 10−9 

-6.05×1016 % 

13 F4 Schwefel’s 

2.21 

Function 

5.76× 

10-21 

5.49

× 10−21 

2.37

× 10−5 

-8.94×1020 % 

14 F80 Rectangular 

Step 

Function 

6.68× 

10-21 

6.05

× 10−21 

4.91

× 10−2 

-8.11×10-20 % 
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15 F9 Rastrigin 

Function 

2.88× 

101 

2.08

× 101 

1.99

× 101 

+4.33 % 

 

 

3.2.3 SUCCESS RATE AND ABSOLUTE ERRORS OVER THE 

BENCHMARK FUNCTIONS: 

Success Rate is calculated over the 15 benchmark functions and for 9 benchmark 

function the result s has been improved. So success Rate has been given for 9 

benchmark functions: 

 

Table 4: Success Rate and Absolute errors of the Benchmrk Functions 

Function No. Function Name Success Rate Absolute 

Error 

1 Griewank Function 1 1.90

× 10−8 

3 Bohachevsky’s Function 1 1 1.11

× 10−16 

4 Bohachevsky’s Function 2 1 8.65

× 10−12 

5 Rosenbrocks valley Function 0.80 2.90

× 101 

6 Sum of different power Function 1 2.10

× 10−23  

9 Levy Function 0.97 3.30

× 10−3 
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10 Matyas Function 1 0 

11 Three Hump Camel back Function 1 0 

15 Rastrigin Function 0.80 1.99

× 101 

  

 

  

3.3 GRAPHICAL IMPLEMENTATIONS OF SOME BENCHMARK 

FUNCTIONS: 

Function 1(Greiwank’s Function): 

 

Figure 14: After 2000 iterations 

 

Figure 15: After 10000 iterations  
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Figure 16: After 25000 iterations 

 

Figure 17: After 50000 iterations 

  

 

 

Function 3 (Bohachevsky’s Function1): 

 

 

Figure 18: After 5000 iterations 

 

Figure 19: After 20000 iterations 
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Function 4 (Bohachevsky’s Function2): 

 

 

 

  

 

 

 

 

 

 

Figure 20: After 50000 iterations 

Figure 22: After 2000 iterations it has 

reached the global optimum value 

Figure 21: After 10000 iterations 
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Function 6(Sum of different power function): 

  

  

 

 

 

  

 

 

 

 

 

 

 

 Figure 23: After 4000 iterations Figure 24: After 20000 iterations 

Figure 25: After 40000 iterations Figure 26: After 50000 

iterations 
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Function 10(Matyas Function): 

  

  

 

 

3.4 ANALYSIS: 

There are so many benchmark functions for optimization. From them, we have 

selected 15 benchmark functions. Each benchmark functions evaluated over 100 

trials and 50000 iterations. This proposed algorithm comapared the performance 

with previous POHS (R. Sarkhel et al. 2018).  It gave better results for 9 functions 

with respect to previous. We have also observed that for most of the periodic 

functions do not porvide better results in our algorithm. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 27: After 2000 iterations Figure 28: After 6000 iterations(appox) 

it has reached to the global optimum 

value 
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CHAPTER FOUR 

4 CONCLUSION AND FUTURE WORK 

4.1 CONCLUSION: 

Day by day, people want to make their work in less amount of time. So reducing the 

time in every aspect has been a great challenge to the researchers based on their 

demands. Here, the concept of “optimization” comes and Harmony Search is one of 

the most popular search algorithms in the field. After emerging the Harmony Search 

in 2001, researchers have taken tremendous efforts to improve the algorithm. Here, 

we have proposed a methodology introducing a new fuzzy-based accelerating factor, 

which has been embedded in the POHS algorithm and evaluated on different 

benchmark functions. As a result, we have observed that the proposed algorithm 

gives better results rather than the original POHS in most of the casesOur algorithm 

performs well on  9 benchmark functions over 15 different types of benchmark 

functions selected for evaluation purpose.  

4.2 FUTURE WORK: 

From Industry to Science, optimization is required everywhere. In addition, 

Harmony Search has a broad area of applications. Therefore, there is a huge future 

scope of this field. It can be developed further in other ways introducing different 

types of fuzzy membership functions. There are very few research works are exists 

related to fuzzy based Harmony search[48]. Harmony search can be applied for 
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feature selection[49][50][51]. So there are a lot of potentials to work on Harmony 

search. 

Apart from this, like the hybrid Harmony Searches, one can also develop other types 

of hybrid algorithms (SAHS, GHS, IGHS etc which have been discussed earlier) in 

this field. Also, a comparative discussion of some Hybrid algorithms and their 

performance can be analyzed. This algorithm can be applied to integer programming 

problem[52], industrial other works and we can also invent some new applications 

of harmony searches also. 
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