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Preface 
 

The current research on Bio-robotics is centered on the design and development of new 

robotic equipments for possible applications as rehabilitative aids to the people suffering from 

neurological/congenital/muscle failures. Bio-potential signals provide measurements about the 

degree of functionality or degradation of biological organs of the humans and other advanced 

creatures. Several electronic/mechanical/electro-mechanical aids are currently being employed 

on human subjects as rehabilitative aids. Some of the common aids for example include pace 

makers as the replacement of hearts, artificial kidneys in place of malfunctioning kidneys and 

electromechanical humanoid arms for the amputees.  

Besides the above, the current research findings paved a new way for the people suffering 

from neurological disorders by replacement of their damaged limbs by neuro-prosthetic devices. 

Traces of such research in the said area are also noticed in different research laboratories in 

India.  

The idea behind the development of next generation Human Computer Interfaces (HCI) is to 

provide healthy individuals an easier and better life while providing diseased individuals 

assistance and rehabilitation. Such devices are based on some form of input bio-modality that is 

processed efficiently to provide the desired results while being interfaced with the computer. 

HCI based control of rehabilitative aids, communicative devices and robotic equipments are 

gaining a tremendous significance as observed from recent literature.  

Bio-signals such as EMG (Electromyography), EEG (Electroencephalography), EOG 

(Electrooculogram) and ECG (Electrocardiogram) have been organized to develop control 

systems for improving the life quality of disabled and elderly people. In the near future we will 

see highly robust and flexible bio-control systems, which are based on various bio-signals such 

as voice, muscle contractions, brain waves and gestures. These bio-control systems will have 

ability to understand human intentions and emotions, and adapt the dynamic changes in the real-

world. The design of bio-control systems has four stages: data acquisition and segmentation, 

feature extraction, classification and control.  

This project investigates the potential uses of EOG for real life problems of rehabilitation. 

The objective is to improve the control capability of the eye movement signal, thus positively 

contributing to the development of bio-signal controlled assistive devices. Different aspects of 
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HCI applications for rehabilitation are presented using eye movements through 

electrooculogram. 

EOG is a measure of the potential difference between the front (positive pole formed by 

cornea) and the back (negative pole formed by retina) of the eye ball. This potential difference 

between the cornea and the retina is due to the large presence of electrically active neurons in the 

retina compared to the front of the eye. EOG is detected by the skin electrodes placed around the 

eye socket. Experiments reveal that there exists a linear relation between eye movements and 

EOG amplitude up to a certain degree. A change in potential is detected as the poles come closer 

or move away from the electrodes while moving the eyes. The sign of the change depends on the 

direction of the movement. EOG measurements can be affected by artifacts arising from muscle 

potentials and small electromagnetic disturbances due to cables or surrounding power line 

interference. 

Chapter 1 presents a brief overview of human computer interactive systems as rehabilitation 

aids based on electrooculogram. Major research works in the field of electrooculographic 

interfaces are outlined in this chapter. The overview of the objective and approach of the work 

undertaken in this thesis are also addressed in this chapter. 

In chapter 2, the first primary work for the accomplishment of this thesis is discussed. The 

objective of the work presented in this chapter is to design an acquisition circuit for EOG and 

indentify directional eye movements. A dual channel circuit is designed to collect both horizontal 

and vertical eye movement data. In the preliminary stage Ag-AgCl disposable surface electrodes 

has been placed around the eye socket region to receive EOG signal. Later, a wearable EOG 

glass is implemented with stainless steel electrodes. The final phase deals with classification of 

right, left, up, down eye movement and blink from the recorded EOG signal. 

Biopotential signals provide measurements about the degree of functionality or degradation 

of biological organs of the humans and other advanced creatures. Eye Movements are a great 

source of information. In chapter 3, research is done to extract the useful details from EOG and 

implement it as assistive tool. This chapter is divided into four sections. In first and second 

sections, assistance schemes are proposed to follow progress of autistic and reading disabled 

children respectively, analyzing their eye tracking data. The second scheme of reading speed 

evaluation is done by studying EOG data of three children having specific learning disorder. In 

third and fourth section, strategies as precautionary measure for computer vision syndrome and 

eye dystonia respectively are presented based on blink detection.  

Control strategies for Assistive Devices based on electrooculogram are presented in Chapter 

4. In this chapter we aim to classify the eye movements of right, left, up, down directions along 

with blink and utilize them to control human computer interactive systems having different rehab 
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purpose. The chapter proposes three novel approaches towards EOG-driven rehabilitative aids 

with can lead to smart homes.  In the first proposed scheme, a multitasking graphical user 

interface (GUI) is designed by controlling the position of a computer cursor using eye 

movements. Each and every icon of the GUI can be accessed online by just selecting them and 

thus the particular function can be performed.  Second, a scheme is proposed to recognize the 

pattered eye movements of some known digits, letters and shapes and those are generated on the 

computer screen. In the last and third approach, movements of a motorized wheelchair, i.e., 

forward, backward, right, left in a particular speed and start-stop operation are controlled in real 

time by EOG with predefined eye commands. 

Recognition of a person‟s cognitive context has been done in chapter 5 from EOG based eye 

movement data and also in combination with brain activity from EEG signal. This chapter 

accounts for the combination of information from brain signals using EEG and eye movements 

using EOG for cognitive context recognition. It introduces multimodal data analysis using EEG 

and EOG signals as sources of cognitive context recognition information. It illustrates the 

architectures of feature and decision level fusion for constructing a bimodal cognitive context 

recognition platform. 

Chapter 6 revisits the primary goal of the thesis and briefly highlights the findings and 

contributions of the work to substantiate the extent to which the objective of the thesis is 

accomplished. Following this, the future course of the work is discussed which are open for 

research as extension of the work done as a part of this thesis. 

The work presented in this thesis, to the best of author‟s knowledge, is a distinctive work in 

EOG acquisition, its analysis for various rehabilitative applications and at the same time eye 

movement directed assistive device control. This work has achieved all the primary objectives 

necessary for developing electrooculographic intelligent system.  

This work can find its application in rehabilitation, for at home analysis of autistic and 

reading disabled child, for eye care at IT organization, road safety of drivers, for more 

comfortable lifestyle and freedom from attendant in case of physically challenged or injured 

persons, HCI applications using artificial limbs and various fields of eye movement research. 

This work is highly valuable in the field of biomedical engineering as it can be implemented for 

tracking the progress and gives feedback to special kids and may be beneficial for them and also 

for other human computer interface based control devices. 

The studies have been carried out jointly in the Bio-signal Processing and HCI Lab of School 

of Bioscience and Engineering, Control lab of the department of Electronics & 

Telecommunication Engineering, Jadavpur University and Manovikas Kendra, Kolkata. The 
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1.1 Human Computer Interfaces  

A Human Computer Interface (HCI) provides a platform for man-machine interaction and is aimed at a 

large number of applications [1-2]. The user interacts directly with the hardware through an interface. The 

user-machine environment has an input-output flow maintained by some form of feedback that evaluates 

and controls the information flowing from the user to the computer and back in the form of a loop.  

Human computer interactive devices are not limited to ordinary computers that take in user data and 

provide the necessary outputs. These devices are being advanced further with the aims of user end 

customization and embedded computation. User end customization aims to provide users the ability to 

tailor applications according to their needs. Embedded computation refers to embedding computers within 

all objects in the environment, or the development of pervasive computing systems. When this is 

associated with proper networking, these devices will be able to communicate with each other as well as 

the user.  

An important aspect of next generation HCI is the control of devices or communication through the 

use of bio-signals. Such HCI devices can be efficiently utilized in rehabilitation, robotic applications, 

gaming or in context aware pervasive computing systems [3]. Bio-signals modulated by the different 

physiological processes of the human body are important in such cases. These signals when processed can 

generate accurate control or communication signals for use in the HCI devices. The focus of this work is 

on the efficient utilization of the various bio-modalities for the development of useful HCI systems that 

can be applied in rehabilitation, robot aided systems, etc. For that purpose the interpretation of the bio-

modalities for specific tasks through Today robots are expected to fulfill a growing number of roles in 

society, from being industrial tool to service applications to medical care and entertainment. While robots 

were initially used in repetitive tasks mainly in industrial purposes, they are becoming involved in 

increasingly more complex and less structured tasks and activities, including interactions with people. 

The technology involved in making these robots to perform different tasks to assist human beings is 

called Human-Robot Interaction (HRI) of which Human-Computer Interface (HCI) is an integral part [4-

5]. 

Another very important application of robotics is in case of assistive robots. The term assistive robot 

is generally thought to be synonymous with rehabilitative robots. But assistive robots have a wider field 

of applications. These can perform various tasks like tutoring, physical therapy, daily life assistance etc. 

[6-7]. They can even be used for expressing emotions when the subject is incapable of such expression, 

for example children with autism spectrum disorders, cardiac failure etc. [8-9].  

                    

1.2 Rehabilitation & Available Rehabilitation Aids 

Rehabilitation refers to restoration of something to its original form. In medical science rehabilitation is a 

treatment(s) designed to facilitate the process of recovery from injury, illness or disease to as normal 

condition as possible [10].  

From the statistical records given in Census of India, 2011, it is evident that the population of 

disabled person (fig. 1.1) is gradually increasing. Hence the need of intelligent rehabilitation is an 

important matter of concern in near future [11]. As well as by observing the chart given for type of 
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disability (fig. 1.2) it can be easily understood that eye movement is the least affected system of human 

body by any kind of impairment. 

 
Fig. 1.1 Proportion of disabled population in India [source: C-Series, Table C-20, Census of India, 2011] 

 

 
Fig. 1.2 Proportion of Disabled Population by Type of Disability in India [source: C-Series, Table C-20, Census of 

India, 2011] 

 

HCI can provide rehabilitation to patients with severe motor disabilities as discussed above. Not only 

for neuro-motor disabilities but BCI based devices can also control artificial limbs in patients with 

damaged or lost body parts [12]. Apart from using brain activity, eye movements can also be used in 
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many cases where the body is paralyzed but the ocular functions are unhampered. For example eye 

movements can be efficiently used for the control of the direction of an electric wheelchair [13]. All these 

techniques can be used as rehabilitative aids. 

Human-machine interface (HMI) allows easy, intuitive control of any device with a large number of 

commands and allows disabled people to control devices for rehabilitative purposes like virtual keyboard, 

cursor, biofeedback chair, ocular implants, finger exoskeleton, neuro-prosthetic devices, mobility aids and 

robotic arms [14]. Basically HMI converts the bio signals coming from the subject to signals which can 

be used to drive the devices [15]. Not only rehabilitative devices, HMI can be used to provide post-stroke 

rehabilitation [16] through virtual environment and haptics [17]. Research is going on to provide 

rehabilitation by providing the patient with sense of touch specially for amputees so that they can feel the 

touch sensation using different techniques like electrically stimulating sensory nerve fibre [18], using 

artificial tactile sensation which converts the mechanical stimuli experienced by the device to such a form 

that the subject experiences the corresponding somatic sensations. 

 

1.3  Electrooculography: Physiological Basis 

The eye is a seat of a steady electric potential field that is quite unrelated to light stimulation [19]. In fact, 

this field may be detected with the eye in total darkness and/or with the eyes closed. It can be described as 

a fixed dipole with positive pole at the cornea and negative pole at the retina [20]. It is not generated by 

excitable tissue but, rather, is attributed to the higher metabolic rate in the retina. The polarity of this 

potential difference in the eyes of invertebrates is opposite to that of vertebrates. This potential difference 

and the rotation of the eye are the basis for a signal measured at a pair of surface electrodes. The signal is 

known as the electrooculogram (EOG) [21]. The chief application of the EOG is in the measurement of 

eye movement.  

1.3.1  The Resting Potential 

All cells have voltages across their plasma membranes. Voltage is electrical potential energy-a separation 

of opposite charges. The cytoplasm is negative in charge relative to the extracellular fluid because of an 

unequal distribution of anions and cations on opposite sides of the membrane. The voltage across a 

membrane, called a membrane potential, ranges from about - 50 to – 200 mill volts (the minus sign 

indicates that the inside of the cell is negative relative to the outside). When the membrane potential of a 

cell can go for a long period of time without changing significantly, it is referred to as a resting potential 

[22]. 

The membrane potential acts like a battery, an energy source that affects the traffic of all charged 

substances across the membrane. Because the inside of the cell is negative compared with the outside, the 

membrane potential favors the passive transport of cations into the cell and anions out of the cell. This 

difference in ionic concentration that exists between the inside and outside of this membrane can be 

related to the diffusion potential – also known as the Nernst Potential. The diffusion potential level across 

a membrane that exactly opposes the net diffusion of a particular ion through the membrane is called the 

Nernst potential for that ion. The magnitude of this Nernst potential is determined by the ratio of the 
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concentrations of that specific ion on the two sides of the membrane [25-26]. The following equation, 

called the Nernst equation, can be used to calculate the Nernst potential for any univalent ion: 

 

Where: 

• Eeq, K+ is the equilibrium potential for potassium, measured in volts 

• R is the universal gas constant, equal to 8.314 joules·K-1·mol-1 

• T is the absolute temperature, measured in Kelvin 

• z is the number of elementary charges of the ion in question involved in the reaction 

• F is the Faraday constant, equal to 96,485 coulombs·mol-1 

• [K+] out is the extracellular concentration of potassium, measured in mol·m-3 

• [K+] in is likewise the intracellular concentration of potassium 

 

1.3.2 The Resting Potential in the Human Eye 

The eyeball may actually be regarded as a small battery, with a positive pole in the cornea and a negative 

pole in the retina although its mechanics are slightly more complex than in the case of a single cell, 

neuron or muscle fiber as has been discussed so far [23]. In the eye most of the resting potential has been 

attributed to the retina although some research has been done which proves the lens and maybe the cornea 

also play important roles. 

The corneo-retinal potential is roughly aligned with the optic axis. Hence it rotates with the direction 

of gaze. Changes in the position of the eyeball cause changes in potential at the skin surface around the 

eye socket which can be measured by surface electrodes placed on the skin around the eyes. To have a 

better understanding of the generation of EOG a look inside the eyes is a must. 

 

1.3.3. Inside The Eyes 

Our ability to "see" starts when light reflects off an object at which we are looking and enters the eye. As 

it enters the eye, the light is unfocused. The first step in seeing is to focus the light rays onto the retina, 

which is the light sensitive layer found inside the eye. Once the light is focused, it stimulates cells to send 

millions of electrochemical impulses along the optic nerve to the brain [24]. The portion of the brain at 

the back of the head (the visual cortex) interprets the impulses, enabling us to see the object. 

Light entering the eye is first bent, or refracted, by the cornea -- the clear window on the outer front 

surface of the eyeball. The cornea provides most of the eye's optical power or light-bending ability.  

After the light passes through the cornea, it is bent again -- to a more finely adjusted focus – by the 

crystalline lens inside the eye. The lens focuses the light on the retina. This is achieved by the ciliary 

muscles in the eye changing the shape of the lens, bending or flattening it to focus the light rays on the 

retina. 

 



Chapter 1  Introduction to Human Computer Interfacing in Rehabilitation 

6 
 

 

Fig. 1.3 Diagram of a human eye 

This adjustment in the lens, known as accommodation, is necessary for bringing near and far objects 

into focus. The process of bending light to produce a focused image on the retina is called "refraction". 

Two types of receptors, rods and cones, are present. Rods are mainly found in the peripheral retina 

and enable us to see in dim light and to detect peripheral motion. They are primarily responsible for night 

vision and visual orientation. Cones are principally found in the central retina and provide detailed vision 

for such tasks as reading or distinguishing distant objects. They also are necessary for colour detection. 

These photoreceptors convert light to electrochemical impulses that are transmitted via the nerves to the 

brain. Millions of impulses travel along the nerve fibers of the optic nerve at the back of the eye, 

eventually arriving at the visual cortex of the brain, located at the back of the head. Here, the 

electrochemical impulses are unscrambled and interpreted. 

Light enters from the top and passes through the neural structure to the photoreceptors, which are the 

rods and cones. Just behind the rods and cones is the retinal pigment epithelium (RPE). Its major function 

is to supply the metabolic needs (as well as other supportive functions) of the photoreceptors. The rods 

respond to dim light, whereas the cones contribute to vision in bright light and in color [25]. This area is 

the site of visual excitation [26].  

  The lens of the eye brings the illuminated external scene to a focus at the retina. The retina is the site 

of cells that are sensitive to the incident light energy; as with other peripheral nerve cells, they generate 

receptor potentials. The collective behavior of the entire retina is a bioelectric generator, which sets up a 

field in the surrounding volume conductor. This potential field is normally measured between an 

electrode on the cornea (contact-lens type) and a reference electrode on the forehead. The recorded signal 

is known as the electroretinogram (ERG) [27]. It may be examined both for basic science studies and for 
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clinical diagnostic purposes.  

In literature, it was observed that the cornea of the eye is electrically positive relative to the back of 

the eye [28]. Since this potential was not affected by the presence or absence of light, it was thought of as 

a resting potential. It is not constant but slowly varying and is the basis for the electro-oculogram (EOG).  

 This source behaves as if it were a single dipole oriented from the retina to the cornea. Such 

corneoretinal potentials are well established and are in the range of 0.4 - 1.0 mV. Eye movements thus 

produce a moving (rotating) dipole source and, accordingly, signals that are a measure of the movement 

may be obtained.  

The measurement of horizontal eye movements can be done by the placement of a pair of electrodes 

at the outside of the left and right eye. With the eye at rest the electrodes are effectively at the same 

potential and no voltage is recorded [29]. The rotation of the eye to the right results in a difference of 

potential, with the electrode in the direction of movement (i.e., the right canthus) becoming positive 

relative to the second electrode. (Ideally the difference in potential should be proportional to the site of 

the angle.) The opposite effect results from a rotation to the left. The calibration of the signal may be 

achieved by having the patient look consecutively at two different fixation points located a known angle 

apart and recording the concomitant EOGs. Typical achievable accuracy is ±2°, and maximum rotation is 

±70° however, linearity becomes progressively worse for angles beyond 30°. Typical signal magnitudes 

range from 5-20 µV/° [30].  

 Electrooculography has both advantages and disadvantages over other methods for determining eye 

movement. The most important disadvantages relate to the fact that the corneoretinal potential is not fixed 

but has been found to vary diurnally, and to be affected by light, fatigue, and other qualities. 

Consequently, there is a need for frequent calibration and recalibration. Additional difficulties arise owing 

to muscle artifacts and the basic nonlinearity of the method [31]. The advantages of this technique include 

recording with minimal interference with subject activities and minimal discomfort. Furthermore, it is a 

method where recordings may be made in total darkness and/or with the eyes closed.  

 

1.3.4 Characteristics of EOG 

The characteristics of EOG signal are: 

 The EOG signal has a pulse shape with the pulse duration approximately 200ms on the average.  

 When eye ball is moved one side the voltage remains positive (or negative) and returns to zero 

when looking straight. 

 When measuring horizontal movement, the potential caused by vertical movement on the 

horizontal electrodes is less significant compared to horizontal potential.  

 Movement of the patient‟s head or body alters the DC level of the signal.  

 The pulse produced by leftward movement is nearly the same as produced by rightward 

movement in both amplitude and pulse duration.  

 Even with the eye closed, the potential was observed to be the same.  

 Depending on the angle through which the eyeball was moved, the amplitude of the EOG signal 

changed.  
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 Typical signal magnitudes range from 5-20 μV per degree of eye ball movement. 

So, Electrooculography is, in simple words, the science of measuring the resting potential of the eye 

and its variations [32-33]. 

 

1.4 Different types of Eye Movements 

Human ocular movement has been widely studied in neurophysiology and psychology. These studies 

indicate that the extra-ocular muscles work together to achieve four basic types of eye movements [34]: 

saccades, smooth pursuit movements, vergence movements, and vestibulo- ocular movements. 

 Saccades 

Saccades are rapid, ballistic movements of the eyes that abruptly change the point of fixation. They 

range in amplitude from the small movements to the much larger movements made while gazing around a 

room. Saccades can be voluntary, but occur reflexively whenever the eyes are open, even when fixated on 

a target.  

 Smooth pursuit movements 

Smooth pursuit movements are much slower tracking movements of the eyes designed to keep a 

moving stimulus on the fovea.  

 Vergence movements 

Vergence movements align the fovea of each eye with targets located at different distances from the 

observer. They involve either a convergence or divergence of the lines of sight of each eye to see an 

object that is nearer or farther away.  

 Vestibo-ocular movements 

Vestibulo-ocular movements stabilize the eyes relative to the external world, thus compensating for 

head movements. These reflex responses prevent visual images from “slipping” on the surface of the 

retina as head position varies.  

 

1.5 State of the art research on Electrooculogram 

Eye movement detection can be done using many techniques [29] such as Infrared Video System (IRVS), 

Infrared Oculography (IROG), Search Coil (SC), Optical type Eye Tracking System, Purkinje dual 

Purkinje image (DPI) and Electroculography (EOG) [35]. EOG has proved to be the simplest of all these 

techniques. An EOG system is fairly easy to construct using surface electrodes that are placed around the 

eye socket and is simple to work with in real time. Thus we can employ an electrooculographic system to 

predict the presence of diseases whose symptoms are heavily characterized by eye movements in a cost-

effective and simple way. 

Different characteristics of EOG reveal its potential to be implemented for controlling different 

rehabilitation aids. EOG is important for both clinicians and scientists as it provides abundant 
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neuropathological information. EOG is also an efficient alternative for HCI without speech or hand 

movements. 

The main applications of EOG signal include detection and assessment of many ophthalmological 

diseases such as Retinitis Pigmentosa [36] and Best's disease [37] as well as degenerative muscular 

disorders and neural diseases like Parkinson's disease [38]. Drowsiness detection and cognitive process 

modeling are also different applications of EOG analysis [39]. Eye movement controlled human computer 

interfaces based on EOG are the major interests of recent HCI research. Several instances of EOG based 

control of neuro-prosthetic devices are found in the literature [40-42], including controlling motion of 

computer cursor [43] and controlling wheelchair system for rehabilitation [44]. There have been different 

strategies of analyzing [45] and implementing EOG in the field of robotics [46]. Researchers have shown 

blink detection using various methods with applications in different events like fatigue monitoring [47], 

consciousness analysis during driving, etc. [48]. 

EOG controlled device are gaining popularity in recent times. Devices such as robotic aids [49], 

rehabilitation aids [50], computer control [51], etc. are being achieved using EOG signal. Choice of EOG 

over other possible methods is probably based on the ease of usage and the low cost-of-production. 

Bulling et al. used a wearable EOG unit in recognition of different activities [52]. The recognition 

algorithms were successfully evaluated in an experiment performed with eight subjects while reading, 

copying a text, taking notes, watching video and net surfing. This shows that EOG is a potentially robust 

technique for activity recognition across a number of typical daily situations. With each passing day, 

research is going on in the field of electrooculogram and its utilization for human computer interfacing. 

New approaches have come up. Some are software based [53] and some of them are hardwired or 

embedded systems [54]. The application of EOG has been done on home appliances also [55]. EOG based 

systems have been experimented to produce eye movement controlled wheelchairs [44, 56-58] to give the 

severely paralyzed patients a way to move without the help of others. As this was being implemented, the 

problems regarding such applications were discovered. There is a long journey ahead to make such work 

worthy.  

In the work by L. D. Lledó, [59] an application of EOG controlled internet browsing has been 

demonstrated. The study involves eye movement controlled writing, searching and mouse controlling 

tasks. Five eye movements viz. left, right, up, down and blink are encoded as commands to control the 

mouse pointer. However, the application is only restricted to internet browsing activity, involves 

calculation of moving average and derivative as signal processing to detect change in eye movement 

direction and uses market-made circuitry which is costlier and less flexible than laboratory-made circuits. 

Thus, there is a need to focus on a general purpose GUI rather than only on internet browsing, using a 

more cost-effective circuitry to detect EOG signals and process the signals using less number of signal 

processing steps to make it suitable for real-time applications. A virtual keyboard is mapped to eye 

movements by Z. Jin [60]. In this work, the eye movements are linearly mapped pixel coordinates of the 

keyboard. Hence, moving far from current position required a stretched eye movement in the required 

direction which can not only be imprecise but also can stress the eye muscles than normal amount. This 

limitation indicates a need to formulate a way to make the movement of cursor not proportional to the 

extent of eye movement. The different cursor control methods basically involves tracking the eye 
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movement followed by encoding the eye movements as control signals for the cursor. In the work by T. 

Kasahara [61], the eye movement is detected by tracking the movement of the pupil. For this, an infra-red 

camera has been used which is not only a costlier device but also processing images captured by the 

camera requires more amount of memory and computation. Hence, the measurement made by the sensor 

for such real-time application of eye movement controlled GUI should also be optimized in terms of the 

cost of the sensor as well as in terms of the memory required to store the raw measured data [62]. 

The main purpose of our work is to create a reliable, affordable and easy-to-use eye controlled human-

computer interface that will enable the paralyzed or differentially abled people to use computers 

independently. This would provide a large number of people the chance to engage more easily and 

powerfully in productive activity. The work illustrates an application of precise control of the computer 

cursor using specific permutations of eye movements of the user as a rehabilitative platform. 

 

Table 1.1 Highlights of recent EOG research 

Author & Year of publication Highlights of work done 

ER Powsner and KS Lion, 1950 [63] 
Testing of eye muscles from electronics equivalent 

point of view 

Glenn O Dayton et al., 1964 [64] 
Study of coordinated eye movements in the human 

infant 

J Francois, A De Rouck, and D Fernandez-Sasso, 

1967 [65] 
Electro-oculography in vitelliform degeneration 

AF Deutman, 1969 [66] 
Electro-oculography in families with vitelli form 

dystrophy 

TH Kirkham, AC Bird, and MD Sanders , 1972 

[67] 

Electro-oculographic study for Divergence 

paralysis 

Hewitt D Crane and Carroll M Steele, 1985 [68] Eye Tracker design 

Thomas E Hutchinsonmet al., 1989 [69] Human-computer interaction using eye-gaze input 

Carol L Rosen, Lynn Dandrea, and Gabriel G 

Haddad, 1992 [70] 
Sleep  apnea study from eye movements 

Jacob, R. J. K. , 1993 [71] 
Non-command interface design using eye 

movements 

Kazushi Hyoki et al., 1998 [72] Quantitative EOG and EEG as indices of alertness 

Simon K Rushton and Patricia M Riddell, 1999 

[73] 
Developing visual systems for virtual reality 

Liversedge, S. P., and Findlay, J. M. , 2000 [74] Eye movement analysis for cognition 

Chun, M. M. , 2000 [75] Contextual cueing of visual attention 

Melcher, D , 2001 [76] Visual memory analysis 

Majaranta, P., and Räihä , 2002 [77] Eye typing 

Katarzyna Chawarska et al., 2003 [78] 
Eye movement analysis of children related to 

autism 
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Shell, J. S.  et al., 2003 [79] 
Attention-seeking devices that respond to visual 

attention 

Zhiwei Zhu and Qiang Ji, 2004 [80] 
Eye and gaze tracking for interactive graphic 

display 

Vehkaoja, A. T.  et al., 2005 [81] Wireless Head Cap for EOG 

Qvarfordt, P., and Zhai, S. , 2005 [82] Eye gaze pattern based conversation 

Wijesoma, W. S., Kang et al., 2005 [83] EOG based control of mobile assistive platforms 

Carlos H Morimoto and Marcio RM Mimica [84] Interactive Application Using Eye Tracking 

Manabe, H., and Fukumoto, M, 2006 [85] Wearable headphone-type gaze detector 

Hori, J.  et al., 2006 [86] 
Communication Control System Based on EOG 

and Voluntary Eye Blink 

Manu Kumar etal., 2007 [87] Gaze-based password entry system 

Claudia Ehmke and Stephanie Wilson, 2007 [88] Web usability problems from eye-tracking 

Jussi Virkkala et al., 2007 [89] Sleep stage classification using electro-oculography 

Drewes, H., and Schmidt A., 2007 [90] Interacting with the Computer Using Gaze Gestures 

David M Hoffman et al., 2008 [91] Vergence– accommodation conflicts 

Porta, M., Turina, M. , 2008 [92] 
Full-screen input modality for pure eye-based 

communication 

Keith Rayner, 2009 [93] 
Eye movements and attention in reading, scene 

perception, and visual search 

Bulling, Andreas, Daniel Roggen, and Gerhard 

Tröster , 2009 [94] 
Context-awareness in everyday environments 

Alain Forget, Sonia Chiasson, and Robert Biddle, 

2010 [95] 
Shoulder-surfing resistance with eye-gaze entry 

Jeffrey Michael Klingner, 2010 [96] 
Study of Cognitive load during visual tasks by eye 
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1.6 Scope of the Thesis  

The idea behind the development of next generation Human Computer Interfaces (HCI) is to provide 

healthy individuals an easier and better life while providing diseased individuals assistance and 

rehabilitation. Such devices are based on some form of input bio-modality that is processed efficiently to 

provide the desired results while being interfaced with the computer. HCI based control of rehabilitative 

aids, communicative devices and robotic equipments are gaining a tremendous significance as observed 

from recent literature.  

Bio-signals such as EMG (Electromyography), EEG (Electroencephalography), EOG 

(Electrooculogram) and ECG (Electrocardiogram) have been organized to develop control systems for 

improving the life quality of disabled and elderly people. In the near future we will see highly robust and 

flexible bio-control systems, which are based on various bio-signals such as voice, muscle contractions, 

brain waves and gestures. These bio-control systems will have ability to understand human intentions and 

emotions, and adapt the dynamic changes in the real-world. The design of bio-control systems has four 

stages: data acquisition and segmentation, feature extraction, classification and control.  
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This project investigates the potential uses of EOG for real life problems of rehabilitation. The 

objective is to improve the control capability of the eye movement signal, thus positively contributing to 

the development of bio-signal controlled assistive devices. Different aspects of HCI applications for 

rehabilitation are presented using eye movements through electrooculogram. 

 

1.7 Organization of the Thesis 

The present research is aimed at development of interface based on electrooculography for rehabilitative 

applications as discussed in the previous section. The physiological basis of electrooculographic signal 

and its characteristics have been described in this chapter to provide the reader, an insight into the genesis 

of the signal. An overview of the background research and development in this field has also been 

included here (chapter 1) to facilitate understanding of further research needs. 

The first and foremost requirement for working with this signal is to acquire, collect and store the 

signal. The details of the developed EOG acquisition system have been discussed in chapter 2. The first 

section of chapter 2 explains all the details associated with the design and development of the signal 

conditioning circuit and data acquisition. Although disposable self-adhesive surface electrodes were used 

for EOG signal acquisition initially, a wearable glass frame with inbuilt electrodes has been designed to 

make the system user friendly as well as comfortable and portable. 

EOG signal is basically the signal produced by eye ball movements in different directions. In the next 

section of chapter 2, emphasis has been given to different feature extraction and classification algorithms 

to explore relationship between EOG signal and eye movements in various directions. This was 

considered necessary to use this signal as control signal; and, to optimize the control algorithms.  

Eyes convey much useful information related to a person‟s ophthalmic disease or cognitive or mental 

state or any disability or any physical condition. One important objective of this work is to extract 

relevant parameters that can be observed by eye movement analysis about a person‟s condition and 

provide a feedback mechanism that can be used as an assistive tool or supportive device. The research and 

development related to implementation of EOG in this domain have been discussed in chapter 3. 

This chapter is divided into four sections. In first section, assistance scheme is proposed to follow 

progress of autistic children. Autism is a disease characterized by abnormal eye movements and an 

inability to follow a pattern of object movement in different directions. Eye movement data is recorded 

from normal individuals over a period of five days. Hjorth Parameters are used as signal features. Eye 

movement directions in response to a visual stimulus for tracking an object are classified using ensemble 

classifiers based on bagging and adaptive boosting algorithms. Maximum classification accuracies of 

83.09%, 90.27%, 80.75% and 92.27% were achieved on Hjorth Parameters as features using Bagging 

Ensemble classifier while tracking four different sequences. The individuals are trained by repeated 

tracking of the sequences such that there is an improvement in tracking over time. The system is designed 

to measure the tracking accuracy of following four different sequences of movement of an object in 

different directions as shown in a cue in a predetermined interval of time. The average tracking accuracy 

over ten normal subjects considering all the four sequence stimuli improves from 78.64% to 90.96% in 

five days which is accompanied with a decrease in staring errors from 6.36% to 1.29%. This would enable 
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convenient detection of eye fixations/staring errors in Autistic people along with the provision of gradual 

improvements when the tracking sequences are not followed in 50% of the cases through consequent 

training. 

The second section of third chapter deals with reading disabled children, analyzing their eye tracking 

data. This section describes how reading speed can be conveniently decoded from recorded EOG. It is 

common that the reading speed of dyslexic patients is lower than their normal counterparts, because of 

slow letter and word processing. Eye movements in dyslexic patients are significantly different from that 

of normal individuals, in terms of the presence of frequent fixations and stares in the former. Eye 

movement data for different reading speeds is recorded. From the data, Adaptive Autoregressive (AAR) 

parameters, Band Power Estimates and Wavelet Coefficients are extracted as signal features. Reading 

speeds are classified using different pattern classifiers from which an average accuracy of 94.67% over all 

classes and participants is obtained using Radial Basis Function (RBF) Support Vector Machine (SVM) 

Tree classifier and AAR Parameters as features. Friedman test is done to select the best classifier. The 

trained classifier is used to recognize the reading speeds of a set of new normal individuals. If the reading 

speeds are less than a preset threshold, that individual is trained repeatedly for 10 days for improvement. 

An improvement of reading speed is observed by the decrease in the misclassification rate from 45.1% to 

9.92% in 10 days for the fastest speed (1 sentence/2 s) over all the subjects. 

This scheme of reading speed evaluation is carried out on three children having specific learning 

disorder. The number of children are too less to come to any conclusion. However, the results reveal that 

the proposed system may also be used for training and assisting children with dyslexia or other similar 

reading disabilities. 

In third section, strategy as precautionary measure for computer vision syndrome is presented based 

on blink detection. Feature extraction was accomplished by level 4 wavelet decomposition of the EOG 

signal using Haar and order 4 Daubechies as mother wavelets. In the offline mode, binary classification 

was performed on the two acquired set of detail coefficients to distinguish between blinks and non-blink 

eye movements using linear, polynomial and Radial Basis Function (RBF) kernelized Support Vector 

Machine (SVM) classifier. The best classification accuracy of 95.83% was achieved haar as the mother 

wavelet and polynomial-SVM as the classifier. This trained classifier was chosen for real-time 

classification of EOG signals. The system causes the computer to go to a standby mode when the desired 

number of blinks is not attained over a predetermined period of time, thereby allowing the computer user 

to rest his/her eyes. Real-time implementation of the proposed algorithm was carried out on 10 subjects. 

The performance of the system was validated by noting that the AER over each 30 minutes interval and 

the POC over each subject reduces as time progresses. 

In last part of this chapter a layout of electrooculogram based eye dystonia prevention method is put 

forward. By classifying EOG into blinks and non-blinks and counting the number of blinks over a period 

of time, development of an intelligent automatic eye dystonia indicator based on EOG for cost-effective 

assistance in diagnosis of the disease has been experimented. Feature extraction was accomplished by AR 

parameters, Hjorth Parameters and Power Spectral Density. Binary classification was performed on the 

two acquired feature sets (AR+PSD) and (Hjorth+PSD) to distinguish between blinks and non-blink eye 

movements using linear, polynomial and Radial Basis Function (RBF) kernelized Support Vector 
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Machine (SVM) classifier. The best classification accuracy of 93.40% was achieved on AR (5) +PSD 

feature space and using RBF-SVM as the classifier. The present work has been carried out on normal 

individuals, and future scopes include implementation of this scheme to assist patients suffering from eye 

dystonia. 

The persons who are congenital amputee, or those who have lost their limb(s) or paralyzed due to 

accident or trauma are unable to move freely without the help of an assistant. This mobility problem is 

also applicable for elderly people. Most of the commercially available rehabilitative aids cannot provide 

full control to operate any household gadget alone or communicate with people. Thus there is a need to 

develop a technology for the movement disabled to improve their lifestyle. From previous research work 

it is evident that EOG signal has the potential to control any device. In this research work, it has been 

investigated that how much effectively, accurately and precisely EOG signal may be employed to control 

any rehabilitative device. Development of an intelligent interface capable of controlling assistive or daily 

need based electronic devices through eye movements alone has been another main object of this present 

research. Therefore, three novel approaches towards EOG-driven rehabilitative aids which can lead to 

smart homes have been proposed in chapter 4.   

In the first proposed scheme, a multitasking graphical user interface (GUI) is designed by controlling 

the position of a computer cursor using eye movements. Each and every icon of the GUI can be accessed 

online by just selecting them and thus the particular function can be performed.  Here eye movements are 

classified using standard classification algorithms as well as a custom made routine. The signals were 

classified based on their amplitudes to generate control commands to drive a GUI. Finally the application 

of the GUI is tested with six healthy subjects by performing different icon selection by controlling the 

mouse pointer with eye movements. The users completed the testing process in a reasonable time and the 

speed improves with training. For the real time control of the GUI, the proposed approach yields 95.83% 

accuracy. 

Second approach proposed is chapter 4 is to recognize the patterned eye movements of some known 

digits, letters and shapes. Eyeball movements intended to draw a pattern (numeric digit, alphabet or 

geometric shape) have been recorded. The extracted signal has been processed and classified successfully 

with more than 90% accuracy rate. Here Power spectral density has been used as feature extractor and 

support vector machine with multilayer perceptron kernel function has been used as classifier. 

Performance of other classifiers also has been compared here. Five healthy subjects took part in 

experiment and their eyeball movement signal has been acquired for distinguishing different numerical 

digits that are frequently needed for communication to external world.  

In the last and third approach, movements of a motorized wheelchair, i.e., forward, backward, right, 

left in a particular speed and start-stop operation are controlled in real time by EOG with predefined eye 

commands. This section presents the three modules of this work, where the first module deals with 

detection of eye movement direction from the EOG data. The second module is the wireless transmission 

of the classified signal. The third module manages pulse width modulated signal generation to control the 

driving motors of the wheelchair. 

As said earlier, eye movements itself act as a rich source of information about a person‟s memory as 

well as cognition. Combination of information from brain signals using EEG and eye movements using 
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EOG for cognitive context recognition has been illustrated in chapter 5. The first subsection introduces 

multimodal data analysis using EEG and EOG signals as sources of cognitive context recognition 

information. The experimental design and data analyses are explained in the next subsection. After that an 

illustration of the architectures of feature and decision level fusion for constructing a bimodal cognitive 

context recognition platform is given. The final subsection of chapter 5 provides the results and 

discussions. 

Chapter 6 provides a thorough self-review of the reported work with an aim to test the major claims 

introduced in different parts of the thesis. It also summarizes the main results obtained experimentally and 

proposes the possible direction of future research. 

Thus this work implements various approaches of application of EOG in different rehabilitative 

purposes. The approaches are implemented in real time with available human subjects and assessed over a 

period of time to evaluate the efficacy, robustness and repeatability of the systems.  
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2.1 Introduction 

The foremost requirement for eye movement detection from EOG signals is the EOG device to record the 

EOG signals related to emotion. The commercially available EOG devices are very costly. A data 

acquisition system has been designed for EOG that will be user friendly, simple and portable. The details 

of development of a multi-channel EOG amplifier suitable for eye movement tracking and EOG signal 

acquisition is presented in this chapter.  

Electrodes, amplifier, signal conditioning and acquisition are the major parts of an EOG system [1, 2]. 

The electrodes are the sensors that detect the signal from the surrounding region of eye, the microvolt 

signals are brought into the measurable range where they can be digitized accurately by the amplifiers, the 

filters remove the unwanted artifacts and noise from the desired signal, analogue to digital converter 

converts the acquired analogue signal into digital form to be stored, displayed and analysed in computers.  

This work aimed at developing the EOG amplifier; digitize the analogue EOG signal thus obtained 

and then acquiring the EOG signal into for storage, display and further analysis. The schematic of the 

EOG system development is presented in figure 2.1. 

 

 

Fig. 2.1 Schematic of the data acquisition system 

 

The chapter is mainly divided in four sections for design of EOG acquisition circuit, processing & 

storage in LabView, development of wearable EOG glass & procedure for detection of directional eye 

movements. The concluding section summarizes the total method of EOG data acquisition, processing & 

analysis. 

2.2 Development of Two Channel EOG Acquisition Circuit 

The previous studies on EEG based emotion recognition and the experimental procedures applied in 

this work and the results and observations thus obtained, as reported in the literature [3-5], the parameters 

for development of an EOG device for emotion recognition can be outlined as follows: 

 Amplitude of the EOG signal ranges in few micro volts.  The EOG amplifier has high gain of 

approximately two thousand. 

 The frequency band needed for eye movement detection is 1-15 Hz. Therefore the bandwidth of 

the filter is 1-20 Hz.   

 Proper signal conditioning is provided to remove the base line drift, the 50Hz power line 

interference and other unwanted artifacts.  
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The basic block diagram of EOG circuit is shown in Fig. 2.2. 
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Figure 2.2. Block diagram of the EOG circuit design 

2.2.1 Preamplifier 

The preamplifier is the first block in the system. It amplifies the EOG signal and eliminates the 

common mode signals [6].  The gain in range of thousands is required for the EOG amplifier [7].  The 

developed system has a total gain of 1000. The gain is given in two stages. The gain of the preamplifier is 

100. The rest of the gain is given in the signal isolation stage.  To eliminate the possibility of signal 

saturation in the preamplifier stage due to various interferences the gain is provided in two stages. Here 

IC AD620 [10] an instrumentation amplifier with very high input impedance and CMRR, is used for pre-

amplification. Pin diagram and basic configuration of IC AD620 is given in Fig. 2.3 and 2.4 respectively. 

 

Fig. 2.3 Pin diagram of IC AD620 
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The AD620 is a low cost, high accuracy instrumentation amplifier that requires only one external 

resistor to set gains of 1 to 1000.  It only needs 1.3mA max supply current.  It a good fit for battery 

powered, and portable applications. The low noise, low input bias current and low power of the AD620 

make it well suited for biosignals. 

 

Fig 2.4. Basic Configuration of AD 620 

 

The gain equation of AD620 is given by, 

𝑅𝐺 =  
49.4 𝑘Ω

𝐺 − 1
                                                                                                                                           (2.1) 

 

According to the equation 2.1, for gain G=100, the gain resistance RG is found out to be 470Ω. The gain 

resistance is connected across the pin number 1 and 8 of AD620. In the system AD620 is driven at the 

voltage of ±12V. The two electrodes are connected to pin number 2 and 3. The ground electrode is 

connected with pin number 5 which is the circuit ground. 

 

 

2.2.2 Safety Measures  

Safety measures for both the patient and device are required to be taken to protect them from the 

electrical hazards. In addition to good grounding, insulation of the device and the wires, incorporating 

fuses or circuit breakers, shock preventers the devices like EOG that are directly connected with the 

patient’s body require certain other safety features to be incorporated. To achieve the safety measures for 

the device and the patient, power and signal isolation are required. 

 

2.2.2.1 Power Isolation  

Power isolation isolates the total device from the power supply side. This can be achieved in many 

the following ways:  
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 Power from batteries: This is the best method for power isolation which eliminates the 

possibilities of shock hazard from the power supply. But the disadvantage is that it requires 

regular monitoring.  

 Using photovoltaic cells.  

 DC to DC converter: It uses isolation transformer to isolate power.  

In this work a dual output DC/DC converter IC MAU108 [8] is used for power isolation. Basic 

configuration of MAU 108 is shown in figure 2.5. The isolation is achieved by an inbuilt step up isolation 

transformer. It operates at an input voltage of 5V and provides an isolated dual output of ±12V.  

 

Fig. 2.5 Basic configuration of MAU 108 for power isolation 

2.2.2.2 Signal Isolation  

Nowadays signal isolation is most commonly achieved by optocoupler device, which consists of LED 

(light emitting diode) and photodiode (PD). When the photodiode is illuminated by the LED, it can 

conduct in the reverse direction. The maximum current conducted by the photodiode depends on the 

intensity of the radiation that falls on it. 

In this work the signal isolation is achieved by using the high linear optocoupler IC HCNR200 [9-10]. 

It is a high-linearity optocoupler comprising a high performance AlGaAs, (aluminium, gallium, and 

arsenide) LED which illuminates two closely matched photodiodes. 

1        2             4          5           6 
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Fig. 2.6 Pin diagram of HCNR 200 

The Figure 2.6 presents the actual circuit diagram of signal isolation. R1=1MΩ and R2=10MΩ is 

chosen so that the gain of the signal isolation stage G2=10. A gain of the preamplifier stage was G1=100. 

Thus the total gain of the whole system becomes 1000. Ultra low offset voltage (75μV) IC OP07 [8] 

(Figure 2.7) is used as both the input and output stage opamps A1 and A2. OP07 has a wide input voltage 

range of 3-18V, with a CMRR of 106dB and high input impedance. 

 

Fig. 2.7 Pin connections of OP07 

The input opamp of signal isolation is driven by ±12V provided by the output of MAU108. The output 

opamp is driven by the ±5V of the power supply. 

 

Fig. 2.8 Pin connections of LM336 
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IC LM336 [11] (Figure 2.8) is a 2.5V reference diode, which is used in both input and output side, 

with a combination of 220kΩ  resistances to add some positive signal in the input side and subtract it from 

the output side to make the circuit work for both positive and negative signals. 

 

2.2.3 Filtering 

The bandwidth of the developed EOG system is 0.1Hz to 20Hz. To attain this requirement analogue 

passive HPF and LPF are implemented in the circuit. This filtering arrangement provides us the signal of 

the required bandwidth as well as eliminates the artifacts present in the recorded signal [12-14]. 

The low cut off frequency is set as 0.1Hz, which eliminates the base line drift and the low frequency 

artifacts. The passive HPF is implemented at the output of the preamplifier, followed by a passive second 

order LPF implemented in the signal isolation stage. The high cut off of the LPF is set as 20Hz.The cut 

off frequency of the filters is given by (2.2) Where, R is the resistance and C is the capacitance.  

𝑓𝑐 =  
1

2𝜋𝑅𝐶                                                                                                                                                            (2.2) 

According to the equation 2.2, a capacitor, C=0.32μF is connected in series with the resistance 

R1=1MΩ to obtain the HPF configuration of cut off frequency 0.1Hz. For the 2nd order LPF of cut off 

frequency 20 Hz, a combination of R=47kΩ, C=0.1μF in the input side and a combination R=10MΩ, 

C=10pF is connected in parallel. The LPF ensures that the 50Hz power line interference is eliminated 

from the signal.   

2.2.4 Power Supply  

The EOG system needed to be portable. The battery powered devices require continuous monitoring. 

In the developed system the power is provided by the USB port of the PC or laptops used for storage, 

display and analysis of EOG signal. The USB port provides +5V power supply. Using ICL7660 [15] the 

+5V from the USB is converted to -5V which drives the output op amp of the signal isolation part (shown 

in Figure 2.9. The +5V obtained from the power supply is given as the input to MAU108 which isolates 

the power. The circuit diagram and the developed circuit for EOG acquisition can be seen in Figure 2.10 

and 2.11 respectively. 
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Fig. 2.9 Connection of IC 7660 for -5V generation 

 

Fig. 2.10 Circuit diagram of single channel data acquisition system 
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Fig. 2.11 The developed two channel EOG acquisition system 

 

2.3 Choice of Electrodes and Their Positioning 

The first stage of our system design is the electrodes. The electrodes were chosen with the concern of 

protecting the eyes from hazardous elements. Silver/Silver-Chloride electrodes were chosen because the 

half-cell potential of this variety of electrodes is low and, remain steady. Electrodes with the smallest 

amount of time variation in half-cell potential are desirable because they cause the least amount of offset. 

By definition, the hydrogen electrode has a zero half-cell potential, but due to the gaseous nature, they 

cannot be feasibly used. Although lead electrodes have a lower half-cell potential than the Ag/Ag- Cl 

electrodes, lead is hazardous to the health and thus is avoided [13]. The choice of electrodes has taken 

into account low cost and proper signal pick-up along with ease in mounting electrodes at desired 

locations without any specific accessories. Thus keeping all this factors in mind, disposal electrodes were 

chosen. They satisfy all the condition stated above and at the same time, are easily available. 

The next task that needed proper emphasis was the placement of this electrode. Two electrodes could 

be placed in the region adjoining the eye depending upon the movement (vertical, horizontal or both) for 

which signal detection is desired. But placement of ground electrode was a matter of concern. Placing 

them in the front lobe of brain sometime resulted in the excitation of some sensory neuron, perhaps due to 

some leakage of signal which may be due to the contact between the body and the ground. But such an 

occurrence was to be avoided.  

At the same time placing of ground electrode in lower part of the body resulted in increase of the 

noise level. Thus an optimization between signal quality and the safety of the subject was to be 

considered. The best suitable location in such a scenario was the lower end of external pinna. But due to 

the size of the electrode we opted for, it was not feasible. Hence, the neck region was selected for 

placement of ground electrode. The output was considerably noise free without any compromise 

regarding safety & comfort level of subjects. 
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2.4 EOG Signal Acquisition in LabVIEW 

Since EOG signal remains contaminated with various artifacts and noises like eye blink, head movement 

artifacts, environmental noise, power line interferences etc.; the filters need to be implemented in the 

hardware and also in the software platform for acquisition with high Q.  

Only four electrodes are sufficient to measure the signal, which have to be placed on the surrounding 

region of eye to detect horizontal eye movements.  These few numbers of electrodes will also reduce the 

complexity of the device, will make it user friendly and can be easily implemented. The ground electrode 

is placed on the neck. 

EOG signal acquisition is performed in the LabVIEW software platform. The analogue EOG signal 

obtained from the developed circuitry is digitized using analogue to digital converter (ADC). The 

digitized signals obtained from the ADC are acquired in the LabVIEW platform. Once the data is stored 

digital filters are implemented in the LabVIEW program. The data is stored in files using LabVIEW 

program which can be retrieved using LabVIEW programming for display and offline analysis. In the 

preliminary stage, NI‟s (National Instrument’s) USB6008 is used as ADC. Its specifications and its 

analogue pin assignments are provided in Figure 2.12 and 2.13 respectively. 

 

 

Fig. 2.12 National Instruments USB-6008 DAQ 
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Fig. 2.13 Analog & Digital terminal assignment of NI USB 6008 

 

The LabVIEW program using NI DAQ data assistant VI used as the 1st block for acquiring EOG data 

using NI USB 6008 ADC. The AI channel of the ADC is chosen in the LabVIEW platform, as shown in 

Figure 2.14.  Recording of EOG data in LabVIEW is shown in figure 2.15. An infinite impulse response 

(IIR) BPF of cut off 1-15Hz of Butterworth topology of order 10 is implemented. The filtered signal is 

displayed in the waveform chart and is saved in a file using the block ―write to measurement file‖ VI. 
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Fig. 2.14 NI DAQ assistant VI configuration 

 

Fig. 2.15 Recording of EOG data in LabVIEW 
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2.5 Wearable EOG Glass Development 
A comfortable wearable spectacle system has been developed for EOG signal acquisition with attached 

electrodes. The picture of the proposed eye glass system for EOG is shown in Figure 2.16. The wearable 

EOG goggles were designed to fulfill the following requirements: 

 To achieve a convenient and unobtrusive implementation and minimize user distraction the device 

needs to be wearable and lightweight. 

 To allow for autonomous long-term use in daily life the device needs to be low-power. 

 The device needs to provide adaptive real-time signal processing capabilities to allow for context-

aware interaction. 

 To compensate for EOG signal artifacts caused by physical activity 

The spectacle contains dry EOG electrodes attached to the glasses frame. Four electrodes are arranged 

around the left eye and mounted on flat springs to achieve good skin contact. A fifth sensor near right side 

of the neck region provides the reference signal.  
 

 
Fig. 2.16 Developed Wearable EOG glass 

 

To further improve this spectacle system for more accurate EOG recording, to compensate changes in 

ambient light an accelerometer and a light sensor need to be added. Moreover, to make the eye glass 
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system fit to every user irrespective of face size and shape the system must be made of some flexible 

material that can be adjusted according to requirement. 

  

2.6 Classification of Eye Movements 

The detection of the actual direction of eye movements is the basic and most important criteria to apply 

EOG to control devices. The potential of EOG changes, when unintentional eye movement occurs. Hence 

to generate the control commands of any device from EOG signal the directional eye movements must be 

accurately classified.  

Controlling Human Computer Interface (HCI) by any bio-potential comprises of three main steps: 

feature extraction, classification, and control signal coding [16-20].  

Fig. 2.17 Linearity of EOG signal in Horizontal Direction  

 

First of all the linearity of EOG signal has been checked with the recorded EOG signal using the 

developed acquisition system. EOG signal for +10 to +60 and -10 to -60 in horizontal direction. Similarly, 

in vertical direction +10° to +30° and -10° to -30°. These EOG data have plotted to observe the behaviour 

of EOG signal (Figure 2.17). It is noticed that up to ±50° in horizontal direction EOG signal maintains 

linearity and in vertical direction up to± 30° the EOG signal is linear. These degree wise measurements 

have been done assuming that when looking straight it is zero degree and in one direction is positive and 

negative in reverse direction. 

Here, power spectral density (PSD), wavelet detail coefficients, Auto Regressive (AR) coefficients 

and combinations of these are taken as sets of features. After feature extraction, the band pass filtered 
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EOG signals are classified according to different directions of eye movements i.e., right, left, up, down, 

blink and straight or no movement. These can be used to generate control signals to simulate the 

movement of rehabilitation aids. The present work has been developed in an offline environment, but it 

has opened the door towards the real time control of HCI using EOG in future. 

2.6.1 Experimental Paradigm 

Experiments were conducted with two females and two males in the age group of 23±2 years as 

subjects, who were asked to move their eye balls according to a visual cue. In the visual stimulus, a ball in 

the middle of a screen was displayed in the first 10 seconds. After that they were asked to track the 

movement of the ball in different directions (left-right-up-down) and blink their eyes when it is displayed 

to do so in the screen. 

2.6.2 Eye Movement Detection Methodology 

The raw EOG data obtained is subjected to the following processes: Filtering, feature extraction and 

finally classification. The methodology is shown in the following block diagram (Figure 2.18). 

 

 

 

Fig. 2.18 Flowchart depicting the course of work 

2.6.2.1 Feature Extraction 

Any signal can be represented by means of some attributes. Such attributes can be used as features to 

distinctly characterize the signal. In the present work we have performed classification with Auto-

Regressive parameters, Power Spectral Density (PSD) and Wavelet Coefficients as features of the EOG 

signal. 

2.6.2.1.1 Auto Regression (AR) Model 

The AR Model can also be called infinite impulse response (IIR) filter or all-pole filter or maximum 

entropy model [22-23]. It is used to model any stationary stochastic time-series. Wide-sense stationary 

means the mean of the data is constant and the autocorrelation depends only on the time lag Eq. (2.3). 
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The autoregressive model of order p, AR (p), is given by 

1

p

t i t i t

i

x a x 



   (2.4) 

Where ai is the AR coefficients, xt is the series under observation and t is the residue term which is 

Gaussian White Noise. By convention, the series xt is assumed to have zero mean [24-25].  

For calculating the AR coefficients, among the different methods the two algorithms that we have 

followed are: 

• Yule-Walker Method 

• Burg Method 

2.6.2.1.1.1 Yule Walker Method 

The method involves multiplying the Eq. (2.2) by xt-d, where d is the delay; then averaging and 

normalizing the result. Repeating the process for d=1 to p, yields the following set of linear equations 

called the Yule-Walker equations.[26] The matrix form of the Yule-Walker Equations is given by Eq. 

(2.5) 
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Here, ai (i=1 to p) are the required AR coefficients for an AR (p) process. 

2.6.2.1.1.2 Burg Method 

If we are provided with N discrete values, we can approximate the values using k coefficients by 

forward linear prediction Eq. (2.5) or by backward linear prediction Eq. (2.6). 
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The forward prediction and backward prediction selects ai such that the forward error Fk and backward 

error Bk are minimized. Eq. (2.8) & (2.9) 
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In Levinson Durbin recursion 

1k k kA A µV    (2.10) 
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Where Ak+1= [1 a1 a2 … ak 0]
T
 and Vk+1=[0 ak … a2 a1 1]

T 

In Burg’s method, µ is so calculated that Fk+Bk are minimized. With the initial condition of A0= [1] 

and iterating Eq. (2.9) from k=0 to p-1, we can obtain the AR coefficients for an AR (p) process [25]. 

In our work, we have fitted the data using an AR (4) model. So we have 5 coefficients for each data 

point. 

2.6.2.1.2 Power Spectral Density Estimation using Yule-Walker Method 

Non-parametric power spectral density estimation involves computing the Fourier Transform of the 

data or the auto-correlation function of the data. On the other hand, parametric power spectral density 

estimation involves fitting an appropriate model to the data, a parametric estimation method to calculate 

the values of the parameters of the model and the frequency response evaluation of the model which gives 

an estimate of the PSD of the data.  

The method, used in this work, is a parametric power spectral density estimation method [26]. 

Rearranging Eq. (2.2), we can write 

1 1

(1 )
p p

i

t i t i i t t

i i

x a x a z x 



 

      

1

1
( )

1

t

p
it

i

i

x
H z

a z
 



  

 
 

(2 )

1

1
( )

1
p

ji f T

i

i

H f

a e 



 

 

 (2.11) 

This is the transfer function of the system Eq. (2.11), where the AR coefficients, ai, are given by the 

Yule-Walker Equation Eq. (2.3). 

The power spectrum, Px(f), of the time series xt is given by Eq. (2.12). This is related to the power 

spectral density of the white noise, P(f), which is its variance, σ
2
. 
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We have used a 129-point discrete approximation of the power spectrum. 

2.6.2.1.3 Wavelet Features 

Wavelet transform [27, 28], an efficient technique to represent the characteristics of a signal, is based 

on small waves called wavelets having variable frequency and limited duration. The discrete wavelet 

transform (DWT) analyzes the signals by decomposing the signal into approximation and detail 

information, called approximation and detail coefficients respectively.  
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The outputs of the first decomposition level provide the detail D1 and approximation A1 coefficients, 

respectively. The first approximation A1 is further decomposed into second approximation A2 and detail 

D2 and the process continued, until the desired result is obtained. 

In the present study, Daubechies (db) mother wavelet of order 4 have used. After trials with the filtered 

EOG data, the detail coefficients from level 5 are selected as features. 

2.6.2.2 Classification 

Classification is carried out on each of the different feature spaces obtained from the raw EOG signal 

as described above using two different classification techniques: k-NN Classifier and a feed- forward 

neural network and the corresponding classification accuracies are compared. 

2.6.2.2.1 k-NN Classifier 

K Nearest Neighbour is a classification algorithm where a test point is put into the class which is the 

most common among its k nearest neighbours [29-30]. The measure of nearness is some form of distance 

which can be calculated using different methods, such as Euclidean distance, Mahalanobis distance, 

Manhattan distance etc. 

In our experiments, k-NN algorithm has been run with different values of k ranging from 2 to 7. 

Euclidean distance with k=5 have been selected as it produces the best results. 

2.6.2.2.2 Feed Forward Neural Net Classifier 

Artificial Neural Networks [31-32] comprise of artificial neurons following the principle of biological 

neural networks. A feed forward neural network consists of a number of layers of neurons connected such 

that information can flow only in the forward direction. The initial layer is the input layer and the final 

layer is the output layer. All the other layers are hidden layers. For each neuron the weighted sum of the 

inputs are passed through some non-linearity to obtain the outputs. According to the principle of 

supervised learning, during the training phase, for an initial set of weights of the neural network, the 

output is calculated and the error is computed for a known target. According to the computed error the 

weights are adapted. The process is continued as long as the error is reduced below a certain 

predetermined small value. 

In the present work we have used a feed forward network with 10 hidden layers where weight 

adaptation is done on the basis of Levenberg-Marquardt method [33]. 

2.6.2.3 Performance Analysis 

The classification results obtained are compared in terms of the classification accuracies and the 

computational time for each classification method. The classification accuracies are computed using 

confusion matrices.  

Table 2.1 and Table 2.2 show the classification performance using Wavelet Detail Coefficients and 

Power Spectral Density (PSD) as features respectively. 
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Table 2.1. Classification Results for Wavelet Detail Coefficients as Features 

 k-NN with k=5 Feed Forward Neural Network 

 Classification 

Accuracy 

Time 

(Sec) 

Classification Accuracy Time 

(Sec) 

Subject 1 56.67% 0.5634 70.00% 25.0183 

Subject 2 56.67% 0.5792 72.00% 26.3662 

Subject 3 56.67% 0.5951 70.00% 34.8541 

Subject 4 56.67% 0.5766 73.30% 34.8165 

Average 56.67% 0.578575 71.33% 30.26378 

 

Table 2.2  Classification Results for PSD as Features 

 k-NN with k=5 Feed Forward Neural Network 

 Classification 

Accuracy 

Time 

(Sec) 

Classification Accuracy Time 

(Sec) 

Subject 1 66.67% 1.5175 83.30% 86.6939 

Subject 2 73.33% 0.5901 83.30% 126.3032 

Subject 3 60.00% 0.6731 70.00% 92.3123 

Subject 4 66.67% 0.6899 76.70% 78.2909 

Average 66.67% 0.86765 78.33% 95.90008 

 

Table 2.3 Classification Results for Wavelet Detail Coefficients + PSD as Features 

 k-NN with k=5 Feed Forward Neural Network 

 Classification 

Accuracy 

Time 

(Sec) 

Classification Accuracy Time (Sec) 

Subject 1 60.00% 0.6398 70.00% 287.3973 

Subject 2 70.00% 0.6554 76.70% 259.3699 

Subject 3 56.67% 0.6734 76.70% 284.115 

Subject 4 66.67% 0.6575 77.70% 296.0901 

Average 63.34% 0.656525 75.28% 281.7431 
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. Table 2.3 shows the classification results when both Wavelet Detail Coefficients and PSD are used to 

construct the feature space. A feature vector from the feature space representing the two channels of EOG 

signal formed by only Wavelet Detail Coefficients, only PSD and Wavelet Detail Coefficients + PSD 

have dimensions of 1×172, 1×258 and 1×430 respectively. As is clear from these three tables, the average 

classification accuracy is increased to 63.34% for k-NN classifier when Wavelet Detail Coefficients and 

PSD are together used as features. 

 

Table  2.4 Classification Results for AR Coefficients (Yule Walker Method + Burg 

Method) as Features 

 k-NN with k=5 Feed Forward Neural Network 

 Classification 

Accuracy 

Time 

(Sec) 

Classification Accuracy Time (Sec) 

Subject 1 51.00% 0.6647 90.00% 5.1052 

Subject 2 53.33% 0.6899 73.30% 4.967 

Subject 3 50.00% 0.648 73.30% 4.9705 

Subject 4 56.67% 0.6491 83.30% 5.0177 

Average 52.75% 0.662925 79.98% 5.0151 

 

Table 2.4 shows the classification results obtained by taking the AR coefficients as features. The 

feature space is constructed by concatenating the feature spaces obtained from calculating AR coefficients 

by Yule Walker method and Burg Method respectively, the corresponding feature vector having 

dimension of 1×20.  

Table 2.5 Classification Results for AR Coefficients (Yule Walker Method) + PSD as 

Features 

 k-NN with k=5 Feed Forward Neural Network 

 Classification Accuracy Time (Sec) Classification Accuracy Time (Sec) 

Subject 1 63.33% 0.6495 80.00% 105.5567 

Subject 2 80.00% 0.6111 86.70% 105.839 

Subject 3 66.67% 0.6498 73.30% 91.762 

Subject 4 66.67% 0.651 80.00% 123.87 

Average 69.17% 0.64035 80.00% 106.7569 
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Table 2.5 shows the classification results obtained by taking AR coefficients from Yule Walker method 

and PSD together to form the feature space so that a feature vector in this case would have a dimension of 

1×268. 

There is clear improvement of classification accuracy in the latter case. It is increased 69.17% for k-

NN classifier and 80% for the Neural Network Classifier. 

2.7 Summary 

A portable, low powered, USB driven two channel EOG amplifier is designed and developed. A two 

channel EOG amplifier circuit has been developed using instrumentation amplifier. Necessary filters for 

artifact elimination has been incorporated both in the hardware and software platform. The circuit is 

developed maintaining the safety measures by incorporating power and signal isolation in the hardware 

circuitry. The circuit is driven by USB power from the PC/laptop used for signal acquisition, display and 

storage. The EOG signal recorded and amplified by the developed circuit is acquired in LabVIEW 

platform after digitization of the analogue EOG signal by a 12bit ADC. The acquired signal is stored for 

further analysis. The two channel EOG amplifier is cost efficient and the complexity of large number of 

channels in EEG recording for practical purpose is eliminated with the developed circuit.  Thus developed 

two channels EOG system has enhanced portability and optimized cost-performance. 

After that, the different types and directions (straight, up, down, right, left, and blink) of eye movement 

has been classified from acquired EOG signal by k-NN and feed forward Neural Network classifiers. The 

features used for classification are Wavelet Detail Coefficients, PSD and AR Coefficients and 

combinations of these. It has been observed that in all cases the neural network classifier performs better 

with average classification accuracies greater than 65%.  
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3.1  Introduction 

As discussed in chapter 1, the main applications of EOG signal include detection and assessment of many 

ophthalmological diseases such as Retinitis Pigmentosa and Best's disease [1] as well as degenerative 

muscular disorders and neural diseases like Parkinson's disease [2]. 

This chapter consists of different projects that investigate the potential uses of EOG for real life 

problems of rehabilitation. The objective is to improve the control capability of the eye movement signal, 

thus positively contributing to the development of bio-signal controlled assistive devices. Different 

aspects of HCI applications for rehabilitation are presented using eye movements through 

electrooculogram. 

 

3.2 Analysis of Eye Movement Sequence to Assist Autistic Children 

Autism is a neurological disorder featuring lack of social interaction and communication abilities [3-5]. 

The onset of the disease is detected in children prior to 3 years of age. The affected children show 

restricted and repetitive behavior and avoid eye contact. Execution of core activities involving eye 

movement tasks such as reading, concentrating on a pattern etc. helps in improving visual discrimination, 

strengthening of memory, tracking and focusing abilities of such individuals although that never reaches 

typical adult levels [6-10]. 

The present work proposes a scheme to assist autistic children having abnormalities in eye movement 

related to continuous tracking of an object using EOG analysis. EOG is recorded using a two channel data 

acquisition system from ten subjects over a period of 6 minutes each for 5 days using a visual stimulus. 

Hjorth Parameters [11] are extracted as features from the acquired EOG. Ensemble (Bagging and 

Boosting) classifiers [12-13] are trained to distinguish eye movements in different directions as well as 

fixed gaze. The trained classifiers are used to classify different eye movement directions using a test 

visual stimulus that involves tracking a ball on the computer screen. The performance of the ensemble 

classifiers in distinguishing the eye movement directions is analyzed. The best classifier is then used to 

find the tracking accuracy of an individual where successful tracking of a complete sequence is 

considered. If the tracking accuracy is lesser than 50%, it can be concluded that the person cannot trace 

the movement of the ball and is likely to be affected by autism. If a subject is detected to be Autistic, 

he/she is asked to use the system daily until the tracking accuracy improves more than 50% and the 

staring errors decreases below 20%.  

 

3.2.1 Principles and Methodology 

The present work proposes a system for assistance of Autistic children by analysis of eye movements. 

Autism is a disease characterized by abnormal eye movements and an inability to follow a pattern of 

object movement in different directions. Eye movement data is recorded from normal individuals over a 

period of five days using an Electrooculogram signal acquisition system developed in the laboratory. 

Hjorth Parameters are used as signal features. Eye movement directions in response to a visual stimulus 

for tracking an object are classified using Ensemble classifiers based on bagging and adaptive boosting 
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algorithms. Maximum classification accuracies of 83.09%, 90.27%, 80.75% and 92.27% were achieved 

on Hjorth Parameters as features using Bagging Ensemble classifier while tracking four different 

sequences. The individuals are trained by repeated tracking of the sequences such that there is an 

improvement in tracking over time. The system is designed to measure the tracking accuracy of following 

four different sequences of movement of an object in different directions as shown in a cue in a 

predetermined interval of time. This would enable convenient detection of eye fixations/staring errors in 

Autistic people along with the provision of gradual improvements when the tracking sequences are not 

followed in 50% of the cases through consequent training. 

 

3.2.1.1 Feature Extraction 

 Hjorth Parameters [11], namely activity (A), mobility (M) and complexity(C) are time domain features 

extracted from a signal. For an input signal x(n) of length N, these can be defined by (3.1) to (3.3). 

varA x x                                                                                                                                 (3.1) 

 

'M x A x A x                                                                                                            (3.2) 

 

'C x M x M x                                                                                                            (3.3) 

 

Where 'x denotes the first derivative of the signal ( )x n and var( )x  denotes the biased variance of signal 

( )x n  with mean value x  , given by (3.4). 

2

1

var
N

n

x x n x N                                                                                                                  (3.4) 

 

Hjorth Parameters are relevant in case of biosignals because they help in reducing the non-

stationarities and capturing the stationarities through the use of higher order derivatives of the input signal 

[21]. In order to represent the stationarities, Hjorth Parameters are computed over small overlapping 

windows of equal lengths and then for a particular instance, all the parameters over all windows for that 

instance are averaged. For each instance of each of the two channels of the EOG signal, we have obtained 

three values corresponding to activity, mobility and complexity representing the Hjorth Parameters. 

Concatenating the features per channel we obtain six features per instance. For our work, the length of the 

window is experimentally chosen to be 16 i.e. Hjorth Parameters are evaluated over 10 instants of an 

observation, at a time, followed by moving the window over the next set of 16 instants considering 50% 

overlap with the previous window. 
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3.2.1.2 Classification  

Ensemble classifier [12-13] is a family of classifiers whose individual predictions are combined 

(weighted voting) to decide the class of the test samples. It is more accurate to rely on the decision that is 

made by a group of classifiers rather than by a single classifier. So, we use ensemble classifier in our 

work. Two important criteria must be satisfied in selecting the classifiers: the classifiers must be accurate 

(error rate better than random guess; also called weak learners) and diverse (different error on new 

dataset). We have used „tree‟ classifier as the weak learner in this work. Each node of the tree classifier 

operates on each of the features in the dataset to predict the class of a sample. There are several 

algorithms to implement the ensemble classifiers. Two such popular methods are bagging and boosting  

which have been used in this work. 

In case of bagging, classifiers are trained by dataset obtained from bootstrapping the original dataset. 

While bootstrapping, a subset of the dataset is created by randomly drawing (with replacement) n samples 

from the original dataset. The diversity among the weak classifiers is obtained by resampling procedure. 

The resampling is decided to take place T times. Finally, majority voting is employed to infer the class of 

an unknown sample. 

AdaBoost refers to adaptive boosting [14]. If the process is iterated T times, each time AdaBoost 

creates a new weak classifier using the whole dataset and the weights for all samples are updated, which 

is initially equal for all instances. The weights of the samples misclassified are increased and the weights 

of the samples correctly classified are decreased. It is called adaptive because it is focuses on those 

samples which are misclassified in previous iterations. The weighted voting mechanism decides the class 

of a new sample. 

For our work, the value of T in both the algorithms is taken to be 100. The bootstrap size (n) for the 

bagging algorithm is considered to be 30% of the total dataset. AdaBoostM1 extension of the AdaBoost 

algorithm is chosen for the concerned application and the classification is performed in a one-versus-one 

framework.  

 

3.2.2 Autism Assistance 

A brief description of the circuit used for acquiring the data and the different steps taken in the course of 

experimentation in a laboratory environment are briefly outlined in this section. 

3.2.2.1 Data Acquisition  

The layout of the data acquisition module and the total arrangement for gathering the data for the 

experiment has been addressed to in this section.  
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Fig. 3.1 EOG Signal Acquisition and Experimental Setup 

The EOG data is collected from twenty subjects, ten male and ten female in the age group of 25±3 

years with the laboratory developed acquisition system.  The electrode placement is illustrated in Fig. 3.1. 

The data acquisition is done for 5 days with one day interval in between, to include any variation caused 

by the weather, the surrounding environment as well as possible allergy or temporary infections to the 

eyes of the subjects. After explaining the procedure and the objective of study, a consent form is signed 

by all the subjects. An audio visual stimulus is shown to the subjects for acquiring EOG data for 

classification.  

We consider four different visual cues in the form of the movement of a ball in a specified path. In the 

first cue the displayed sequence is right, down, left, up followed by a stare in the middle. In the second 

one, the previous cue is back tracked i.e., down, right, up, left and stare. The third cue traces a „Z‟ in the 

screen where the ball moves in the right side in the top of the screen, then, coming down along the off 

diagonal and again, moving in the right side in the bottom of the screen followed by a stare i.e. right, off-

diagonal down, right, stare. The fourth cue is just opposite of the third one, where the ball moves in the 

order left, off diagonal up, left, stare. The first and the third cues are illustrated in Fig. 3.2(a) and Fig. 

3.2(b) respectively. For each sequence of pattern, a particular direction of movement is of duration 2s. 

Each stimulus is traced ten times by each subject with sufficient rest periods in between to produce a 

dataset of large number of instances for training/testing. Data was acquired in an airy room where the 

stimulus was shown on a screen using a projector. 
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    (a)        (b) 

Fig. 3.2 Visual Cues showing the path of the ball along the sides of a rectangle and stare at the center for 

the sequences corresponding to (a) Stimulus 1: Right, Down, Left, Up, Stare and (b) Stimulus 3: Right, 

Off Diagonal Down, Right, Stare 

3.2.2.2 Filtering 

In the present experiments it was found that the EOG power spectrum showed significant variations 

below 10Hz which concludes that no necessary information is prevalent in the 10-20Hz region. To 

eliminate undesirable noise and obtain EOG in the frequency range of 0.1 to 10Hz, the range where 

maximum information is contained [10, 30], we implement band pass filtering using a Butterworth band 

pass filter in the specified frequency range. 

3.2.2.3 Training of classifier 

EOG for eye movements over an interval of approximately 6 minutes are recorded and processed for 

training the classifiers. Experiments are carried out using Hjorth parameters as the signal features. 

Different Ensemble classifiers are trained for classification. Classification is carried out using 5-fold 

cross-validation and following a one-versus-one strategy. After classification, percentage accuracy (5) is 

noted as a performance metric using the number of samples classified as true positive (TP), true negative 

(TN), false positive (FP) and false negative (FN) according to the resulting confusion matrix.  

100%Accuracy TP TN TP FN TN FP            (3.5) 

 

3.2.2.4 Assistance to the Autism Affected 

Ten new subjects, who are unaware of the pattern in the visual cue, are asked to provide data in a manner 

similar to the previous case. The trained classifiers are used to classify the gaze direction. The resulting 

classification accuracy gives a measure of how correctly the sequence is tracked and is termed as tracking 

accuracy, henceforth. The number of eye movements (left, right, up, down or diagonals) misclassified as 

looking straight are referred to as staring errors. 

After consulting with professionals working with autistic children, taking a safe margin we have set 

the value of greater than 50% tracking accuracy and less than 20% staring error for healthy individuals in 

properly conditioned light and air in following the sequence of movements as shown in the visual cues. 
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Hence we can say that autistic people will fail to follow a pattern in 50% of the cases and mostly maintain 

a fixed gaze at the screen where the cue is shown. 

We understand that the opinion of professionals, not being based on any objective study, is likely to 

have a subjective component. Therefore, the actual threshold values for determining tracking accuracies 

and staring errors may differ from the values set in our study and we also intend to find them out through 

experiments with autistic children in future. Thus the threshold values may be modified accordingly. The 

proposed methodology to be followed during assistance to autistic persons been illustrated in Fig. 3.3. 
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Fig. 3.3 Flowchart depicting course of work 

 

3.2.3 Experimental Results 

The EOG signal acquired while tracking the first sequence once is plotted against time in Fig. 3.4(a-b). 

The obtained signal is then filtered using a band pass Butterworth filter. The filtered signal is shown in 

Fig. 3.4(c-d).  

 

    
    (a)      (c) 

      
    (b)      (d) 

Fig. 3.4 EOG signals acquired in LABVIEW from Subject 1 corresponding to (a) Horizontal Channel : 

Raw (b) Vertical Channel : Raw (c) Horizontal Channel : Filtered (d) Vertical Channel : Filtered 
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The time required to execute each eye movement is 2 seconds. Such eye movement tracings of the 

four different stimuli separately have been illustrated in Fig. 3.5(a)-(d) showing the horizontal and vertical 

channel signals in each case. From these plots it is observed how the horizontal channel data 

discriminates between the right/left directions and the vertical channel data discriminates the up/down or 

diagonal up/down movements clearly.  For example the pattern in Fig. 3.5(a) clearly illustrates the tracing 

of right (a high positive horizontal signal)-down (a high negative vertical signal)-left (a high negative 

horizontal signal)-up (a high positive vertical signal)-stare (almost zero amplitudes in both channels) with 

respect to the time axis. 

  

       (a)          (b) 

   

       (c)          (d) 

Fig. 3.5 EOG signals aquired from Subject 1 for different eye movements while tracking (a) stimulus 1, 

(b) stimulus 2 , (c) stimuls 3 and (d) stimulus 4 

The average classification accuracy along with the timing complexity over 20 subjects obtained while 

training the classifier is noted in Table 3.1. As we note from Table 3.1, classification using Bagging 

outperforms the other and hence is considered further.  To bring out the relevance of the use of Ensemble 

methods rather than standard procedures, a statistical validation test is carried out to rank Ensemble 

(Bagging and Boosting), Support Vector Machine (SVM) [31] , Naïve Bayes [31,32] and k nearest 

neighbor (k-NN) [32] classifiers with respect to their Accuracy (%) in classification. 
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Table 3.1 Classification Results: Average over Twenty Subjects 

Stimulus Ensemble Classifier 

Classification 

Accuracy (%) Time (Seconds) 

1 

Bagging 83.09 17.6976 

Boosting 74.91 49.736 

2 

Bagging 90.27 17.3454 

Boosting 77.26 48.3352 

3 

Bagging 80.75 20.1218 

Boosting 79.59 60.1906 

4 

Bagging 92.27 19.6406 

Boosting 89.32 60.1380 

 

All classifications are carried out in one-vs.one method and average results are used. For SVM a 

Radial Basis Function (RBF) kernel is used with the width of the Gaussian taken as 1 and it is tuned with 

a cost parameter of 100. The Naïve Bayes classifier is used with the assumption that the features have a 

normal distribution whose mean and covariance are learned during the process of training. For k-NN the 

value of k is taken as 3 and Euclidean distance as the distance measure with majority voting is used for 

determining the class of the test samples. All these parameters are determined experimentally after noting 

the best performances on an average. Friedman Test [33] has been carried out taking the mean classifier 

accuracy for each classification algorithm used, as shown in Table 3.2. The null hypothesis states that all 

the classification algorithms are equivalent. The Friedman statistic is given by (3.6). 
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                                                                                      (3.6)

      

It is distributed according to 
2

F  with K-1 degrees of freedom. Here K is the number of algorithms 

used which in our case is 5. The null hypothesis is rejected if evaluated 
2

F
 >

2

4,0.95
= 9.49, which 

indicates, for 4 degrees of freedom, the null hypothesis is correct to an extent of only 5%. The test is 

carried out on the twenty databases corresponding to the twenty subjects and the ranks are evaluated with 

respect to the average classification accuracies over all stimuli presentation. In this case 
2

F
is found to be 

91 hence the null hypothesis is rejected and the classifier performance is evaluated by its rank, showing 

the superiority of the bagging ensemble classifier followed by boosting ensemble classifier.  
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Table 3.2 Table for Classifier comparison through Friedman Test 

Test Parameters 

Classifiers 

Ensemble 

Bagging 

Ensemble 

Boosting 
SVM kNN 

Naïve 

Bayes 

Mean Accuracy 

(%) 86.60 80.27 78.25 72.66 75.84 

Mean Rank 1.25 2 3.50 4 4.75 

 

Tracking accuracy measures the percentage of occasions when a complete sequence is correctly 

identified out of total number of such sequences followed by the subject. Staring error is defined as the 

percentage of occasions when a non-stare class is classified as a stare.  
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Table3.3 Eye Movement Analysis Results for Day 1 

Sequence Right, Down, 

Left, Up, Stare 

 

Down, Right, Up, 

Left, Stare 

 

Right, Off 

Diagonal Down, 

Right, Stare 

 

Left, Off 

Diagonal Up, 

Left, Stare 

 

Subject Tracking 

Accuracy 

(%) 

Staring 

Errors 

(%) 

Tracking 

Accuracy 

(%) 

Staring 

Errors 

(%) 

Tracking 

Accuracy 

(%) 

Staring 

Errors 

(%) 

Tracking 

Accuracy 

(%) 

Staring 

Errors 

(%) 

1 65.45 9.72 72.31 6.91 83.45 3.63 81.74 11.82 

2 83.42 3.53 79.55 5.97 77.08 4.28 85.12 2.05 

3 69.5 5.67 80.23 10.11 73.55 13.23 72.22 4.5 

4 74.17 6.32 82.01 2.54 71.23 8.24 93.49 1.92 

5 82.45 3.87 81.45 9.67 72.43 8.1 86.76 3.25 

6 73.17 5.57 80.92 7.89 78.5 7.89 85.34 4.98 

7 79.84 7.78 77.78 5.48 77.89 5.13 81.04 5.18 

8 72.34 4.92 78.34 9.21 79.7 8.27 83.74 4.6 

9 74.89 5.72 79.49 7.63 80.45 7.33 81.81 4.91 

10 69.82 7.47 80.16 5.82 78.71 8.09 84.26 5.04 

 

The tracking accuracy and the staring errors are mentioned in Table 3.3 when the proposed system 

was tested on healthy individuals for a single day. The tracking accuracy should be high so as to indicate 

a good ability to track a specified sequence. A low value of staring error indicates the absence of 

unnecessary staring and hence is mandatory to prove that the person is free from autism. 

As observed from Table 3.3, the high performance of the proposed system indicates its applicability 

for the mentioned purpose of assisting Autistic children. Table 3.4 illustrates the gradual improvement in 

tracking all the four stimuli in average over a period of 5 days while training 10 normal individuals using 

the proposed system. There is evident improvement in tracking in healthy individuals according to the 

obtained results. However, when the system will be used on autistic persons, the accuracies are likely to 

deteriorate with larger amounts of staring errors. But it can be justifiably claimed that the trend in 

improvement with time will exist. 
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Table 3.4 Average improvements observed over ten subjects 

Performance Parameters Day 1 Day 2 Day 3 Day 4 Day 5 

Tracking Accuracy (%) 78.64 84.09 87.78 89.53 90.96 

Staring Errors (%) 6.36 5.95 3.78 3.50 1.29 

 

In our previous works, we have successfully demonstrated EOG signals for classification of different 

types of eye movements using various features and standard pattern classifiers achieving high accuracies 

[15-18]. a microprocessor based control of motors using EOG based commands has been illustrated in a 

literature [19]. Such works show that EOG can successfully be utilized in eye movement recognition. It 

has also been observed in previously published work [20] that EOG signal analysis has been used for 

assisting the improvement of speed and accuracy of visual attention. This has been implemented by 

predicting the gaze positions while subjects play a computer game through wavelet denoising and 

subsequent target position estimation by least squares error from the linear transformation of EOG data 

into target positions [21]. However, the present work, to the best of the authors‟ knowledge, for the first 

time incorporates extensive experimental procedures to determine the relations of EOG signals with 

tracking four specific eye movement sequences and implements the results to estimate the improvements 

in tracking accuracy of subjects over time, achieving remarkable results. 

The proposed methodology can be utilized in developing an intelligent automatic concept for 

behavioral intervention system for autistic children based on EOG signal analysis for cost-effective 

assistance in eye movement based sequence following training. The final strategy has to be designed 

working with autistic children. Moreover, the system needs to be made portable and wireless so that it can 

be useful to use at home also. 

 

3.3 Estimating Reading Speed and Word Count to Support Reading 

Disabled 

Reading speed is a characteristic trait of every individual and varies from person to person. One‟s ability 

to read quickly can be improved by repeated training at a given speed over several days. Some well-

known disorders like Dyslexia involves difficulty in fluent reading, decoding and processing of words 

despite adequate intelligence [22]. Lower than average reading speed of such individuals can be because 

of slow letter and word processing. Reading speed can be related to the eye movements [23-24]. Eye 

movements in dyslexic patients are significantly different from normal individuals, in terms of presence 

of frequent fixations and stares in the former. The flowchart of the work is shown in Fig. 3.6. 

EOG 

Acquisiion
Filtering

Feature 

Extraction
Classification

Reading 

Speed

Train / 

Test 

Stimulus  

Fig. 3.6 Flowchart showing EOG Signal Processing and Classification 
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3.3.1 Experimental Paradigm 

EOG data is collected from ten healthy subjects, five male and five female in the age group of 25±5 years, 

in a properly lit and airy room. After explaining the procedure and the objective of study, a consent form 

was filled up by all the subjects that collected information about the presence of any possible vision 

related ailments.  

An audio visual stimulus was shown to the subjects for acquiring EOG data. The stimulus consisted 

of English sentences with an average number of five words per sentence. Each sentence of the stimulus 

appears on a screen in front of the subject in a character-wise manner. The subjects were instructed to 

read out loudly the sentences in order of appearance of the words. The predetermined reading speed is 

decided by the time taken for the complete sentence to appear. The duration was varied from 2 seconds to 

10 seconds with an interval of 2 seconds. Thus, we have five different speeds viz. 1 sentence in 2 seconds 

(Speed-1), 4seconds (Speed-2), 6 seconds (Speed-3), 8 seconds (Speed-4) and 10 seconds (Speed-5).  

Training of classifiers was done using EOG data of 10 subjects. EOG signal was collected from both 

the vertical and the horizontal channels.  The whole process was repeated for 5 times for each subject to 

obtain a large database containing 10×5×5=250 observations. The threshold for reading speed was kept at 

4 seconds per sentence. During testing phase ten new subjects were tested with different instances of 

sample reading speeds. If the subjects could not read at speeds greater than the threshold speeds then they 

were given assistance for improving their reading speeds by repeated trials for 10 days with sentences 

appearing at speeds greater than the threshold. 

3.3.2 Pre-Processing 

To eliminate undesirable noise and to obtain EOG in the frequency range of 0.1 to 15 Hz, the range where 

maximum information is contained, we implement band pass filtering. Chebyshev band pass filter [25] of 

order 6 in the specified frequency range has been used for this purpose for its superior transition from 

passband to stopband.  

3.3.3 Feature Extraction 

Classical Autoregressive (AR) model is an efficient technique for describing the stochastic behavior of 

any stationary time series [26]. However, EOG signals are time varying or non-stationary in nature, and 

hence the AR parameters for representing EOG signals should be estimated in a time-varying manner. As 

a result, Adaptive Autoregressive (AAR) model [27] of order p is described by (3.7) and (3.8). 

            (3.7) 

 

2

x,{0, σ }k kx N                     (3.8) 

Where xk is a zero-mean-Gaussian-noise process with variance 
2

x,k; the index k is an integer to 

denote discrete, equidistant time points. yk-i with i = 1to p are the p previous sample values, p is the order 

of the AAR model and ai,k are the time-varying AAR coefficients. 

kpkk,pkk,k xy*a...y*ay 11
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In the present work, AAR parameter model was chosen to be of order 6 and AAR estimation was 

done using Kalman filtering with an update coefficient of 0.0085. The feature space for the EOG data is 

constructed by taking EOG signals over the duration assigned for reading one sentence as a single 

observation. For each channel of EOG signal, 6 AAR parameters are computed, hence taking both the 

channels into consideration each feature vector is of dimensions 1×12. 

3.3.4 Reading Speeds Detection 

The classification of reading speeds was carried out using three different classifiers and the one with 

maximum performance out of the three was used for assistance to improve reading speed. 

 

3.3.4.1 Neural Network with Back Propagation Learning  

The Back propagation learning algorithm [28] is one of the most popular supervised learning algorithms 

used in artificial neural networks with a feed-forward topology of neurons. The adaptation of network 

weights is carried out using Gradient Descent Search algorithm [29]. 

 

3.3.4.2 Naïve Bayesian Classifier 

Bayes‟ theorem (3) from classical probability theory is a well-known method for parametric decision 

making [30]. However, addressing the joint distribution, p(x|Ci), for feature vector x and class Ci for i=1 

to n, of all the features given a particular class, is in itself a complex task. A simple roundabout method to 

determine p(x|Ci) is to treat all the features to be independent within a particular class (4). For any feature, 

the Naïve Bayes classifier evaluates P(Ci|x) for all the known n classes and classifies the sample vector to 

the class Ci which yields the highest P(Ci|x). 
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3.3.4.3 Binary Tree Support Vector Machine 

Support vector machine (SVM) is a well-known binary supervised learning algorithm capable of 

classifying some test data in two different classes [31]. Linear SVM can be successfully used only in 

those cases where the data are linearly separable. This limitation of Linear SVM can be overcome by 

mapping the data into another much larger dimensional space using a kernel function, K(x,y), such that 

the data points become linearly-separable. The radial basis function (RBF) kernel [32] has been used in 

the present work. 

In the present work we investigate the one-against-all (OVA) classification accuracies i.e. binary 

classification results with a particular reading speed as a class and all the other speeds comprising another 

class. The concept of OVA classification can be extended to form a tree-like classification structure, 

whereby, at each level of classification the test instances are classified into belonging to a particular class 

of speed or not. 



Chapter 3             Rehabilitative Applications 

58 

 

3.3.5 Assistance for Reading Speed Improvement 

The scheme for assisting persons with reading problems and thereby having a possibility to be affected by 

dyslexia from analysis of EOG signals is depicted in Fig. 3.7. 

As mentioned before, the classifiers were first trained to classify reading speeds using AAR 

parameters of EOG signal from 10 subjects. Testing was performed with 10 new subjects using the best 

classifier. On the first day, each subject was instructed to read out loudly the English sentences appearing 

at five different speeds. The threshold speed was fixed at 1sentence/4seconds. From the classification 

results the speeds that were misclassified were noted down. If it was observed that a minimum of 85% of 

the speeds greater than the threshold are correctly classified, it was concluded that no further assistance is 

required. Otherwise the process was repeated the next day and so on till ten days. In absence of significant 

improvement after ten days i.e. when accuracy is below 85%, participants are advised to consult doctors. 

 

3.3.6 Results 

Experiments were conducted in two phases as mentioned before. The first phase consisted of testing the 

performance of the several classifiers. In the second phase the best classifier was used to provide aid in 

improving the reading speed.  

The filtered EOG corresponding to 20 seconds of data acquired from subject 1 for two different 

reading speeds is shown in Fig. 3.8. The steep changes in the horizontal signal correspond to the eye 

sweep from right to left on completion of each sentence. At a higher speed, these changes are frequent 

than that in slower speed as evident from Fig. 3.8(a) and 3.8(b).  
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Fig. 3.7 Scheme for training to improve reading speed 

The classification results for the first 10 subjects are tabulated in Table 3.5. The SVM classifiers are 

implemented using the binary tree approach as mentioned in Section II. 
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Table 3.5 Classification Results 

Classifier Average Performance over ten subjects 

Accuracy (%) Time (seconds) 

Linear SVM Tree 91.78 0.9832 

RBF SVM Tree 94.67 0.5244 

BPNN 91.82 0.4528 

Naïve Bayesian 90.33 0.0367 

 

From Table 3.5 it is seen that RBF-SVM gives the best classification accuracy and hence it is selected 

for the assistance approach discussed below. A diagrammatic representation of the tree based 

classification using RBF-SVM on EOG data from a single subject is illustrated in Fig. 3.9. 

 

(a)                                                                                       (b) 

Fig. 3.8 Filtered EOG data from subject 1 for two different reading speeds (a) 1 sentence/6 seconds and 

(b) 1sentence/2 seconds 

 

Fig. 3.9 Scheme of Tree Based Classification (with RBF-SVM on EOG of Subject 1) showing the 

classification accuracies at each level, the speeds are in increasing order 

Bar charts illustrating the improvement in average reading speed over ten subjects with respect to 

results obtained from day 1, day 5 and day 10 are shown in Fig. 3.10. Here percentage of error is directly 

proportional to the inability to read at that particular speed. As is evident from Fig. 3.10, the average 
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percentage of error over all the subjects reduces by repeated training from day 1 to day 10 by an amount 

of 35.18% for the fastest speed (1 sentence/2 seconds). 

 

Fig. 3.10 Average Percentage Error over 10 subjects at different speeds for day 1, day 5 and day10 

 

The ultimate aim of this study is to build an assistive system for dyslexic children who cannot read 

properly at an average reading speed of a normal individual of 1sentence/4 seconds.  

The above mentioned work is carried out on healthy individuals. However, the results reveal that the 

proposed system can also be used for training and assisting dyslexic children. Actually dyslexic children 

may not show significant improvement in reading speed within a span of ten days. In such cases, this kind 

of assistance should be continued for some more days. This work can also find application in counting no. 

of words/no of lines while reading a document. 

 

3.4.7 Case Study 

In case study three children suffering from specific learning disorder have been observed by the proposed 

mechanism. Manovikas Kendra, Kolkata supported us in this case study. The sudy was done for two 

consequetive days. 

The experimental observations are as follows: 

 

Case 1: Patient 1 

Gender: Male. Age: 17yrs 

He is suffering from Specific Learning Disorder( Primarily Dyslexia with comprehension 

difficulty).His IQ is very good. He studies in a Bengali Medium School. He often has Attacks of Epileptic 

seizure. Takes Medicines related to that. He is Under training of MANOCHETNA for 2 years. He has 

Shown accuracy of 81.54% and 85.71% in consecutive two days reading task of difficulty level easy and 

medium respectively. He was able to follow all the instructions given during the study and completely 

read all the shown sentences/paragragh.  
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Case 2: Patient 2 

Gender: Female. Age: 8 yrs 

She is suffering from Specific Learning Disorder. She also has speech disorder and auditory 

impairment. Her IQ is good. She studies in an English medium school. She is an emotionally neglected 

child of her family. She is very sensitive. She is under training of MANOCHETNA for 1 and a half years. 

She has shown accuracy of 73.50 and 61.01% in consecutive two days reading task of difficulty level 

easy and medium respectively. As the difficulty level was increased, she could not complete sentences on 

second day. 

Case 3: Patient 3 

Gender: Male. Age: 14yrs.  

He is one of twins. His brother is conventionally normal child. He is suffering from Specific Learning 

Disorder. He also has ophthalmological problem and related headache. His IQ is very good. He is good at 

computer programming. He studies in an English medium school. He has language and communication 

problem. He is under training of MANOCHETNA for 6-7 months. He has shown accuracy of 79.63% and 

82.33% in consecutive two days reading task of difficulty level easy and medium respectively. 

To actually come to a conclusion in dyslexia related cases, atleast 100 children must be observed. 

Hence, from this little observation it seems that this proposal may help them for better reading and 

communication. 

 

3.4 Preventive Measure of Computer vision Syndrome/Dry Eyes 

Computer Vision Syndrome (CVS) [33] is a well known ocular disorder that affects majority of the 

working professionals and students who spend a considerable amount of time at a stretch on the 

computer. Prolonged focus of eyes on the computer display causes the cornea to dry up leading to eye 

strain, headaches, dizziness, blurred vision and fatigue [34-35]. A possible therapy for avoiding CVS 

while not disturbing a person‟s working schedule is to blink more often and include breaks. Frequent 

blinking prevents the eyes from drying up quickly. 

The present work proposes a scheme to detect the number of blinks of an individual working on a 

computer, over a certain period of time using EOG analysis and logging off the computer if a desirable 

number of blinks do not occur in that time interval. 

 

3.4.1 Signal Conditioning 

3.4.1.1 Feature Extraction:  Wavelet Transform 

For extracting feature, we have concentrated on discrete wavelet transform [36]. Wavelet transform is 

used to overcome the shortcoming of Fourier transform. On one hand, Fourier transform provide 

frequency domain analysis at a constant resolution on the frequency scale. On the other hand, Wavelet 

transform provides both frequency as well as time-domain analysis and at multiple resolution. Wavelet is 
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a localized wave as the name suggests and thus convolution of a wavelet with the signal can be used to 

analyze the transient behavior of the concerned signal. The wavelet transform is given by (3.11). 

 

*1
( , ) ( ).WT

t
X s x t dt

ss

                                                                                   (3.11) 

 

Here, x(t) is the signal to be analyzed and (t) is the mother wavelet. The analysis is done by 

translation (shifting) and scaling (dilation and compression) of the mother wavelet. Shifting the wavelet 

by  amount helps in time-domain analysis and the scaling parameter, s=1/frequency, helps in frequency-

domain analysis. The detailed information is obtained using dilation operation whereas compression 

provides global information. 

The sampled version of (1) results in Wavelet series. However, depending on the resolution, this takes 

up lot of time and resources. Thus, we rely on Discrete Wavelet Transform where the signals are passed 

through filters with different cutoff frequencies and different scales. The number of filter stages used 

gives the level of the transform. There are several mother wavelets. Depending on application and 

required resolution, the mother wavelet and the level of the transform are selected [36]. 

3.4.1.2 Classification: Support Vector Machine  

Support vector machine (SVM) is a well-known binary supervised learning algorithm capable of 

classifying some test data in two different classes [31].  

Linear SVM (LSVM) works on the principle of separating two classes of data by constructing a hyper 

plane within the training data points. The hyperplane is specified by „support vectors‟ that are the training 

data points closest to the hyperplane belonging to the two different classes. The hyperplane is constructed 

such that the distance margin between the support vectors, and hence the two classes is maximized.  

However, Linear SVM can be successfully used only in those cases where the data are linearly 

separable. This limitation of Linear SVM can be overcome by mapping the data into another much larger 

dimensional space using a kernel function, K(x,y), such that the data points become linearly-separable. 

The frequently used kernel functions are polynomial and radial basis function (RBF) kernel [32]. The 

polynomial kernel is defined by (2) where d is the order of the polynomial and c is a constant trading off 

the influence of higher-order versus lower-order terms in the polynomial. The RBF or Gaussian kernel is 

defined by (3) where σ denotes the width of the Gaussian. In (3.12) and (3.13), x and y are two feature 

vectors. 
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3.4.2. CVS Detection Procedure 

 

The methodology followed during the course of work has been illustrated in Fig.3.11. 
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Fig. 3.11 Flowchart depicting course of work 

3.4.2.1 Experimental Paradigm 

The EOG data is collected from ten subjects, five male and five female in the age group of 25±3 years. 

The data acquisition was done for 5 consecutive days to include any variation caused by human factor in 

the data-set used for training the classifier. Following the training, ten people are monitored who daily 

work more than three hours on the computer. After explaining the procedure and the objective of study, a 

consent form was filled up by all the subjects. 

An audio visual stimulus is shown to the subjects for acquiring EOG data for training the classifiers. 

As the EOG signal from the vertical channel can discriminate blinking from staring, looking up and 

looking down, we consider the cue in the form of 10 consecutive samples of blink, followed by 10 

consecutive samples of no-blink (stare/up/down alternatively) i.e. in the sequence blink-stare-blink-up-

blink-down. For each eye movement sample, EOG values of 1 second duration are recorded. Thus, we 

have a large database for training consisting of 5×10×6×10=3000 samples. The data was acquired in an 

airy room where the stimulus was shown on a screen using a projector.  

3.4.2.2 Offline Training 

For our application, we note that the EOG signal consists of pulses and different times corresponding to 

different eye movements. Thus, we have used Haar as the mother wavelet for constructing one feature set. 

Haar is known to belong to the family of Daubechies wavelet. Haar is the simplest Daubechies wavelet of 

order 1. Another feature-set is also constructed using Daubechies wavelet of order 4. The sampling rate of 

EOG device is 256 Hz. But we note that most of the useful information is limited to the band of 0.1-15Hz. 

Thus, a four-level transform on the filtered EOG signal from vertical channel provides us with the 

required information. We have used the detail coefficients at this level as a feature.  

During the training phase, the different SVM classifiers (linear SVM, polynomial kernel SVM, RBF-

kernel SVM) are trained for binary classification. For polynomial kernel, the order of polynomial, d, is 

considered to be 2 and the constant, c, is assumed to be zero. For RBF kernel  is considered as 1. The 

two classes in which the data is classified are Blink and No-Blink. After classification, from the resulting 
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confusion matrix, several performance indicators are noted. Second order Polynomial Kernel SVM was 

found to provide the optimum results with the feature set obtained using haar as the mother wavelet. The 

training of the classifier is demonstrated in Fig. 3.12. 
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Fig. 3.12 Training module 

3.4.2.3  Online Blink Detection 

The algorithm adopted during the recognition and prevention of CVS in real-time scenario is outlined in 

Fig. 3.13. The execution of the module begins with the computer startup. The eye movements are 

monitored over an interval ( ) of approximately 30 minutes (30×60=1800seconds). The number of blinks 

made by the person in that duration is counted using the counting module called with θ=1800. A healthy 

individual in properly conditioned light and air blinks 18-22 times in a minute while at rest. People 

afflicted by CVS have reduced blink rate of around 6-7 blinks per minute [28]. Thus, a threshold of 10 

blinks per minute is chosen to prevent CVS for a person working on computer in a concentrated manner. 

If the count of blinks in 30 minutes exceeds 300 (10×30=300), the person is unlikely to be afflicted by 

CVS. In case the count does not exceed 300, the person is alerted to blink 10 times in the next 10 seconds. 

For counting the number of blinks the counting module is called again with θ=10. If there is at least 80% 

success rate, the process continues to iterate in a similar manner. If the count is 7 or less, the computer 

goes to stand-by mode forcing the subject to break concentration and simultaneously saving the state of 

work in the computer. When the computer is again manually unlocked, the process resumes. 
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Fig. 3.13 Flowchart of the online module 
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The block used for counting the number of blinks within an interval of slightly more than θ seconds is 

illustrated in Fig. 4. EOG data of 1sec is acquired; filtered and discrete wavelet transform is applied. The 

classifier trained offline is used to classify whether an eye movement is a blink or not. If it is blink the 

count is incremented by 1. The process loops until time-out occurs which is decided by the θ value. The 

count is returned the program calling this module (figure 3.14). 

3.4.3 Performance Analysis 

After classification, the confusion matrix is constructed. From the confusion matrix, the accuracy , 

sensitivity and specificity are noted as performance metrics. For good classification, the accuracy is close 

to 100%, the sensitivity and the specificity tends to 1. 

In (4-6), the terms represent the number of samples classified as true positive (TP), true negative (TN), 

false positive (FP) and false negative (FN). For good results, the Sensitivity specifies how much perfectly 

the classifier can identify a blink as blink. While the precision with which a non-blink movement of the 

eye is classified as no-blink is indicated by Specificity. If detected number of blinks is more than its 

actual number of occurrence, CVS detection is skipped. It is less detrimental to detect CVS when it is 

absent than to skip the detection when it actually occurs. The performance of the system can be enhanced 

if most of the non-blink movements are correctly identified. Thus, for the concerned work, the specificity 

is a much more important metric than sensitivity. 
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Fig. 3.14 Module for counting blinks 

3.4.4 Experimental Results 

The EOG acquired in the training phase has 10 second duration of blinks followed by 10 second duration 

of non-blink eye movement. The acquired EOG signal of two such observations is plotted against time in 

Fig. 3.15a.  
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(a)                    (b) 

Fig. 3.15 EOG signals from Subject 1 over a duration of 10 seconds (a)Acquired EOG and (b)Filtered 

EOG 

The obtained signal is then filtered using a band-pass Butterworth filter. The amplitude versus time 

plot of the signal obtained after filtering is shown in Fig. 3.15(b) for 10 consecutive blinks and no-blinks 

samples. 

(a)

(b)  

Fig. 3.16 Wavelet detail coefficients at level 4 decomposition of EOG from Subject 1, (a)using Haar and 

(b)Daubechies order 4 mother wavelet 

Table 3.6 Offline Results 

Feature 

(mother 

wavelet) 

Classifier 
Accuracy 

(%) 

Sensiti-

vity 

Specifi-

city 
Time (s) 

haar 

LSVM 85.00 0.8 0.9 0.9503 

Poly-SVM 95.83 0.917 1 0.8110 

RBF-SVM 81.67 0.9 0.767 0.7722 

db4 

LSVM 76.67 0.8 0.733 0.9697 

Poly-SVM 82.00 0.9 0.7 0.7797 

RBF-SVM 72.50 0.767 0.6 0.7074 
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Discrete wavelet transform is applied on the filtered data as a feature extraction algorithm. The 

variation of detail coefficients for a blink and a no-blink trial, obtained from level-4 decomposition using 

Haar as the mother wavelet is plotted Fig. 3.16(a). A similar plot for coefficients considering db4 as 

mother wavelet is shown in Fig. 3.16(b). 

The feature-sets are then classified into blink and no-blink class using the following classifiers, 

LSVM, Poly-SVM and RBF-SVM; and the average value of the performance metrics along with the 

timing complexity are noted in Table 3.6.  

As we note from Table 3.6, feature-set produced with haar and classified using second-order 

polynomial kernel SVM outperforms the other algorithms considered.  

The classifier trained in the offline mode is used for online classification of blink to detect the 

possibility of CVS. In the online mode, a web camera is used to track the actual blinks of the individual. 

The actual and the detected number of blinks for ten subjects over two consecutive 30 minutes 

intervals are plotted in Fig.3.17 and in Fig. 3.18. The values over each of the double bar in the graph in 

Fig. 3.17 indicates the error rate which is given by the ratio of absolute value of the difference between 

actual and detected samples to the actual number of samples and is expressed as a percentage. The 

average error rate (AER) over the ten subjects is also noted for each of the 30 minutes duration. We note 

that the error rate decreases as the subject gets adapted to the system. 

 

Fig. 3.17 Actual and classified number of blinks and AER 

 

Fig. 3.18 Actual and classified number of blinks and POC 

Similarly, the double bars in Fig. 3.18 are labeled with the possibility of CVS (POC) which is the 

difference between classified number of samples and the selected threshold of 300 blinks. A positive POC 

indicates that CVS can be avoided with a degree proportional to its magnitude. A negative POC 

recognizes a subject as CVS-prone. We note the subjects for whom CVS is detected in the first 30 

minutes span tend to blink more often in the next 30 minutes period to avoid CVS [58]. 
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3.5 Limiting the possibility of Eye Dystonia 

An increase in eye blinking frequency is related to a well known neural disorder called eye dystonia [37]. 

Focal dystonia is a disease that causes involuntary muscular contractions in a particular body part. 

Blepharospasm, popularly known as eye dystonia [38] is a type of focal dystonia that affects the human 

eyes, and is characterized by excessive blinking and involuntary closure of the eyelids [39].  

 

3.5.1 Experimental Setup  

The EOG data is collected from ten subjects, five male and five female in the age group of 55±5 years.  

Though the designed system has two channels, the data collected from the vertical channel is further 

processed, as blinks are detected in this data.The data acquisition is done for 5 days with one day interval 

in between, to include any variation caused by the weather, the surrounding environment as well as 

possible allergy or temporary infections on the subjects. After explaining the procedure and the objective 

of study, a consent form is signed by all the subjects. An audio visual stimulus is shown to the subjects 

for acquiring EOG data for classification. As the EOG signal from the vertical channel can discriminate 

blinking from staring, looking up and looking down, we consider the cue in the form of  blink, followed 

no-blink (stare/up/down alternatively) i.e. in the sequence blink-stare-blink-up-blink-down. The data is 

acquired in a properly lit and airy room.  

3.5.2 Filtering 

To eliminate undesirable noise and obtain EOG in the frequency range of 0.1 to 15Hz, the range where 

maximum information is contained, we implement band pass filtering. A Butterworth band pass filter in 

the specified frequency range has been used for this purpose. 

3.5.3 Detection of Blinks 

EOG for eye movements over an interval of approximately 30 minutes (30×60=1800seconds) are 

recorded and processed for feature extraction. Experiments are carried out using three different features, 

AR parameters [26-27], Hjorth Parameters [40] and PSD [41]. Two feature spaces are constructed. The 

first feature space is constructed from AR (5) parameters+PSD having a dimension of (5+129) =134 and 

the second feature space is constructed from Hjorth parameters+PSD having a dimension of (3+129) 

=132. The different SVM classifiers (linear SVM, polynomial kernel SVM, RBF-kernel SVM) [31-32] 

are trained for binary classification. For polynomial kernel, the order of polynomial, d, is considered to be 

2 and the constant, c, is assumed to be zero. For RBF kernel the value of σ is taken as 1. The two classes 

in which the data is classified are Blink and No-Blink. After classification, from the resulting confusion 

matrix, several performance indicators are noted.  

The number of blinks made by each subject is counted from the results of classification. A healthy 

individual in properly conditioned light and air blinks 18-22 times in a minute while at rest [39]. So 

taking a safe margin, we can assume that people afflicted by eye dystonia have increased blink rate of 

around 30 blinks per minute. If the count of blinks for the classification of EOG data in 30 minutes 
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exceeds 900 (30×30=900), it is concluded that the person is likely to be afflicted by eye dystonia. The 

methodology followed during the course of work has been illustrated in Fig.3.19. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3.19 Flowchart depicting course of work 

 

3.5.4 Experimental Results 

The EOG data acquired for 30 minutes has alternates of blink and no-blink eye movements.  

 

Table 3.7 Classification Results 

Feature Classifier 
Accuracy 

(%) 
Sensitivity Specificity Time (sec) 

AR(5)+ PSD 

LSVM 83.33 0.733 0.933 1.1401 

Poly-SVM 76.67 0.733 0.8 1.1559 

RBF-SVM 93.40 0.91 0.958 1.0907 

Hjorth + PSD 

LSVM 86.67 0.867 0.867 1.1711 

Poly-SVM 73 0.667 0.8 1.1438 

RBF-SVM 90 0.8 1 1.1458 
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The results of classification in terms of the average value of the performance metrics along with the 

timing complexity over 10 subjects are noted in Table 3.7. A confusion matrix is constructed from each 

classification result to evaluate the accuracy, sensitivity and specificity as performance metrics. 

As we note from Table 3.7, feature-set produced with AR (5) +PSD and classified using RBF kernel 

SVM outperforms the other algorithms considered.  

 

3.6 Summary 

This chapter is divided into four sections. Each section describes the application of EOG signal in five 

different areas of rehabilitation. 

The first part of this third chapter describes a system for assistance of Autistic children by analysis of 

eye movements. Autism is a disease characterized by abnormal eye movements and an inability to follow 

a pattern of object movement in different directions. Eye movement data is recorded from normal 

individuals over a period of five days using an Electrooculogram signal acquisition system developed in 

the laboratory. Hjorth Parameters are used as signal features. Eye movement directions in response to a 

visual stimulus for tracking an object are classified using ensemble classifiers based on bagging and 

adaptive boosting algorithms. Maximum classification accuracies of 83.09%, 90.27%, 80.75% and 

92.27% were achieved on Hjorth Parameters as features using Bagging Ensemble classifier while tracking 

four different sequences. This may enable convenient detection of eye fixations/staring errors in Autistic 

people along with the provision of gradual improvements when the tracking sequences are not followed in 

50% of the cases through consequent training. 

In second part, EOG was recorded using a two-channel data acquisition system from ten subjects 

while they continuously read English sentences on the computer screen. The sentences were produced at 

different speeds. Adaptive Auto-regressive parameters were extracted as features from the acquired EOG 

and classification was carried out, to distinguish various reading speeds, using Neural Network Classifier 

based on Back-propagation learning as well as Binary Tree Support Vector Machine and also Naïve 

Bayesian Classifier. Average classification accuracy greater than 90% indicated that reading speeds can 

be successfully classified from EOG signals.  Using this information, for ten new subjects, if reading 

speeds were found to be lesser than a particular threshold, they were trained over a period of ten days to 

read the sentences at the same speeds repeatedly. Thus this scheme can be implemented for developing an 

artificial aid for assisting dyslexic children to improve their reading abilities over time.  

A simple and novel scheme is proposed to prevent CVS by detecting and counting blinks over a 

period of time, analyzing the EOG signal in the third part of this chapter. Feature extraction was 

accomplished by level 4 wavelet decomposition of the EOG signal using Haar and order 4 Daubechies as 

mother wavelets. In the offline mode, binary classification was performed on the two acquired set of 

detail coefficients to distinguish between blinks and non-blink eye movements using linear, polynomial 

and Radial Basis Function (RBF) kernelized Support Vector Machine (SVM) classifier. The best 

classification accuracy of 95.83% was achieved haar as the mother wavelet and polynomial-SVM as the 

classifier. This trained classifier was chosen for real-time classification of EOG signals. The system 

causes the computer to go to a standby mode when the desired number of blinks is not attained over a 
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predetermined period of time, thereby allowing the computer user to rest his/her eyes. Real-time 

implementation of the proposed algorithm was carried out on 10 subjects. The performance of the system 

was validated by noting that the AER over each 30 minutes interval and the POC over each subject 

reduces as time progresses. 

Fourth part of this chapter proposes a simple scheme to detect the possibility of eye dystonia by 

classifying EOG into blinks and non-blinks and counting the number of blinks over a period of time. 

Feature extraction was accomplished by AR parameters, Hjorth Parameters and Power Spectral Density. 

Binary classification was performed on the two acquired feature sets (AR+PSD) and (Hjorth+PSD) to 

distinguish between blinks and non-blink eye movements using linear, polynomial and Radial Basis 

Function (RBF) kernelized Support Vector Machine (SVM) classifier. The best classification accuracy of 

93.40% was achieved on AR (5) +PSD feature space and using RBF-SVM as the classifier. The present 

work has been carried out on normal individuals, and future scopes include implementation of this 

scheme to assist patients suffering from eye dystonia. In that case the entire scheme must provide good 

results, if not better, to justify the applicability of the proposed methodology so that it can be utilized in 

developing an intelligent automatic eye dystonia indicator based on EOG for cost-effective assistance in 

diagnosis of the disease. 
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4.1 Introduction 

Human Computer Interfacing enables the control of a wide variety of devices ranging from computers to 

wheelchairs by different types of biological signals [1]. Human Computer Interfacing (HCI) devices are, 

as quite evident, very significant for rehabilitation. Such devices enable the physically challenged people 

to lead a better life to a certain extent. Diseases like Amyotrophic Lateral Sclerosis (ALS), brain or spinal 

cord injury, cerebral palsy, muscular dystrophies, to mention a few, can completely damage the patient’s 

peripheral and central motor  nervous systems however, keeping certain sensory or cognitive functions 

unhampered [1]. Apart from these diseases, with age, motor and nervous system capabilities degenerate, 

sometimes making people handicapped. Thus there is a need for them to communicate effectively without 

using speech or limb movements through the use of appropriate HCI devices [2] i.e. communicating while 

bypassing the inherent neuro-muscular pathway. 

Bio signals are basically the changes in electric currents produced by the sum of electrical potential 

differences across a specialized tissue, organ or cell system like the nervous system [3]. The most 

commonly known bio signals that are extensively used in design of rehabilitative aids based on HCI 

include Electroencephalogram (EEG) [4], Electromyogram (EMG) [5], Electrocardiogram (ECG) [6] and 

Electrooculogram (EOG) [7]. As well-known from various research works, these bio signals can be used 

individually or in suitable combinations as the means to control artificial limbs, computers or various 

devices depending on the nature of application as well as the nature of paralysis [8]. 

Effect of an accident or trauma could lead to the loss of limbs, paralysis of the motor capabilities, 

hamper of muscular movement as well as cerebral damage leading to improper or limited functioning of 

the human brain. However the vision system may not be damaged and the ability to move one’s eyeballs 

may be present. Eye movement is proved to have a linear relation with Electrooculogram (EOG) 

amplitude up to a certain degree from literature study [9]. In such cases, measuring the EOG signal and 

utilizing it for human computer interaction is the best possible solution for rehabilitation. Apart from this 

fact, when compared with other biopotentials like EEG, EMG or ECG, acquisition as well as processing 

of EOG is relatively easier and simpler with the added advantage of less expense and real time application 

friendliness [10]. This makes EOG a suitable candidate as an effective biopotential for HCI not only in 

specific cases, but also in general. 

 

4.2 Multitasking GUI for Paralyzed 

The main purpose of our work is to create a reliable, affordable and easy-to-use eye controlled human-

computer interface that will enable the paralyzed or differentially abled people to use computers 

independently. This would provide a large number of people the chance to engage more easily and 

powerfully in productive activity. The work illustrates an application of precise control of the computer 

cursor using specific permutations of eye movements of the user as a rehabilitative platform. 

 

4.2.1 Experimental Paradigm 

The entire course of work has been illustrated in Fig. 4.1. Each of the blocks are explained in detail in the 

different sub-sections of this section. 
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Figure 4.1 Block diagram illustrating the course of work 

4.2.2 EOG Acquisition  

Experiments are conducted with three female and three male subjects in the age group of 23±2 years with 

their consent. The purpose of the experiment and the meaning of the stimulus is informed in details to the 

subjects as well as to the institutional committee, which they have agreed upon. The devices used in the 

experiment and the procedure of the experiment are not only non-invasive but also follow all safety norms 

to assure the protection of the subjects. Thus, the ethical issues for dealing with human subjects for 

experimental purpose have been abided according to the Helsinki Declaration of 1975, revised in 2000 

[11]. 

 

4.2.2.1 Acquisition for the Offline Experiment 

In the first phase of the experiments, these subjects were asked to move their eye balls according to a 

visual cue. In the visual stimulus, a ball in the middle of a screen was displayed in the first 2 seconds. 

After that they were asked to track the movement of the ball in different directions (left-right-up-down) 

and blink their eyes when it is displayed to do so in the screen for a specific duration.  

For movement of the ball in different directions, the ball starts to move from the middle of the screen, 

reaches the extreme position in a particular direction (left/right/up/down) on the screen and then returns to 

the middle of the screen. This back and forth movement for every direction is accomplished in 2 seconds. 

The corresponding EOG signals from both the horizontal and the vertical channels are acquired using the 

DAQ system mentioned before. A time frame representation of the stimulus is shown in Fig. 4.2. Each 

eye movement type constitutes one class and its corresponding stimulus is given for a duration of 2 

seconds. All the classes are repeated to obtain 10 instances of each class of eye movement. 
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Figure 4.2 Time frame representation of the stimulus 

 

4.2.2.2 Acquisition for the Online Experiment 

During the second phase, the subjects are seated with the electrodes around their eyes in front of the 

computer screen with the GUI displayed (Fig. 4.6) and instructed to move the computer cursor and select 

the four icons at the extreme corners (i.e. ‘Call Nurse’, ‘Game: Minesweeper’, ‘Emergency Alarm’, 

‘Internet Browsing’) starting from the center of the screen (i.e. at the ‘Shut Down’ icon) with the help of 

their eye movements while the EOG data at intervals of 2 seconds with 2 seconds of rest in between are 

classified based on the pre-computed threshold values. With each eye movement i.e. left, right, up or 

down the cursor has been programmed to move one icon to the left, right, up or down, respectively, if 

possible in the allowed screen dimensions. This stimulus for 2 second of ‘act’ phase followed by 2 second 

of ‘relax’ phase is intimated to the subjects through audio commands. 

4.2.3 Pre-processing, Threshold Estimation and Classification 

It has been experimentally determined that the most relevant information from recorded EOG lies in the 

frequency range of 0.1 to 15 Hz. To minimize undesirable noise and redundant information thereby 

obtaining signals only in the frequency range of 0.1 to 15Hz band pass filtering has been implemented on 

the acquired EOG data [12]. For its superior filtering abilities with respect to a fast transition between 

pass and stop bands an Elliptical band pass filter [13] of order 6 in the specified frequency range has been 

used for this purpose. 

A number of standard feature extraction methods from bio-signals are available in the literature. 

Some of the well-known methods include estimation of power spectral density [14], Time-domain 

Parameters [15], Auto-regressive parameters [16], Approximate Entropy [17] and Wavelet based features 

[18]. However, these methods require large amounts of complex computations and transformations of the 

input signal. In the present work, our ultimate aim is the real time classification of EOG signals so as to 

control the computer cursor with eye movements. For that purpose the course of processing of the EOG 

signals acquired must not only be as fast as possible but also must produce very accurate results. The 

amplitude of the EOG signal is a very efficient indicator of the direction of eye movement. Also use of 

the amplitude as the feature eliminates the need of time-consuming feature extraction methods and is 

therefore the best option in the real time environment. Hence the amplitude itself is used as a feature in 

the present work. 

For each type of eye movement for duration of 2 seconds the filtered EOG signals are shown in Fig. 

4.3. The horizontal channel data can mainly discriminate among left, right and straight directions whereas 

the vertical channel data distinguishes the up and down directions as well as blinks from the rest.  

For each subject, from the observation of the amplitude plots for each channel of EOG signal, certain 

thresholds are estimated to classify eye movement directions and blinks. The thresholds are evaluated in a 
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trial and error basis while classifying the EOG dataset for each evaluated threshold and observing the 

classification accuracies. The classification accuracy is computed from a confusion matrix according to 

Eq. (4.1). 

             (4.1) 

 

In Eq. (4.1), TP, TN, FP and FN denote the number of samples classified as true positive, true 

negative, false positive and false negative respectively. For good results, the Accuracy must be close to 

100%. 

 

 

Figure 4.3 Filtered EOG signals corresponding to 2 seconds of each eye movement, (a) Straight (b) Blink 

(c) Right (d) Left (e) Up (f) Down 

 

The process of classification is hierarchical based on a series of if-else conditions. A tree based 

structure showing the classification of the horizontal and the vertical channel data (averaged over 2 

seconds) into the six different classes on the basis of the threshold values for each type of eye movement 

100%
TP TN

Accuracy
TP FN TN FP
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is shown in Fig. 4. 4. Here, TR, TL, TU, TB and TD are the computed threshold values for right, left, up, 

blink and down movements. The horizontal EOG classifies eye movements into right (R), left (L) or 

straight (S) classes and the vertical EOG classifies eye movements into up (U), down (D), blink (B) or 

straight (S) classes. Now, in order to determine the correct class of a particular instance of eye movement 

the classification results from the two channels (CH and CV according to Fig. 4.) must be combined.  

As seen from Fig. 4.6 if a both the channels detect the class straight, then the outcome is that the 

person has looked straight in the window of 2 seconds. For other different outcomes from the two 

channels, the absolute deviations of the EOG data (averaged over the 2 second window) from the 

thresholds of the observed classes (two classes from the two channels) are considered and decision favors 

that class for which the absolute deviation is larger. Thus, at a time only one of the classes appears at the 

output. Situations involving diagonal directions like right-down, right-up, left-down and left-up are 

ignored. 

 

 

Figure 4.4. Schematic of the steps used for classifying eye movement directions from horizontal and 

vertical channel 

 

For each subject an optimum value of threshold for each level is obtained and the minimum absolute 

value for that particular threshold over all subjects is evaluated. These minimum values of the thresholds 

along with the corresponding signs are used during real time classification. The estimated values of the 

thresholds that provide the maximum classification accuracy of 95.83%, taking minimum thresholds over 

six subjects are tabulated in Table 4.1. The minimum absolute threshold values over all the subjects 

appended with the corresponding sign are chosen to be ultimate threshold values as this method avoids 

most of the false negatives. 
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Fig. 4.5 Flowchart to detect the eye movement direction 

 

4.2.4 GUI Development and Cursor Control Signal Generation 

The developed GUI is aimed to provide assistance to patients with body and brain damage and allows to 

perform basic tasks, such as text writing, internet browsing, gaming, playing video and songs, sending 

emails, calling the nurse and alarm generating in case of emergency situation  (as shown in Fig. 4.6).  

The users move around the interface by performing eyes movements in the correct direction and 

blinking twice when they want to select an option. The user starts from the centre of the screen i.e. with 

the cursor placed on the ‘Shut Down’ icon and from there the cursor can be moved to the desired location. 

An Up/Down movement of eye-ball corresponds to moving the cursor to upper/lower row of icons. 

Similarly, a Left/Right movement of eye-ball corresponds to moving the cursor to the left/right columns 

of icons. When at an extreme row or column, further commands that would have caused the cursor to 

move outside the icon set are ignored. The users can move the cursor and select icons related to the 

specified tasks by ocular movements. Blinking twice is kept as a selection command as false alarms of 

blinking or false detection of blinks are less likely to occur twice consecutively.  
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Figure 4.6 A snapshot showing the GUI screen for cursor control by eye movements for assisting 

paralyzed patients 

In literature it is found that EOG has been utilized to control computer mouse (Kwon and Kim, 1999; 

Lacourse and Hludik, 1990; Norris and Wilson, 1997; Tecce et al., 1998) and to browse internet (Lledó et 

al., 2013), but in our work we have combined many functions that can be executed with eye movement 

control. 

The GUI interface has been developed using MATLAB.  It allows the user to perform different tasks 

by only using eyes movements. With this interface it is possible to: 

• Call the nurse 

• Send Email 

• Play Game (Minesweeper) 

• Play videos or movies 

• Shut Down the system 

• Play songs 

• Emergency Alarm Generation 

• Text writing (using virtual keyboard) 

• Net surfing 

By further improvement, rehabilitation aids and home appliances can also be connected with the GUI 

and can lead to an eye movement controlled smart home. The selection of a particular option is 

implemented by blinking twice consecutively. Results in Section 5 have analyzed the GUI control using 

eye-movement in synchronous real-time environment. It is to be mentioned here that the offline phase 

should be performed before the online implementation of the GUI. This is because as the same 

individuals would be using the GUI and hence, the offline phase has a two-fold purpose of providing the 
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training to the users (getting accustomed with the time stamping while following the stimulus) as well as 

tuning the classification parameters (different thresholds) specific to the user who will be using the GUI 

in online phase. 

4.3.5 Results 

The threshold estimated for the six subjects is presented in Table 4.1. These are essentially the average 

amplitude value for the different eye movements. For the sake of completeness the amplitude of 

horizontal and vertical EOG while looking straight are also mentioned, here. The choice of the final 

threshold is the minimum of all the thresholds of the different subjects. This reduces the chances of false 

positives. 

Table 4.1. Estimation of Thresholds 

Subject  

ID 

Threshold Voltage (V) 

Right 

(TR) 

Left 

(TL) 

Up 

(TU) 

Down 

(TD) 

Blink 

(TB) 

Straight 

Horizontal 

Straight 

Vertical 

S01 0.45 -0.37 0.40 -0.44 0.58 0.12 0.06 

S02 0.45 -0.42 0.42 -0.43 0.62 0.07 -0.02 

S03 0.45 -0.39 0.39 -0.41 0.59 -0.03 -0.01 

S04 0.43 -0.40 0.38 -0.47 0.62 0.09 0.07 

S05 0.44 -0.42 0.42 -0.49 0.61 0.06 -0.04 

S06 0.49 -0.39 0.43 -0.45 0.58 0.04 0.05 

Minimum 0.43 -0.37 0.38 -0.41 0.58 -0.03 -0.01 

 

During the second phase of the experiment, EOG samples are collected online from each subject at 

intervals of 2 seconds duration, while they sit in front of the computer screen with the GUI displayed so 

as to move the cursor to the desired positions (selecting four corner icons starting from the middle of the 

screen) with eye movements. For each interval of 2 seconds EOG data is acquired and in the next 2 

seconds the subject are asked to relax while the classification is done and the cursor is moved.  

The test data is classified to belong to a particular direction or to be a blink according to the 

hierarchical classification method mentioned before by the use of the pre-computed thresholds at each 

level. The eye movement commands are up, down, left and right for moving the computer cursor in the 

respective directions. For selection of a particular option, a person needs to blink twice. A single blink 

and straight vision are not considered as any control signal. 

The results of online classification for the six subjects at a particular trial (calling the nurse, ideally 

requiring 4 eye movements in the sequence up-left-blink-blink) have been shown in Table 4.2. Due to 

space constraint the details of only one icon selection is shown in Table 4.2. 
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Table 4.2. Online Classification Results (Performance for moving cursor and selecting icon ‘Call 

Nurse’ 

 

a. Actual or Desired eye movement 

b. Predicted or Classified eye movement from EOG data 

c. Misclassification Rate = % of eye movements misclassified out of the total # movements 

executed 

d. Error = excess steps undergone w. r. t. ideally required # steps i.e. 4 (Up-Left-Blink-Blink) 

e. U: Up; D: Down; L: Left; R: Right; B: Blink; S: Straight 

 

The other possible eye movement sequences to reach this particular option are not considered for 

performance analysis. Here, MCR denotes the misclassification rate computed as the percentage of eye 

movements misclassified out of the total number of movements executed and Error denotes the excess 

steps undergone because of misclassification with respect to the maximum number of steps i.e. 4. Thus, 

MCR indicates the performance of the classification approach undertaken whereas Error indicates how 

well the learning occurs for each of the subject. A balance among these two determines the performance 

of the proposed architecture in the mentioned GUI. Similar performance results for the other three icon 

selection are mentioned Table 4.3. 

  

Intervals S01 S02 S03 S04 S05 S06 

Ac
a
 Pr

b
 Ac Pr Ac Pr Ac Pr Ac Pr Ac Pr 

1 U
e
 U U R U U U U U R U S 

2 L D L L L L L D L D U U 

3 U U U U B D U U L L L D 

4 L L L D U U L L U U U B 

5 B S U B B U B B U U U R 

6 B R U U B B B R L S L S 

7 L L L L B B L L L L L L 

8 B L B S - - B B B S U U 

9 B B B B - - B B B B L L 

10 B B B B - - - - B B B B 

11 - - - - - - - - - - B B 

MCR
c
 (%) 40.00 40.00 28.57 22.22 40.00 45.45 

Err
d
 6 6 3 5 6 7 
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Table 4.3 Online Classification Results (Moving Cursor and Selecting four extreme icons of the 

GUI) 

Subject ID S01 S02 S03 S04 S05 S06 

Selecting 

Icons 

MCR
a 

(%) 
Err

b
 

MCR 

(%) 
Err 

MCR 

(%) 
Err 

MCR 

(%) 
Err 

MCR 

(%) 
Err 

MCR 

(%) 
Err 

‘Call  

Nurse’ 
40.00 6 40.00 6 28.57 3 22.22 5 40.00 6 45.45 7 

‘Game: 

Minesweeper’ 
37.32 5 32.33 5 35.81 4 20.00 4 35.46 7 49.73 8 

‘Emergency 

Alarm’ 
39.61 5 37.85 6 34.72 4 26.55 5 38.92 5 46.43 7 

‘Internet 

Browsing’ 
42.22 6 31.09 5 27.63 3 24.38 5 40.00 6 41.66 8 

 

Following this, the average classification accuracies for all the classes, the overall results for all the 

subjects and the classification accuracy as well as computation time considering the amplitudes as feature 

are mentioned in Fig. 7. The different classifiers with which the results are compared includes Linear 

Support Vector Machine (LSVM having cost=100), Support Vector Machine with Radial Basis Function 

as the kernel (RBF-SVM having kernel width=1 and cost=100), k-nearest neighbor (kNN having k=3, 

distance metric=Euclidean) and Naïve Bayesian (probability density function=Gaussian distribution) 

(Theodoridis and Koutroumbas, 2009). One-versus-all approach has been adopted in testing the Support 

Vector Machines.  

 
Figure 4.7 Classification Results: (a) Class-wise offline classification result with the proposed approach; (b) Subject-wise offline 

classification result with the proposed approach; (c) Overall offline classification results with the proposed algorithm and various 

other standard classifiers; (d) Computation time of the proposed algorithm and various other standard classifiers (executed on 

MATLAB R2012b on an Intel Core i3 64-bit processor having 4GB RAM) 
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The work presented here presents a fast yet accurate classification method to discriminate between 

different eye direction which has then been encoded for real-time control of the movement of the mouse 

pointer in a GUI. The small time requirement has been achieved by using the raw EOG i.e. the amplitude 

values directly for classification bypassing the feature extraction step. Even the classification has been 

done by repetitive thresholding which is faster as well as simpler than other conventional supervised 

algorithms. This low processing time and ease of implementation makes our proposed algorithm a good 

candidate for real-time applications. The approach to classify eye movements from EOG signal has been 

used to control mouse pointer which can assist differentially abled person to perform different functions 

as indicated by the different icons of the GUI.  

The proposed theory has been practically applied in a real-time application i.e. the GUI controlled by 

voluntary eye movements and yielded accurate results validating the work. Yet some limitations of the 

presented theory and/or the application have been observed during the course of the work. The threshold 

obtained vary from subject to subject. In this work, the threshold values have been set as the minimum 

values after observing the thresholds of different subjects. But for practical applications, this calls for a 

mandatory offline training session before any real-time application. Secondly, only horizontal and vertical 

eye movements are considered in this work i.e. diagonal eye movements have been ignored so that there 

are lesser number of control commands and also less stress on human eyes.  

However, the move diagonally across the screen this takes more number of eye movements which is 

an added load on the human eye. Thirdly, the EOG values need to be stored for a pre-defined period (2 

second in pur work) before it can be processed. For any application that requires or builds a stand-alone 

system, this storing of EOG values calls for two buffers for the two channels. However, a duration of 2 

second is not much and hence, the memory contraint presented by the proposed work is not impractical. 

Finally, the 2 second EOG values are averaged before comparison by thresholding which will lead to 

inaccurate values if there are a few unwanted spikes in the EOG signal caused by involuntary blinks or 

other signal interference. In our future work, we will address each of these problems in detailed to present 

an improved eye movement controlled interface for assisting the disabled people.  

The proposed classification strategy has been compared with other standard classifiers in Fig. 4.7(c). 

For validation of the classification result Friedman Test (Demšar, 2006) is performed, here. The 

classifiers are ranked according to classification accuracy for every subject (dataset) and then the ranks 

are averaged as noted in Table IV. According to the null hypothesis, all the classifiers are equivalent and 

hence, they will have the same ranks. Friedman statistics for (K-1) degrees of freedom is distributed 

according to the chi-square statistics as given by (2) where N is the number of datasets (=6, here), K is the 

number of classifiers (=5, here) and Rj is the average rank of the j-th classifier. The null hypothesis is 

rejected if evaluated 2 2

4,0.05 9.49F , which indicates, for 4 degrees of freedom, the null hypothesis is 

correct to an extent of only 5%. 

2
2 2

1

12 ( 1)

( 1) 4

K

F j

j

N K K
R

K K
                                                                                                             (4.2) 

 

When chi-square is evaluated from Table IV, it is found to be 19.59 which is greater than 9.49. 

Hence, the null hypothesis is rejected which means that the classifiers are not equivalent but are ranked 
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according to the ranks in Table 4.4. This validates that the proposed classification strategy outperforms 

the standard ones. 

Table 4.4: Statistical Analysis: Friedman Test 

Classifiers Repetitive threshold 

(Proposed) 
LSVM 

RBF-

SVM 
kNN 

Naive 

Bayes Datasets 

S01 1 3 2 4 5 

S02 1 4 2 3 5 

S03 1 2 3 4 5 

S04 2 3 1 5 4 

S05 2 3 1 4 5 

S06 1 4 2 3 5 

Average 

Ranks, Rj 
1.33 3.17 1.83 3.83 4.83 

 

In this study, Electrooculogram (EOG) signal is used to control the movement of computer cursor 

using eye movements. A simple yet effective strategy has been used to implement an eye movement 

based control system. The performance of the system is experimented in real time with normal subjects. 

The proposed system is comparatively cheap and easy to design rehabilitative interface that can be 

controlled using subject’s own EOG which will help severely paralyzed patients. 

One important factor to be considered for real time implementation of an EOG based control system 

is that the user should be trained properly and the control commands should be chosen in a way so that the 

user feels comfortable. Future scopes of work include the incorporation of further sophisticated yet 

computationally simple signal processing algorithms for better accuracy and precision in the development 

of such control devices. This work has been carried out on healthy individuals. As a future work, we 

would like to test the same architecture with disabled individuals to address the problems that can rise 

when the targeted patients use this system. 

 

4.3 Digit, Shape & Letter Recognition for Speech Disabled  

This work is aimed to provide novel approach of rehabilitative HCI where it successfully classify the 

numerical digits drawn by subject’s eye movement and for achieving the result, electroocculography 

sensors (dual channel) and amplifier has been designed, which is able to extract the sharp change of 

corneo-retinal potential due to eyeball movement intended to draw a pattern (numeric digit, alphabet). 

The extracted signal has been processed and classified successfully with more than 90% accuracy rate. 

Here Power spectral density has been used as feature extractor and support vector machine with 

multilayer perceptron kernel function has been used as classifier. Performance of other classifiers also has 

been compared here. Five healthy subjects took part in experiment and their eyeball movement signal has 

been acquired for distinguishing different numerical digits that are frequently needed for communication 

to external world. 
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4.3.1 Data Collection 

EOG data has been acquired from 5 healthy subjects who have not gone through any eye disease any 

recent past, and all of them have nearly 6-6 vision or corrected to it. Among them 3 persons were male 

and 2 were female within age group (20- 28). At first all experimental procedures and purpose of the 

study were made clear to all subjects and a consent form stating the willingness of them to take part in 

this experiment was signed. All other safety and ethics related issues have been dealt according to 

Helsinki Declaration of 1975, revised in 2000 by World Medical Association (WMA) [11]. 

 

 

 

 

 

 

 

Fig. 4.8 Stimulus for data collection of digit, shape and letter tracking eye movements 

 

The experiment consists of 20 trials in each session, i.e. each digit will come 20 times in each session. 

Total experiment is of 100 seconds. Subjects were presented visual stimuli on monitor to perform the eye 

movement task in synchronized manner. At beginning a ‘start’ screen appears on screen followed by a 

blank screen of 5 seconds to allow subject to concentrate on experiment. Each eye movement task is of 5 

seconds where subject has to draw digits 1 to 9 by movement of his/her eyes and a ball moves on screen 

according to corresponding digit (Fig. 4.8). Each eye movement task is of 5 seconds. Nine digits, seven 

letters and six shapes have been tracked by each subject. 

It is done to assist the subject to move eyes in synchronized manner; subject has to only follow the 

moving ball. EOG data was acquired by 2 channel EOG amplifier made in our lab and signal was 

recorded in LabVIEW platform through Analog to Digital converter made by National Instruments (Fig. 

4.9). All the electrodes used here is made of Ag/AgCl and attached to a spectacle for ease of use. The 

sampling frequency of amplifier is 256 Hz.  

 

4.3.2 EOG Data Processing Methodology 

In the said experiment two days data of same subject is considered, so the extracted features have been 

normalized within (0, 1), before it is applied to classifier. New normalized signal will have zero mean and 

unity class variance. The feature set has been cross validated k fold such that (k-1) fold data will be used 

for training purpose and rest of data will be used for testing purpose. Extracted features have been 

classified by SVM classifier [19] using multilayer perceptron kernel function [20] and a comparative 

study is done to compare the results of different classifier based on same feature extractor. The result 

section is described in two sub sections, first performance is compared based on accuracy metric and 

second all the classifiers used here have been validated statistically. 

Here in this experiment all the computation has been done in MATLAB 2015(a) software .The 

computer has the specification of windows 10 OS, Intel i7 processor, 64 bit.  



Chapter 4                                                                          Controlling Assistive Devices 

87 

 

 

Figure 4.9. EOG Recording 

Classifier performance is evaluated based on Accuracy which ultimately measures the degree to 

which the result of the experiment conforms to the correct value. Accuracy has been obtained from 

confusion matrix. Confusion matrix generates a 2 x 2 matrix whose elements are identified as True 

Positive (TP), True Negative (TN), False Positive (FP), False Negative (FN) values.  
 

Table 4.5. Classification Accuracy (%) 

 Classification Accuracy (%)  Avg  

(%)  

Digits  1  2  3  4  5  6  7  8  9   

90.8  93.3  87.5  88.8  89.9  87.3  89.6  92.8  90.3  90.33  

Letters  S  M  Z  C  N  O  L     

86.73  82.5  83.46  80.5  85.33  83.5  82.71    83.53  

Shapes  

     

 

    

87.5  88.66  87.75  88.9  86.33  87.21     87.73  

 

      Here all the data has been cross validated 10 folds, i.e. 5 days data of same subject was used for 

training purpose, so before it is applied to classifier, the extracted feature was normalized such that it has 

zero mean and unity class variance. It is evident from accuracy table that SVM classifier with ‘multilayer 

perceptron’ worked best to distinguish between digits, it has got highest classification accuracy of 93.3% 

recognizing digit two. Average accuracy of SVM classifier is 90.33% where kNN [21] and ensemble 

classifier [22] has got average accuracy of 87.32% and 88.75% respectively (listed in Table 4.5). Here 

ensemble classifier is used as binary classifier with ‘subspace’ method and ‘kNN’ as weak learner. All the 

accuracies got here has been averaged over all the subjects. 
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A new approach of EOG based communication where subject draws different numerical digit by 

his/her eye movement which successfully interprets and result through computer is provided. Different 

number is used here because of its frequent use for communication to external world. These digits may 

also serve as password or may be involved in basic calculation. Here communication signal has been 

generated by combining different movement of eye and following some points has been noted, i.e. 

movement of eye is restricted to some angle, blinking artifacts must be removed for better accuracy, head 

or body movement alters the DC level of the signal. It has also been voted that EOG signal differs from 

subject to subject even in time to time for same subject. The system though works satisfactorily but still 

some issues must be addressed like miniaturization of circuit, real time reconstruction of digit and 

optimization between classifier performance and processing time. Still it can be concluded that eye 

movement triggered signal can be used successfully for controlling assistive device or to make interface 

between human and computer specially designed for patients with neuro-muscular disorder. 

 

4.3 EOG Interface for Motorized Wheelchair Control 

Today, approximately 10 percent of the world's population is over 60 years of age; by 2050 this 

proportion will have more than doubled and the greatest rate of increase is amongst the oldest of the old, 

i.e. people aged 85 and more. The population of elderly people in the world is increasing. With the 

increase in the number of senior citizens, there is a growing demand for welfare robotic devices. 

Wheelchair is the most common among such devices. However, for severely disabled people it needs to 

be further improved by considering the disability of the user. Usually, the control of wheelchair is realized 

by a joystick, but good motor functionality of hand muscles is needed to cope with the surrounding 

dynamic environments [23-25]. A survey has shown 41% of elderly people have difficulties in 

accomplishing fine movement of joysticks [26-27]. 

The main purpose of our work is to create a reliable, affordable and easy-to-use eye based human-

computer interface that will enable the previously mentioned people to move independently. This would 

provide to a large number of people the chance to engage more easily and powerfully in productive and 

fulfilling activity. The aim of this work is to improve the quality of life of those people with disabilities 

and providing them with a more independent life style. The idea of wheelchair control using EOG has 

been tried in many laboratories [28-38].  But nowhere it has been accurate enough to be used by patients 

in real life scenario. 

This section of this chapter provides a simple scheme for wheelchair control using EOG signals 

corresponding to the directional motion of eye balls. This can be used as a rehabilitative aid for the people 

suffering from neuro-motor disability. 

The wheelchair used in this experiment is marketed by M/S Karma Healthcare, model no. is KP-25.2 

(Fig. 4.10). The wheelchair has a overall width of 59cm. It is basically controlled by a joystick that 

operates with the help of VR2 controller. Weight of the wheelchair is 70 Kg. It has two 12 Volts 50 Ah 

batteries. IT has two motors of 200W but the maximum level of the motors is 420W. 
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Fig. 4.10 Picture of the Wheelchair used in our experiment 

4.3.1 Methodology 

Our experiment aims to control a small mobile robot entirely with eye movements and blinks. For 

example, if the eyes are moved left/right the robot turns left/right, if eyes are pointed upwards/downwards 

it accelerates/decelerates accordingly. This simple eye movement classification can be of great use to 

wheel chair guidance.  

This section presents the three modules of this work, where the first module deals with detection of 

eye movement direction from the EOG data. The second module is the wireless transmission of the 

classified signal. The third module manages PWM or pulse width module signal generation to the motors 

of the wheelchair.  

4.3.1.1 Eye movement direction detection from EOG data 

This module classifies five eye movement directions (right, left, up, down and blink) which are classified 

by a Arduino based classifier. The module can be represented by the following block diagram (Fig. 4.11). 

  

 

 

 

Fig. 4.11 Block diagram of Module 1 of the proposed Wheelchair control mechanism 
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4.3.1.1.1 EOG signal acquisition 

15 subjects (10 female and 5 male) and in the age group 25±3 years took part in the experiments. Aim and 

procedure of the experiments are explained to them, and they are also given refreshments after the 

completion of each day’s experiments.  

EOG is acquired with the developed EOG acquisition system discussed in chapter 2. Ethical norms 

are followed concerning the subjects’ safety, privacy and willingness. The subjects sign consent forms 

before the experiments. The institutional committee is informed in details about the experimental 

objective and procedure, which they have agreed upon. Thus all ethical issues are considered relating to 

human subject experiments. All procedures are non-invasive and all safety norms are abided, assuring 

protection of the subjects. All these 15 subjects participated in the data acquisition for real time 

assessment of the system. 

4.3.1.1.2 Signal Pre-Processing and Feature Extraction 

The EOG signal obtained from the previous step is amplified with amplitude ranging from 0-4.7v DC, but 

also crude and noisy. Thus the signal needs precise filtering and reconstruction before appearing at the 

classifier input. 

In this section our approach is totally digital. A digital platform provides all the features and 

flexibilities of signal processing with required precision. Output devices like LEDs and motor control also 

becomes easy. Moreover, recent advancements like today’s microcontrollers have almost all features 

integrated within, that a digital system needs—RISC Processor, huge memories (Static RAM + Flash 

ROM + CPU registers + E
2
PROM), peripherals like multiple hardware timers, A/D converters, PWM for 

motor control, serial comm. and many others. Thus interfacing the analog signal properly with the MCU, 

and programming it accordingly is enough to support all the tasks from filtering to classification and 

motor control as required for our project. 

 Signal digitization and buffering: 

Digital processing of an analog signal requires the signal to be discretized (sampled) and converted to 

binary, it is exclusively done by a data sampler followed by an analog to digital converter (ADC). The 

ADC we used here is the internal ADC of the MCU so the analog signal can directly be interfaced to the 

MCU with proper voltage levels (0 – 5v). Here signal is sampled in 128 samples/second, converted to 

binary and stored in a buffer of size N (located in RAM space). Every sampling interval, i.e. 1/128 s, the 

oldest value (N
th
) leaves the buffer, the remaining values are shifted by one position and the new sample 

is stored at 1
st
 position. 

A convenient way of de-noising and reconstruction of random analog signal is filtering. Moreover 

digital filtering promotes precise signal filtering and reconstruction. Digital filters are primarily of two 

types, FIR (Finite Impulse Response) and IIR (Infinite Impulse Response). IIR filters are characterized by 

sharp cutoff and smaller order relative to FIR but having a non-linear phase (so different phase-delay for 

different frequency components) which often distorts the data pattern. Whereas FIR filters need a 

relatively higher order to have a moderate roll-off at cutoff frequencies but has an advantage over IIRs 

that it has a linear phase characteristics so time domain patterns of data are retained with a finite delay. 
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Since the eye movement patterns of the EOG is well embedded in its time domain representation, so 

the filtering must preserve the original signal pattern. As discussed earlier FIR filtering retains original 

signal pattern with a constant finite delay due to its linear phase characteristics. Here we have used a FIR 

filter of order N=31, whose coefficients are calculated and optimized using Least P
th
 Norm Algorithm so 

as to get steepest cutoff and flattest band possible at the order specified. It was verified in MATLAB that 

the pattern defining pulses are well below of 10Hz band. So, the filter specifications are kept as, 31 order 

FIR filter, 128Hz sampling rate,10Hz bandwidth. Since this filter has a large gain, filtered data have to be 

rescaled properly for saving memory space.  

In actual implementation both input and output data are to be kept in buffers of 31 memory locations 

wide (in other words considering a window length same as filter order itself). 

o Filter complexity calculation 

Output is calculated as linear convolution of coefficient vector H and input vector x. Due to absence of 

MAC (Multiply and Accumulate) unit within the processor used, the filter complexity becomes N signed 

multiplications and N-1 signed additions, per sample per sampling interval. Some additional operations 

like N-1 shifts in both data buffers, scaling the output before putting it into output buffer, are also 

performed in the same sampling interval. The data scaling is computed as follows- 

Let output be yi from filter stage on application of inputs xi to xi-30 where xiand yiare i
th
 input and 

output samples respectively. Then yi is scaled as 

 

  *0.75 B
SCALEDi iy y

               (4.3) 

 

Where B is a bias to convert the result to unsigned integer and determined experimentally. Since the 

processor used here have a fixed point architecture, we have to approximate the floating point 

multiplication as multiple shifting and adding operations. In our case- 

1 1

2 4

1

3
 0.75 *

2

4
i i

i i

i i

y y

y y

y y
              (4.4) 

It is true that un-scaled iy
 is output as 16 bit signed integer. So three 16-bit shifts and a 16-bit 

addition (or six shifts and two additions according to present processor architecture) are performed and 

added with B (from (1)) to assign it to unsigned 8-bit integer data and get final scaled output . 

Thus space complexity of filtering part is a little higher than 2N main-memory locations.  As there are 

two independent EOG signals (horizontal component a vertical component), every complexity is just 

doubled for this filter implementation. 
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Fig. 4.12 Schematic representation of wheelchair control methodology 

 

4.3.1.1.3 Eye Movement Classification 

This work primarily deals with five classes – Up, Down, Right, Left and Blink as far as our classification 

problem is concerned. Final output is defined as – both motors of the bot are initially at halt. Two blinks 

start the bot and it waits for any further input. Generally Up gazes increases the bot speed forward in steps 

and down gazes reduce the speed. If the bot is stopped a down gaze will make it move backwards and 

increase speed downwards in steps after receiving more similar gazes. Left and right gazes make left and 

right turns respectively. Schematic representation of wheelchair control methodology is given in Fig. 

4.12. 

In our work, Up, Down, Blink and Left, Right classification is done independently from their 

independent characterizing signals viz. Horizontal and Vertical components of EOG signal respectively. 

Signal (or real-time information data) inherently contains large amount of noise and various 

interferences, which cannot be easily removed with higher precision. Moreover output classes are poorly 

defined by the signals in their raw time-domain format, as signal characteristics for different classes often 

reside so close that class discrimination is hard. So for all these reasons data space is generally mapped to 

some higher dimensional space, called ‘feature space’, to maximize the distance between the feature 

points of different classes thus well discriminating between the classes and reducing probability of error. 

This particular experiment deals with a rather simple bio-potential signal or EOG, where we can find 

out its basic classes (←, →, ↑, ↓ and blink) only by observing raw/filtered signal (eye estimation)—this is 

referred to as PROBLEM1. But we cannot accurately determine the angle of gaze, as specified by 

different voltage levels, referring to as PROBLEM2. In this case different angle of gazes are not clearly 

defined, or it varies extensively on the nature of analog circuit as well as the person of concern. 
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Generally complex problems, where the data tend to deviate from a predefined hypothesis, need a 

learning algorithm to specify the output classes in the feature space. PROBLEM2, as discussed above, 

will require such a complex learning process for classification. Our concern here particularly deals with a 

mobile robot guidance system by EOG, where angle classification of different gazes isn’t necessary, so 

we stick to PROBLEM1 only. 

o Features 

The classification problem remains simple even in the filtered EOG signal. Signal feature here includes a 

30 sample difference signal which best differentiates a sudden change in signal on onset of a gaze, from 

other small changes. From that difference signal we determine to find out the output classes with the help 

of embedded C-language on a microcontroller based embedded platform. 

o Intuitive Classification on the basis of thresholds 

Initially raw EOG datasets of different persons are acquired with the analog amplifier followed by a data 

acquisition device to the computer. These datasets are analyzed with the help of MATLAB, operations 

like filtering, fixed point quantization, and threshold level normalizations are done before realizing in the 

embedded domain.  

Classification part in the embedded C-program consists of a FSM state model based decision making 

and realized similar to that of SWITCH –CASE statements in C. The FSM is explained below-  

Final classification is realized in form of a C-routine ‘class’. It is described as follows 

Feature vector (dimension N=31) of horizontal and vertical EOG are input to this function as dH and 

dV respectively. For horizontal classification 

Step1: 

Initializing state 
0 HS

for the first time only. 

 

Step2: 

Switch to different cases according to HS
values 

Case 0: Checking new value of dH whether it satisfies
d TH H

, where TH
stands for threshold of an 

RIGHT (→) gaze, or 
d TH H

for a LEFT (←) gaze, accordingly
1 HS

 or 
1 HS

decision is 

undertaken. 

Case 1: Checks for negative change i.e. 
d TH H

so as to go to state 10 or
10 HS

. 

Case 10: If a small negative change (

1

2
TH

) is encountered
0 HS

. 

Case -1: Checks for positive change i.e. 
d TH H

so as to go to state -10 or
10 HS

. 

Case -10: If a small positive change (

1

2
TH

) is encountered
0 HS

. 
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Step3: 

Similar switching for VS
values 

Case 0: Checking new value of dV whether it satisfies
dV TV

, where TV
stands for threshold of an UP 

(↑) gaze, or 
d TH H

for a down (↓) gaze, accordingly
1 VS

 or 
1 VS

decision is undertaken, 

along with the above if
dV VB , where

VB stands for threshold of a blink state changes to 2. 

Cases 1, 10, -1, -10 have same state transitions as in case of HS
. 

Case 2: If a moderate negative change occurs state changes to -2. 

Case -2: VS
changes to 0 if dV 0  

Each sampling interval the above routine class is run so that the whole process becomes dynamic.  

 

4.3.1.2 Wireless Transmission of Classified Signals 

The information of the classified directional eye movements is transferred wirelessly to the controller part 

of the wheelchair using ATMEL RF (radio frequency) module [39-40]. Two units are there. One is 

Transmitter and another is Receiver. Both units are based around ATmega16 MCU(microcontroller unit) 

on external 16MHz crystal. On the Transmitter unit one port will act as input. While in Receiver unit the 

same port will act as output. The value at that of Transmitter unit is constantly sent over the air to the 

Receiver unit where it is latched on its aforementioned port. That means whatever value you put in the 

port of Transmitter station is available on the exact port of Receiver station (8bits or 1 byte).  

 

4.3.1.3 Generation of Control Signals 

The classified eye movements from EOG data are required to be conveyed to the conveyed to the control 

unit part. Control signals are generated with microcontroller programming. The control commands are 

preset and the motor driving unit moves the motors accordingly. 

In the microcontroller unit that uses ATMEGA the control logic for the movement of the wheelchair 

is set. As per the control logic looking straight refers to no movement of the wheelchair unit. All the 

control logics are listed in table 4.6. 

The wheelchair unit uses four induction type motors for the movement of the two wheels. According 

to the set control commands when eye movement is classified as right then the right wheel is fixed, only 

the left wheel moves and the wheelchair thus moves towards right. Similarly to move the wheelchair 

forward the user need to look upwards. Whenever any eye movement is detected the corresponding 

movement of the wheelchair is executed for 5 seconds, during this time span no other eye movement is 

taken as command and for further movement of the wheelchair user has to make eye movements after this 

time. 
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The output of the system is PWM signals with duty varying according to the classifier output UP or 

DOWN. LEFT or RIGHT provokes a constant duty PWM to a single motor to rotate the bot accordingly. 

the PWM signals are fed to the inbuilt motor driver circuit of the wheelchair. 

 

Table 4.6 Preset Eye Movement commands and corresponding Control Logic 

 

Eye Movement Motor Movement 

Looking Straight No Movement 

Once left, then 

straight 
Left turn 

Once right, then 

straight 
Right turn 

Once up, then 

straight 
Forward 

Once down, then 

straight 
Stop 

 

4.4 Summary 

This chapter deals with the control application of EOG signal. Utilization of EOG signal in three different 

control systems is done. A multitasking user interface has been designed and controlled by eye 

movements by correlating eye ball movement with mouse cursor. A system is developed to detect and 

recognize various digits, letters and shapes by analyzing eye ball movement patterns. This system can be 

helpful for eye writing purpose. Movement of a wheelchair is linked with directional eye movements, 

based on EOG. All the three applications can be useful for paralyzed persons. 
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5.1. Introduction to Cognitive Context 

Cognition is the method of information processing that involves attention, working memory, sensory 

stimulation, decision making and problem solving [1]. Whether it is the processing of words or numbers, 

sensory-motor actions, logical reasoning, pattern recognition or memory testing; all involve cognitive 

activities [2-3]. It is very obvious that the brain signals convey a large amount of information regarding a 

person‘s mental state and cognition [4]. It has been found that eye movements also are a rich source of 

information about a person‘s cognitive activities [5]. Hence analysis of brain signals and eye movements 

for various dimensions of perception of stimuli form the basis of this work.  

Recognition of the users’ context has potential applications in the development of context aware 

human computer interaction (HCI) based computing systems. Context awareness can be implemented in 

two ways, either by mounting sensors on the user that will detect the user’s context or by developing a 

pervasive computing environment with computers embedded in the surrounding everyday objects that 

will adapt to the user’s need [3]. In both the cases, interpretation of the user’s context is important. These 

systems can be used for assisted living for normal individuals as well as those in need of rehabilitation; 

say by assessing a paralyzed user’s intended direction, a wheelchair can be turned. Such systems also are 

germane in capturing information in a particular setting and transferring it to a remote location like in 

providing security.  

Cognitive context recognition finds applications in pervasive or ubiquitous computing [1]. A wide 

variety of sensors can help to detect physical activities of human beings. Human activities can directly 

convey information about their location and cognitive state. The sensors for detecting cognitive context 

may be based on different types of bio-signals. 

The present work is related to the process of cognitive information processing. The objective of this 

work is to provide a preliminary insight towards the development of a system capable of understanding a 

user’s context by analyzing his/her bodily responses while performing different activities. Various 

sources of information can directly relate to human activities, like heart rate, body temperature, emotional 

state, cognitive load in the brain, as well as eye movements. The present work deals with only cognitive 

activities and as brain responses can directly convey the mental load related to different states of 

cognition the analysis of brain signals is an obvious choice [2, 5]. Literature reveals that eye movements 

also convey a lot of information regarding a person’s cognitive state and hence also accounts for 

consideration in the present work [4-5]. Three types of eye movements, namely, saccades, fixations and 

blinks can convey information regarding a person’s ongoing activity [4-5]. The human eyes move 

constantly in saccades to build a ‘mental map’ of the visuals that is seen. Fixations are the eyes’ focus on 

a particular location in between saccades. Blinks are short duration pulses of relatively higher magnitude 

that are heavily characterized by environmental conditions and mental workload. 

Different brain activity measuring techniques can estimate the neuronal activities inside the brain. 

These include invasive techniques like Electrocorticography (ECoG) and non-invasive techniques like 

functional Magnetic Resonance Imaging (fMRI), functional Near Infrared Spectroscopy (fNIRs), 

Magnetoencephalogram (MEG) and Electroencephalogram (EEG) [2, 6]. ECoG has advantages of high 

spatial resolution but requires surgical implantation of the electrodes directly on the brain surface. fMRI 

measures brain activity by detecting changes in blood oxygen level through the blood-oxygen-level-
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dependent (BOLD) contrast. fNIRs uses the NIRS (near-infrared spectroscopy) for functional 

neuroimaging. MEG maps brain activity by recording magnetic fields produced by the natural electrical 

currents in the brain through sensitive magnetometers. EEG is a measure of the electrical charges 

generated by firing neurons and their volume conduction. The use of Electroencephalography in BCI is 

popular because of the simple acquisition and processing, non-invasiveness, high temporal resolution and 

ease of real time implementations associated with EEG signals. Hence EEG signals are used as the bio-

modality for brain activity analysis in this work. Table 5.1 lists the other well known brain signal 

measuring techniques along with their relative disadvantages. 

 

Table 5.1 Relative disadvantages of brain signal measuring techniques other than EEG 

Modality Disadvantages 

Magnetoencephalography  

(MEG) 

Exposure to high-intensity (>1 Tesla) 

magnetic fields, bulky and immobile 

equipment 

Functional magnetic resonance 

(fMRI) 

Expensive, bulky and immobile 

equipment, can aggravate claustrophobia 

in subjects during measurement 

Functional near-infrared spectroscopy 

(fNIRs) 

Poor temporal resolution, less depth of 

penetration, small area of brain activity 

can be captured 

Electrocorticography 

(ECoG) 

Invasive, requires surgical implantation 

of electrodes on the brain surface 

 

         Techniques for eye movement measurement include Infrared Video System (IRVS), Infrared 

Oculography (IROG), Search Coil (SC), Optical-type Eye Tracking System (OETS), dual Purkinje-image 

(DPI) and Electrooculography [7-8]. Electrooculography is the simplest method among all of them. It is 

non-invasive and cost effective. Hence it is used as the bio-modality for the measurement of eye 

movements. The Electrooculogram (EOG) signal, a measure of the potential difference between the 

cornea and the retina of the human eyes, is simple to acquire and process in real time. Table 5.2 enlists the 

eye movement measuring techniques other than EOG and their relative disadvantages. 
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Table 5.2 Relative disadvantages of eye movement measuring techniques other than EOG 

Modality Disadvantages 

Infrared Video System 

(IRVS) 

Low tolerance to head movements, must 

be calibrated repeatedly for each 

individual 

Infrared Oculography 

(IROG) 

Harm may be caused by the infrared light 

to the eyes 

Search Coil 

(SC) 
Influence of magnetic field on the eyes 

Optical-type Eye Tracking System 

(OETS) 

Weight of the apparatus and the source of 

bright light on the eyes make user 

uncomfortable 

Dual Purkinje-image 

(DPI) 
Expensive 

 

 

5.2.  Eye movements for Cognitive Context Analysis 

To recognize different human cognitive activities by analysis of eye movements is the aim of the present 

work. Such a work can be utilized in the development of a ubiquitous computing environment that is aware 

of people’s cognitive context by only studying eye movements. A two-channel Electrooculogram signal 

acquisition system developed in the laboratory is used to record Eye movements by surface electrodes from 

ten subjects while they performed eight different activities. The acquired EOG signals are filtered and four 

features are extracted, two time domain features, Adaptive Autoregressive Parameters and Hjorth 

Parameters, a frequency domain feature Power Spectral Density and a time-frequency domain feature 

space of Wavelet Coefficients. These features are used independently as well as in combinations to classify 

the EOG signals using a Support Vector Machine with Radial Basis Function kernel, successfully 

recognizing the different cognitive activities.  
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5.2.1 Experimental Procedure 

EOG data is collected from ten healthy subjects, five male and five female in the age group of 25±5 years. 

Necessary audio visual stimuli/environment is provided according to eight activities, namely reading, 

writing, copying text, web browsing, watching video, playing game, searching for words in a word maze 

and relaxing, while acquiring EOG data.  

5.2.2 Observations 

The classifier is trained to recognize these eight activities using features from 60 seconds EOG data of each 

activity per subject. In the second phase the trained classifier is tested with unknown test stimuli. 

Classification accuracies are computed from respective confusion matrices.  

The results of classification in terms of classification accuracy and computation time (including feature 

extraction and classification) have been tabulated in Table 5.3 and 5.4, mentioning each feature vector 

dimension (in parenthesis), for two channels of  EOG and indicating the maximum accuracy in bold for 

each class.  

Table 5.3 

Classification results using SVM-RBF on Single Feature Spaces 

Class of 

Activity 

Average Performance over ten subjects 

AAR (12) Wavelet (32) PSD (30) Hjorth (6) 

Accuracy 

(%) 

Time 

(s) 

Accurac

y 

(%) 

Time 

(s) 

Accuracy 

(%) 

Time 

(s) 

Accuracy 

(%) 

Time 

(s) 

Reading 67.08 47.4801 87.92 0.2358 59.38 1.2815 90.02 0.7002 

Writing 57.71 42.7067 87.71 0.1203 53.75 1.2574 84.58 0.6051 

Copying 56.67 42.3419 88.33 0.1102 73.75 1.2538 93.33 0.6011 

Web 

Browsing 
72.92 42.3738 91.04 0.8873 72.75 1.2693 89.38 0.5978 

Watching 

Video 
69.37 43.3074 87.29 0.7786 73.75 1.2615 89.58 0.6074 

Playing 

Game 
50.83 42.5047 90.21 0.7687 52.71 1.2689 91.04 0.6384 

Word 

Search 
67.08 41.9151 78.54 0.8010 60.62 1.2404 82.08 0.6328 

Relaxing 77.29 42.6593 87.71 0.7648 74.17 1.2571 90.83 0.6026 

 

It is observed that using single feature spaces Hjorth Parameters provide highest average accuracy of 

88.855% over all classes of activities. Thus other features are combined with Hjorth Parameters thereby 
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showing a significant increase in classification accuracy as is evident from Table 5.4. The combination of 

all the four features produces the highest mean classification accuracy of 90.39% in 41.60 seconds on an 

average over all classes of activities. 

The recognition of eight human cognitive activities on the basis of eye movement analysis using 

Electrooculogram signals is the main concern of the present work. AAR Parameters, Power spectral 

density, Hjorth Parameters and Wavelet Coefficients have been used as signal features and classification 

of the EOG signals to identify the activities is done using SVM-RBF classifier achieving a maximum 

average accuracy of 90.39% over eight classes of cognitive activities.  

Table 5.4  

Classification results using SVM-RBF on combined feature spaces 

Class of 

Activity 

Average Performance over ten subjects 

AAR+Hjorth (18) Wavelet+Hjorth (38) PSD+Hjorth (36) AAR+Wavelet+PSD

+ 

Hjorth (80) 

Accuracy 

(%) 

Time (s) Accuracy 

(%) 

Time 

(s) 

Accurac

y 

(%) 

Time 

(s) 

Accurac

y 

(%) 

Time 

(s) 

Reading 88.12 53.8342 90.83 0.8146 75 1.4 90.42 41.3734 

Writing 87.50 47.5630 91.46 0.8839 86.88 1.3446 90.42 41.6432 

Copying 91.04 44.0070 93.33 0.8372 89.38 1.3046 92.08 41.3488 

Web 

Browsing 

90.00 45.4924 91.25 0.8706 85.62 1.3116 90.63 41.4337 

Watching 

Video 

86.46 46.7490 91.04 0.8258 58.13 1.334 90.21 41.9159 

Playing 

Game 

65.83 46.0374 92.71 0.8408 53.54 1.3404 93.13 41.544 

Word Search 72.08 45.2229 92.71 0.8552 50.00 1.3446 87.08 41.728 

Relaxing 84.17 46.5651 90.63 0.8407 67.50 1.33 89.17 41.8736 

 

5.3.  EEG and its relation to Cognitive Context 

Brain Computer Interfacing (BCI) technology provides a communication pathway between the human 

brain and external devices and attempts to provide assistance to patients in need of rehabilitation from 

neuro-motor or sensory motor diseases. Electroencephalogram (EEG) analysis has found significant 

importance in BCI research [5, 6 , 9].  
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5.3.1 Electroencephalogram 

Billions of electrically charged neurons located within the brain constantly exchange ions with the 

extracellular environment to maintain resting potential and to propagate action potentials. The volume 

conduction of these ions by means of their mutual interactions can be measured by electrodes on the brain 

surface. The difference in the voltages between any two electrodes can be recorded over time by a 

voltmeter giving the EEG signal. However the electric potential generated by an individual neuron is too 

small to be picked up. EEG is obtained as the linear combination of the synchronous activities of several 

thousands of neurons with similar spatial orientation within the brain.  

The cerebral cortex covering the outer portion of the cerebrum, where most information processing 

occurs, is divided into lobes each of which has a specific function. It is necessary to understand the 

functions of various regions of the cerebral cortex in order to acquire EEG signals from the correct 

regions upon particular activations [10]. 

 Frontal lobe: conscious though, attention, working memory, emotion. The pre-frontal region is 

responsible for behavior, planning and short term memory. 

 Parietal lobe: integration of various sensory information and manipulation of objects, decision 

making, visuospatial processing  

 Somatosensory Cortex: Perception of somatosensations  

 Motor Cortex: movement co-ordination 

 Occipital lobe: sense of sight or vision  

 Temporal lobe: senses of smell and sound and processing of complex stimuli like faces and 

scenes. 

The main characteristics of the EEG signals are listed below [10-12]: 

 Because of the asynchronous firing of the neurons over time EEG signals are non-stationary in 

nature. 

 EEG signals are non-periodic and non-gaussian. 

 Instantaneous EEG magnitudes range between (-10μV,10μV) 

 The bandwidth of normal EEG signals is 0.5-70 Hz, comprising of distinct bands, namely, delta 

(0.5-4Hz), theta (4-8Hz), alpha (8-13Hz), beta (13-30Hz) and gamma (above 30 Hz) band [10]. 

Table 5.5 enlists these bands and the implication of the corresponding EEG signals. 
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Table 5.5  

EEG Frequency Bands  

Band Frequency (Hz) Implication 

Delta up to 4 
Sleep, continuous-attention tasks, 

low arousal levels, no movements 

Theta 4 – 8 
Drowsiness, recall, imagery, 

creative mental states 

Alpha 8 – 13 

relaxation, meditation, tranquil  

conditions, associated with 

inhibition control 

 

Beta 13 – 30 

Alert, active, busy, or anxious 

thinking, active concentration, 

movement, sensorimotor rhythms 

Gamma above 30 
cross-modal sensory processing, 

short-term memory matching of 

recognized objects 

 

A number of EEG signal modalities are used in BCI studies, depending upon the nature of stimulus 

presented and the observed EEG waveforms. The most commonly used modalities include P300, slow 

cortical potential (SCP), steady state visually evoked potential (SSVEP), event related 

desynchronization/synchronization (ERD/S), etc [10]. 

 

 The P300 is an event related potential that is associated with a person‘s reaction/decision making 

related to a stimulus. It is measured as a positive deflection in voltage with the delay between 

stimulus presentation and the response being around 250 to 500ms. These are observed in the 

somatosensory cortex/parietal region.  

 Slow Cortical Potential (SCP) are regular changes in the membrane potentials of the cortical 

dendrites that last from 300 ms to several seconds from the stimulus presentation. These are 

commonly observed in the motor cortex.  

 Steady State Visually Evoked Potentials (SSVEPs) are natural responses to visual stimuli at 

specific frequencies. SSVEPs provide a means to characterize preferred frequencies of 

neocortical dynamic processes. These are generally observed in the occipital cortex upon visual 

stimuli presentation.  

 ERD/S refers to the relative decrease/increase in the EEG signal power in a certain frequency 

range during dynamic cognitive processes upon excitation with stimuli. For example Alpha-band 
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ERD/S is commonly observed in the somatosensory cortex in responses to tactile stimulations. 

Motor imagery tasks produce ERD/S in the motor cortex. 

 

5.4. Cognitive Context Combining EEG & EOG: 

In the first stage of experiments, EEG and EOG signals are separately subjected to signal processing 

algorithms to extract discriminating features between the signals for four different cognitive activities, 

namely, reading, solving a word puzzle, web browsing and relaxing. Support Vector Machine (SVM) 

[13], is implemented to classify the feature spaces.  

In the second phase, feature level fusion of the features from EEG signals and those from EOG 

signals is done that produces overall higher recognition accuracy. Decision level fusion is implemented 

on the classification outputs of several separately implemented classifiers to provide a joint decision that 

also tend to provide better recognition accuracy than the two bio-modalities separately. The main 

contributions of the work amount to the study of individual performances of EEG and EOG in cognitive 

activity recognition, evaluating the best signal features common to both modalities for discriminating 

between cognitive activities, development of a hierarchical coupled one-vs.-all (OVA) and one-vs.-one 

(OVO) classification scheme to tackle multiclass problem with SVM and implementing feature and 

decision level fusion on EEG and EOG data to produce a bimodal 

cognitive activity recognition system. 

5.4.1 Experimental Design and Data Analysis  

The materials for EEG and EOG acquisition, experimental paradigm and the methods for signal 

processing and classification follow in this section. 

5.4.1.1 EEG Acquisition and Pre-processing 

For EEG acquisition selection of the electrode positions and the frequency band are important 

considerations. EEG is acquired using a 14-channel Emotiv Headset [14] at a sampling rate of 128Hz 

with the electrodes placed according to the 10/20 international system [15] of electrode placement as 

shown in Figure 5.2. The experiments concern detection of brain responses to cognitive activities in the 

presence of visual stimulus such as reading a piece of text or solving a word search puzzle. Such stimuli 

are supposed to activate the prefrontal, frontal, parietal and occipital regions to a greater extent [15-18] 

and hence signals from these regions are acquired through electrodes AF3, AF4, F3, F4, F7, F8, P7, P8, 

O1 and O2.  
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Fig 5.2.  Electrode Placement for EEG Acquisition showing the selected electrodes in green, Ref1 and 

Ref2 are used as reference electrodes 

Pre-processing of EEG signals involve frequency domain filtering and spatial filtering. The normal 

EEG bandwidth ranges between 0.5-70 Hz and is made up of the delta (0.5-4Hz), theta (4-8Hz), alpha (8-

13Hz), beta (13-30Hz) and gamma (above 30 Hz) bands [15, 18]. It is experimentally found that the 

significant changes in the EEG spectrum for decoding the four activities never surpass to 1-30 Hz, hence 

we have considered EEG signals in the delta, theta, alpha and beta bands mainly for our work. To extract 

the EEG signals in the desired frequency range, the acquired EEG is filtered using an Elliptical Band pass 

filter of order 6 with 1dB passband ripple and 50 dB stopband ripple and bandwidth 1-30Hz. An elliptical 

filter is used because of its steeper roll-off characteristics and equiripple behavior in the passband and the 

stopband as compared to the other standard filters of the same order. 

Common average referencing has been performed on the acquired EEG signals for spatial filtering to 

remove the effect of interference between the signals of adjacent channels [16]. In this technique, for each 

EEG channel, all the channels equally weighted are subtracted to eliminate the commonality of that 

channel with the rest and preserve its specific temporal features. 

5.4.1.2 Experimental Paradigm 

Experiments are conducted on 6 healthy subjects, 3 male and 3 female, in the age group 25±5 years with 

their consent. The subjects are instructed to comfortably sit on a chair while the stimulus is presented on a 

screen using a projector. Four cognitive activities are considered in this work, that include reading a piece 

of English text, playing a word-search game that consists of searching for English words from a word 

maze, browsing the internet and relaxing with closed eyes. In the first three cases the necessary stimulus 

is presented while in the last case the subject is instructed to sit and relax with closed eyes. The time 

frame for the presentation of the stimulus follows the pattern shown in Figure 5.3.  

 

Fig 5.3. Time frame of stimulus presentation for data acquisition 

Relaxation RelaxationStopStart Stimulus

Beep Sound

Duration (seconds)

Beep Sound

Audio 

Command

30 2 2

Audio 

Command

60 30
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For each subject and each day of experiment, initially 30s of relaxation is used to bring the EEG and 

EOG to the baseline conditions. This is followed by the presentation of the stimulus for 60s during which 

EEG and EOG are simultaneously acquired using the acquisition techniques mentioned before. Each 

stimulus is followed by a 30s relaxation period preceding the next stimulus. 

 

Fig 5.4. Experimental Setup showing a subject with Emotiv headset [14] and EOG electrodes (clearly in 

the inset) while she concentrates on the word search game and samples of acquired EEG signals (right) 

and EOG signals (left) 

 

This procedure is carried out for 5 days of experimentation on each subject, to include the possible 

variations in the bio-modalities over different days. The set up of experimentation is shown in Figure 5.4 

along with instances of acquired EEG and EOG signals. 

5.4.1.3 Feature Extraction 

A number of well known standard bio-signal based features exist in literature, like Autoregressive and 

Adaptive Autoregressive Parameters [16, 19], Power Spectral Density or Band power estimates [17], 

Hjorth Parameters [20], Hurst Exponents [20], Wavelet features [21-22] to mention a few. In the present 

work, experiments conducted with several such features on both pre-processed EEG and EOG signals 

show that maximum discrimination between the classes of cognitive activities from each of the bio-

modalities is obtained either using Band Power Estimate or Wavelet decomposition based features. 

5.4.1.3.1 Band Power Estimate 

It is experimentally found that both EEG and EOG signals in response to different cognitive activities 

correspond to different amounts of signal power at different frequencies. Power Spectral Density (PSD) 

[23] of a wide sense stationary signal is the Fourier transform of its autocorrelation function,  given by R(l) 

for a discrete time signal x(n) according to (5.1). The Discrete Fourier Transform of R(l) of length L that 

gives the PSD estimate is given by (5.2). 

Emotiv 
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Electrodes
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( ) ( ) ( )
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R l x n x n l  (5.1) 
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S k R l e  (5.2) 

Both EEG as well as EOG signals are non-stationary in nature, thus for such time varying signals, the 

complete time series should be divided into segments to determine its PSD. In the present work PSD has 

been evaluated using Welch Method [23-24] that splits the input signal into overlapping segments, 

computes the periodograms of the overlapping segments from their Fourier Transforms, and averages the 

resulting periodograms to produce the power spectral density estimate.  

Band Power Estimate (BPE) is an evaluation of the power content computed from PSD at different 

frequency bands. In the present work, PSD is computed using Welch Method with a Hamming window 

and with 50% overlap between the signal segments. After noting the most significant frequencies of 

activation, both EEG and EOG signals are found to be actively differentiable between different cognitive 

tasks in the range below 15Hz. Hence for both the signals BPE is evaluated using the signal power 

content at the 15 integer frequency points between 1-15 Hz. 

5.4.1.3.2 Wavelet Decomposition 

Though Fourier transform can efficiently represent a signal in the frequency domain, it fails to provide the 

variation in the frequency content of the signal with time. The loss of temporal frequency related 

information in not acceptable, especially in case of non-stationary signals such as EEG and EOG. In such 

signals, the variation in the frequency content with time is one of the most important information to be 

captured. Wavelet transform provides both frequency and time-domain information at multiple 

resolutions [21, 25] and is hence a suitable technique to represent the non-stationary signals. It evaluates 

the transient behaviour of a signal by convoluting it with a localized wave called wavelet. In Discrete 

Wavelet Transform (DWT) the signals are passed through high and low pass filters in several stages. In 

every stage the signal is passed through a high pass filter h [.] and a low pass filter g [.] which are related 

to each other and are known as the quadrature mirror filters. At the i
th
 stage, each filter output is down 

sampled by two to produce the approximate (Ai) coefficient (from the low pass filter) and the detail 

coefficient (Di) (from the high pass filter). Accordingly for an input signal x[n], the downsampled outputs 

from the low pass and high pass filters will be given by (5.3) and (5.4) respectively yielding the 

Approximation and Detail Coefficients. 

[ ] [ ] [2 ]low

k

y n x k h n k  (5.3) 

[ ] [ ] [2 ]high

k

y n x k g n k  (5.4) 

The approximation coefficient is then decomposed again, the process is repeated to get the 

approximate and detail coefficients of the subsequent stages. After trials with different mother wavelets, 

in the present work, Daubechies order 4 mother wavelet (for EEG)/Haar mother wavelet (for EOG) and 

the third (for EEG as well as EOG) level approximate coefficients of discrete wavelet transform have 
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been used as features. The choice of the mother wavelets has been done on the basis of literature [21] 

guided experimental trials. The choice of the level of decomposition is guided by the availability of the 

maximum of the desired frequency range as shown in Figure 5.5, where Ai and Di denote the 

approximation and detail coefficients at the i
th
 level. 

 

Fig 5.5.  Signal Decomposition showing the significant levels for EEG/EOG to match the desired 

frequency range 

5.4.1.4 Classification 

Classification is carried out using Support Vector Machine (SVM) classifier [13]. SVM is inherently 

capable of binary classification only. In this work four classes of activities can be recognized by 

performing the one-vs.-all classification (OVA) as well as one-vs.-all (OVO) classifications using SVM 

among each of the four different classes. However, in a practical scenario, such mechanisms of 

classification is not justifiable, therefore we develop a hierarchical coupled OVA-OVO scheme of 

multiclass classification with SVM (HCM-SVM). In the training phase, four SVM classifiers are trained 

to recognize the respective OVA classifications with one class as the positive class and all others forming 

the negative class. Another 
4
C2=6 OVO classifiers are trained to discriminate between each pair of 

activity. In the testing phase, the scheme illustrated in Figure 5 is followed where for the i
th
 class i denotes 

classification in that class and i  denotes the classification into the other class than i. The test feature 

vector is first classified by each of the four OVA classifiers.  

In the all correct case it will be classified to belong to one of the classes by a particular OVA 

classifier and for the rest of the OVA classifiers it will be classified to their respective negative classes. In 

case it is classified to belong to a positive class by more than one OVA classifier, it is sent over to the 

next stage consisting of OVO classifiers, where it is classified by those OVO classifiers which correspond 

to all the classes that the feature vector is classified to belong in the first stage. The outcome of the second 

stage is decided by majority voting on the OVO classifier outputs and ties are broken randomly. In case 

when the feature vector is classified into all negative classes in the first stage then the classification 

outcome is decided solely by the OVO classifiers in the second stage. This scheme helps to overcome the 

binary limitation while requiring the optimum time for classification and proceeds to subsequent levels 

only in case of conflicts in decision. Classification is performed by Linear as well as Radial Basis 
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Function Kernel SVM (RBF-SVM) and the latter shows overall better results, mainly because of the non-

linearly separable nature of the signal features. 

5.4.2 Information Fusion  

For enhanced recognition performance, bimodal cognitive activity recognition is investigated with feature 

level and decision level fusion [26-27] in classification of EEG and EOG signals. The architectures for 

such information fusion are illustrated in Figure 5.6. In feature level fusion the filtered EEG and EOG for 

each class of activity are subjected to feature extraction separately and the features in feature space are 

normalized following a predetermined rule and concatenated. Classification is carried out on this combined 

feature space to produce the joint decision. In decision level fusion the decisions of the classification of the 

EEG and EOG feature spaces for different sets of features are combined to produce a joint decision.  

 

Fig 5.6. Schemes of information fusion for Bimodal Activity Recognition (a) Feature Level Fusion and 

(b) Decision Level Fusion, where F denotes the total number of feature sets considered 

The combination of decision is based on majority voting. However in case of a conflict, the decision is 

based on a weighted voting scheme. The weight is decided by the individual classification accuracy of the 

modality-feature set pair in conflict i.e. suppose that EEG-BPE and EOG-BPE produce classification 

output as activity 1 while EEG-Wavelet and EOG-Wavelet produce classification output as activity 2 then 

decision is given in favour of activity 1 if the average individual classification performances of EEG-BPE 

and EOG-BPE surpass that of EEG-Wavelet and EOG-Wavelet and vice versa. 
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   (5.5) 

Information fusion is presented as a study to investigate how well the joint effects of multiple sources 

of information contribute to the recognition performance. This study can facilitate further analysis on 
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multi-sensor wearable device based applications for cognitive context recognition from bio-modalities for 

enhanced recognition performance. 

5.4.3 Performance Analysis 

 
5.4.3.1 Data Processing 

For each class of activity for both EEG and EOG from the 5 days of experimentations are used for 

creating the feature spaces. For either type of the bio-signals, 5s of data correspond to a single instance for 

data analysis. Therefore for a single day 12 such instances are available and over 5 days 60 instances are 

available from each subject. Feature extraction is done over these 60 instances of each class of data for 

either bio-signal. For creating either of the feature sets from EEG/EOG data, for each of the acquired 

channel (from the 10 channels for EEG and 2 channels for EOG) of data, the feature space is created. 

Then the features of all the channels are concatenated together. The available feature space is cross 

validated prior to each classification by 5-fold cross validation to determine the training and testing 

instances.  
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(b) 

Fig 5.7. Feature vector showing dimension of each feature (a) for EEG Signals and (b) for EOG Signals 

 

Signal powers at the integer frequencies from 1 to 15Hz were used as features for each type of signal. 

Therefore the feature size is 15×10=150 for EEG (EEG: 10 channels) and 15×2=30 for EOG (EOG: 2 

channels). For both the signals a 5 second window comprises 128 (sampling frequency) × 5 (seconds) 

=640 data points. The wavelet transform on each instance is computed upon these 640 data points. For 

EOG, level 3 Haar based transform results in 80 approximate coefficients for each channel hence the 

feature vector is 80×2=160. For EEG, level 3 Daubechies order 4 wavelet based transform results in 86 

approximate coefficients for each channel hence the feature vector is 86×10=860. Hence for EOG the 

total feature vector is of dimensions (30+160) =190 and that for EEG is (150+860)=1010. The feature 

vector is illustrated in Figure 5.7. 

All analysis has been carried out in a MATLAB R2012b environment running on an Intel core i3 

processor with Windows 7 64 bit operating system. 
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Figure 5.8 (a) and (b) illustrate the changes in the EEG power spectrum of F3 and F4 electrodes with 

different cognitive tasks for some instances of a particular subject’s data. A pair of tasks is shown 

together instead of all to maintain clarity in the plots. Similarly, Figure 5.8 (c) and (d) illustrate the 

changes in the EOG power spectrum for the horizontal and the vertical channels with different two 

different cognitive tasks. It is observed that in each case the major variations in power content between 

the two classes of activities do not exceed 15 Hz. Also the variations in power content of the signals for 

two different classes of activities are quite distinctly different, thereby making this a suitable feature to be 

used. 

      

(a)        (b) 

 

(c)        (d) 

Fig 5.8. Variation in EEG power spectrum for EEG data from two electrodes (a) F3 and (b) F4 for a 

particular subject showing two tasks Reading (blue) and Relaxing (Red) in each graph and Variation 

in EOG power spectrum for data from two channels (c) horizontal and (d) vertical for a particular 

subject showing two tasks Reading (blue) and Relaxing (Red) in each graph 

5.4.3.2 Performance Metrics 

The classification results are tabulated in the form of a N×N confusion matrix [16] CM for an N class (in 

our case N=4) problem. The classification accuracy (CA) of each class Ci is computed from (5.6), CM(i,j) 

denotes the number of samples of class Ci that are classified as class Cj. 

( , )
( )  

( , )
i

j

CM i i
CA C

CM i j
          (5.6) 
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Two other commonly used metrics that can be easily derived from the confusion matrix are precision 

and recall [9]. These are usually applicable in a two-class problem.  In the present context, an N×N 

confusion matrix is available from which for each class a binary confusion matrix is created as shown in 

Figure 5.9. Then precision and recall for each class is computed and the average precision (AP) and recall 

(AR) is computed for all classes. The F1 score of classification is then computed using (5.7). 

1 2
AR AP

F
AR AP

          (5.7) 

 

Fig 5.9. Estimating a binary confusion matrix for class 1 from the multiclass confusion matrix for 

evaluating precision and recall, TP, FN, FP and TN denote the true positive, false negative, false positive 

and true negative samples 

5.4.4 Results 

The results of classification are tabulated in Table 5.6 separately for EEG and EOG. These results are 

shown for an average performance with each of the feature spaces (BPE and Wavelet Coefficients) 

separately for each subject. CA denotes the average classification accuracy over all the four classes while 

F1 denotes the F1 score calculated from the average precision and recall over all classes. The table 

provides the values of the performance metrics over each subject along with the mean and the standard 

deviations over all the subjects. 
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Table 5.6 

Individual Performances of EEG and EOG classifications 

Subject 

ID 

EEG Results EOG Results 

CA F1 CA F1 

S1 0.8250 0.8372 0.6250 0.5714 

S2 0.7750 0.7568 0.7500 0.7368 

S3 0.8000 0.8095 0.7250 0.7442 

S4 0.7750 0.7805 0.6750 0.6486 

S5 0.8250 0.8205 0.6500 0.6500 

S6 0.7500 0.7500 0.7750 0.7805 

Mean 0.7917 0.7924 0.7000 0.6886 

SD* 0.0303 0.0355 0.0529 0.0783 

.[*Standard Deviation] 

 

The results of classification after information fusion are illustrated in Table 5.7.  For feature level 

fusion results are shown for an average performance with each of the feature spaces (BPE and Wavelet 

Coefficients) separately for each subject. Decision level fusion reports the results with majority voting 

over classifications with the four feature sets: EEG-BPE, EEG-Wavelet, EOG-BPE and EOG-Wavelet. In 

a 4-0 or 3-1 voting, the scheme has no conflicts; however majority voting fails when a 2-2 vote occurs. In 

that case the result of that feature set is given predominance which individually gives the better results, as 

mentioned previously. 

Table 5.7 

Performances of Information fusion from EEG and EOG 

Subject ID 
Feature Level Decision Level 

CA F1 CA F1 

S1 0.8750 0.8718 0.8650 0.8250 

S2 0.7500 0.7826 0.8440 0.8350 

S3 0.8000 0.8000 0.7850 0.8150 

S4 0.8250 0.8372 0.8050 0.8450 

S5 0.8250 0.8205 0.8580 0.8670 

S6 0.8550 0.8105 0.7950 0.7550 

Mean 0.8217 0.8204 0.8253 0.8237 

SD* 0.0438 0.0312 0.0345 0.0381 

[*Standard Deviation] 

5.4.5 Discussion 

From Table 5.6 it is observed that for EEG classification, the values of classification accuracy and F1 

score are always above 0.75 for all subjects. The mean values of classification accuracy and F1 score in 
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this case are 0.7917 and 0.7924 respectively. The discriminating capability of EOG signals is somewhat 

lower in comparison, as from Table 5.6 it is observed that the mean values of classification accuracy and 

F1 score for EOG classification are 0.7000 and 0.6886 respectively. However in both the cases the 

standard deviation of the performance metrics over different subjects is lower than 0.1, indicating that 

inter subject variation regarding this scheme is not significant, and hence a subject invariant recognition 

platform can be proposed. Table 5.7 presents the performance metrics after information fusion from the 

two sources, EEG and EOG. The average values show that both feature level fusion and decision level 

fusion show significantly enhanced performance when compared with individual performances as 

observed in Table 5.6. The maximum values of classification accuracy and F1 score reach 0.8253 and 

0.8237 respectively for decision level fusion, over all subjects. The standard deviation values of the 

performance metrics over different subjects is lower than 0.05 for each case of information fusion. 

In an attempt to validate the justification of the use of the proposed HCM-SVM classifier, 

comparisons are made with standard pattern classifiers such as k-NN (k= 2 to 8) with Euclidean Distance 

as the similarity measure, Artificial Neural Network (ANN) with back propagation learning based on 

gradient descent search with 10 neurons in the hidden layer as well as a linear discriminant analysis 

(LDA) classifier [20]. The results are tabulated in Table 5.8 show that the proposed technique provides 

the most promising results in the present context.  

Table 5.8 

Comparison of CAs different classifiers 

Subject 

ID 

EEG Results EOG Results 

HCM-

SVM 

k-NN 

(average 

results for 

k=2 to 8) 

LDA ANN HCM-SVM 

k-NN 

(average 

results for 

k=2 to 8) 

LDA ANN 

S1 0.8250 0.7890 0.7140 0.6825 0.6250 0.6520 0.6035 0.5810 

S2 0.7750 0.7500 0.7200 0.7750 0.7500 0.6880 0.7115 0.5875 

S3 0.8000 0.7800 0.6555 0.7380 0.7250 0.7020 0.7280 0.7120 

S4 0.7750 0.7245 0.8470 0.8125 0.6750 0.6100 0.6550 0.6125 

S5 0.8250 0.8020 0.8625 0.6620 0.6500 0.6225 0.5715 0.5800 

S6 0.7500 0.7810 0.7400 0.7175 0.7750 0.7125 0.6525 0.6830 

Mean 0.7917 0.7711 0.7565 0.7312 0.7000 0.6645 0.6536 0.6260 

 

There have been various previous works that show that cognitive activities can indeed be recognized 

from EEG signals as well as EOG signals. The use of EEG for decoding mental activities has been 

noticed in literature [19, 24, 27]. A fuzzy clustering approach to discriminate between EEG responses to 

different levels of cognitive loads [19] has been presented by C Vidaurre et. al. (2009). The use of EOG in 

decoding context related information from eye movements have been presented in a research paper [1] 

that particularly focus on how activities can be recognized by tracking eye movements, also including 

reading and visual memory related applications. A. Bulling et. al. (2011) reported the decoding of five 

types of activities including copying a text, reading a printed paper, taking handwritten notes, watching a 
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video, and browsing the Web, from 90 EOG features derived using saccade, fixation and blink 

characteristics that lead to recall and precision rates of the order of 70% [3].  In another work published 

by A. Bulling et. al. (2008), the authors have presented the decoding of reading activities during sitting, 

standing, walking etc from EOG signals through string matching as well as using Hidden Markov Models 

achieving 80.2% recognition rate [4]. However, the goal of the present paper is to build a common-

features based platform for decoding some basic activities from both EEG and EOG as well as extending 

the work towards a multi-sensor activity recognition platform. 

5.5 Summary 

This chapter illustrates that while EEG and EOG data can individually distinguish between four classes of 

cognitive activities, an enhanced recognition performance is noticed upon information fusion. Thus a 

simple and efficient bimodal cognitive activity recognition platform using brain responses and eye 

movement information has been proposed. 

The present work has successfully illustrated that EEG and EOG data with the same set of features 

(Band Power estimates and Wavelet Coefficients) can individually distinguish between four classes of 

cognitive activities, and an enhanced recognition performance is noticed upon information fusion. It is 

found that indeed feature level and decision level fusion tend to produce slightly better results in 

recognition of the activities than the individual modalities alone. This finding can facilitate the 

development of multi-sensor based bio-modality analysis for improvement of cognitive context aware 

systems. Thus a simple and efficient bimodal cognitive activity recognition platform using brain 

responses and eye movement information has been proposed, achieving sufficiently high recognition 

accuracy in the order of 80%.  

However, the present system has been implemented for recognition of a very limited number of 

activities and the proposed approach is entirely offline. Such a platform can be extended further for 

recognition of a larger number of activities or complicated activities in future. This would probably 

require better signal processing and classification algorithms. Also we intend to implement the entire 

system in real time in future. Such an integrated system can be implemented to transfer real time 

information regarding a person’s context from body worn bio-sensors to remote locations for various 

applications. 
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6.1. Conclusions 

With technological growth, concept of touch and multi-touch screens have arisen which changed the 

smart phone industry dramatically. Hence it opened up the dimension for new reliable input modalities 

that have the potential to lead to significant advancement in technology. As a result, a significant amount 

of research energy has been put into creating input modalities that allow for more natural interaction with 

users. One such category of input modalities that is becoming more relevant is those that make use of the 

human eye. Similarly, innovative human-computer interaction paradigms with minimum motor control 

provide realistic interactions and have potential to be used in assistive technologies. Among the human 

modalities, the eyes are one of area with minimum motor requirements. Most of the existing assistive 

technologies based on tracking the eyes are intrusive, limited to the laboratory environment and restrictive 

or are not accurate enough for real-life applications. Moreover, vision being human’s primary sense to 

obtain and perceive information about the surrounding world, movements of the eyes provides acts as a 

rich source of information about human beings. 

In this project, basically the efficacy of electrooculography for real life problems is investigated. In 

addition to analyzing the real time classification of directional eye movements and implementing them to 

control supportive systems, this thesis tries to explore the potential uses of EOG within the realm of 

Human Computer Interaction in rehabilitation. 

Chapter 1 briefly overviews the human computer interactive systems as rehabilitation aids that 

involves electrooculogram. In this chapter, an outline is given of the major research works already done in 

the field of electrooculographic interfaces. This chapter also addresses the objective and undertaken 

approach of the performed experimental work presented in this thesis. 

The primary work for the accomplishment of this thesis is discussed in chapter 2. Design and 

development of an acquisition circuit for EOG and identification directional eye movements is the main 

objective of the work discussed in this chapter. A two channel circuit is designed to collect both 

horizontal and vertical eye movement data. In the preliminary stage, EOG signal is picked up by placing 

Ag-AgCl disposable surface electrodes around the eye socket region. Later, a wearable EOG glass is 

implemented with stainless steel electrodes. In second phase of this chapter, classification of right, left, 

up, down eye movement and blink from the recorded EOG signal is done by implementing various soft 

computing algorithms. 

Eye Movements are a great source of information about a person. Physiological signals provide 

measurements about the degree of functionality or degradation of biological organs of the humans and 

other advanced creatures. In chapter 3, research is done to extract the useful details from EOG and 

implement it as assistive tool. This chapter is divided into five sections. In first section, assistance 

schemes are proposed to follow progress of autistic children by analyzing their eye tracking data. The 

second scheme of reading speed evaluation is proposed by studying EOG data for providing assistance to 

reading disabled children. The performance of this novel proposal is validated by the assessment of three 

children having specific learning disorder. In third section, strategy as precautionary measure for 

computer vision syndrome is presented based on blink detection. A simple approach to detect the 

possibility of eye dystonia is suggested in fourth section. The last part of this chapter gives a layout of 

electrooculogram based mental fatigue detection method. 
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In Chapter 4, Electrooculogram based Control strategies are presented for eye movement directed 

Assistive Devices. Work discussed in this chapter aims to classify the eye movements of right, left, up, 

down directions along with blink and utilize them to control human computer interactive systems solving 

different purposes in rehabilitation. The chapter proposes three novel approaches towards EOG-driven 

rehabilitative aids with can lead to intelligent homes environment. A multitasking graphical user interface 

(GUI), designed by controlling the position of a computer cursor using eye movements, is the first 

proposal given in this chapter. Each and every icon of the GUI can be accessed online by just selecting 

them and thus the particular function can be performed.  The Second proposal is a scheme to recognize 

the pattered eye movements of some known digits, letters and shapes and those are generated on the 

computer screen. The last and third approach describes how the directional movements of a motorized 

wheelchair, i.e., forward, backward, right, left in a particular speed and start-stop operation are controlled 

in real time by EOG with predefined eye commands. 

in chapter 5, research work has been done to recognise a person’s cognitive context from EOG based 

eye movement data and also in combining eye movement information with brain activity from EEG 

signal. This chapter accounts for the combination of information from brain signals using EEG and eye 

movements using EOG for cognitive context recognition. It introduces multimodal data analysis using 

EEG and EOG signals as sources of cognitive context recognition information. It illustrates the 

architectures of feature and decision level fusion for constructing a bimodal cognitive context recognition 

platform. 

The work presented in this thesis, to the best of author’s knowledge, is a distinctive work in the field 

of eye movement analysis and at the same time application in various rehabilitation purposes, be it 

controlling assistive devices or preventing a typical eye disorder or helping the autistic/reading disabled 

with a feedback approach. This work has experimented all the phases of eye movement research and 

developed an interface for assistive devices in real time, one wheelchair for physically challenged and one 

for special kids having specific learning disorder and another for long time computer users for computer 

vision syndrome prevention which is first of their kinds. All of These works can find its application in 

rehabilitation. This work is highly valuable in biomedical engineering domain as it can be implemented 

for providing improved lifestyle and more freedom where the user is unable to move, for a remedial 

method of learning as a helping hand to autistic and dyslexic children, for safety of drivers in long 

journey and also for other human computer interface based control as well as assistive devices. 

 

6.2. Future Prospects 

The works discussed in this thesis have introduced novel a areas of research in the field of HCI as 

well as eye movement analysis. Experiments must be conducted further to extract maximum relevant 

information from eye movements to improve the therapeutic feedback approach by eye movement 

analysis. Studies on employment of eye movement combinations in control mechanism are to be 

performed in future along with directional movement control. Studies related to different attributes of 

movements such as speed, position will be conducted for more accurate and robust control of the assistive 

or prosthetic devices. 
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Further work includes implementation of new algorithms to improve the performance of control 

scheme and/or eye tracking proposal in terms of accuracy and computational time, making it feasible to 

work in real-time scenarios. Moreover, some changes or modification can be made in the design systems 

to make it more reliable and comfortable to use as well as better in aesthetic sense, such as the wearable 

EOG glass can be made more flexible such that it can be adjusted according to face shape or structure. 

The autism proposal must be tested in real life condition with affected children. The wheelchair unit can 

be accompanied with a desktop to combine the use of the multitasking GUI and a robotic arm can also be 

implemented with it which can be controlled with EOG itself or other biopotentials, e.g., EEG, EMG, can 

be incorporated. 

After studying all the characteristics of EOG signal, in future an optimal feature extraction-selection-

classification algorithm can be developed only for EOG for real-time control. Non-invasive bio-potential 

signals or physiological parameters such as electroencephalography (EEG) [1, 2], electromyography 

(EMG) [3-5], galvanic skin resistance (GSR) or any other eye movement tracking method [6] may be 

implemented with the proposed systems to make its functioning more improved as well as to detect or 

prevent or track progress of any disease [7-8] and it may open new directions for application of eye 

movement related information.  

Final aim of this work is to attempt all the proposed schemes and approaches in an embedded 

platform and to provide feasible solutions to real world rehabilitation problems. The schemes would be 

further modified accordingly after studying with concerned specially-abled users. 

 

References 

[1] Slanzi, G., Balazs, J. A., & Velásquez, J. D. (2017). Combining eye tracking, pupil dilation and EEG analysis 

for predicting web users click intention. Information Fusion, 35, 51-57. 

[2] Tagluk, M. E., Sezgin, N., & Akin, M. (2010). Estimation of sleep stages by an artificial neural network 

employing EEG, EMG and EOG. Journal of medical systems, 34(4), 717-725. 

[3] Hashimoto, M., Takahashi, K., & Shimada, M. (2009, July). Wheelchair control using an EOG-and EMG-based 

gesture interface. In Advanced Intelligent Mechatronics, 2009. AIM 2009. IEEE/ASME International 

Conference on (pp. 1212-1217). IEEE. 

[4] Paul, G. M., Cao, F., Torah, R., Yang, K., Beeby, S., & Tudor, J. (2014). A smart textile based facial EMG and 

EOG computer interface. IEEE Sensors Journal, 14(2), 393-400. 

[5] Jang, G., Kim, J., Lee, S., & Choi, Y. (2016). EMG-based continuous control scheme with simple classifier for 

electric-powered wheelchair. IEEE Transactions on Industrial Electronics, 63(6), 3695-3705. 

[6] Van der Geest, J. N., & Frens, M. A. (2002). Recording eye movements with video-oculography and scleral 

search coils: a direct comparison of two methods. Journal of neuroscience methods, 114(2), 185-195. 

[7]  Liaska, A., Petrou, P., Georgakopoulos, C. D., Diamanti, R., Papaconstantinou, D., Kanakis, M. G., & 

Georgalas, I. (2016). β-Thalassemia and ocular implications: a systematic review. BMC ophthalmology, 16(1), 

102. 

[8] Stuart, S., Hickey, A., Galna, B., Lord, S., Rochester, L., & Godfrey, A. (2016). iTrack: instrumented mobile 

electrooculography (EOG) eye-tracking in older adults and Parkinson’s disease. Physiological Measurement, 

38(1), N16. 

 

 

 

 


	1 Title Page
	2 PrePages
	3 Chapter1_Frontpage
	4 Chapter1
	5 Chapter2_Frontpage
	6 Chapter2
	7 Chapter3_Frontpage
	8 Chapter3
	9 Chapter4_Frontpage
	10 Chapter4
	11 Chapter5_Frontpage
	12 Chapter5
	13 Chapter6_Frontpage
	14 Chapter6



