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Chapter 1

INTRODUCTION

Handwriting is the process of drawing a set of artificial graphic marks representing the units of
a specific language, which in general varies from one language to another, on a flat surface like
paper, writing board and Personal Digital Assistants (PDASs), with a marking instrument like
pen, pencil, joystick, finger, etc. The development of handwriting helps in recording the

history, events, culture, literature, law, science, mathematics, and many more.

Before invention of modern printing technologies like printing press, typewriter, etc., people
mainly used pen-and-paper for various types of documentation. Although handwriting
undergoes continuous changes and adapts to cultural and technological advancements, still
widespread acceptance of digital computers seemingly challenges the future of handwriting.
However, in numerous situations, a pen together with a piece of paper or a small notepad is
much more convenient than a keyboard. For example, in general, most of the students in a
classroom still do not take notes on a notebook computer; rather rely on a pen and an exercise

book for writing class notes.

In addition to these, although the technology has advanced today, a large section of the
educated people still prefer age-old pen-and-paper media to keep notes of their activities,
maintain daily accounts of income and expenditure etc. in written form. Most of the doctors
also use pen-and-paper for listing the observations about their patients and prescribing
medicines. Even, almost every activity of the offices and societies in developing countries
involves papers, which are in the form of petition files, application forms, reports, letters etc.
Also, some other sources of the handwritten documents are old manuscripts, personal records,
medical reports and documents from educational institutes or offices, etc. All these facts imply
the presence of huge amount of handwritten documents. It is also expected to see exponential

growth of handwritten documents as the day passes.



Apart from these, penmanship or handwriting is a characteristic of an individual and writing
style varies from person to person. Due to this unique property of individual’s writing,
signature is still considered as one of the significant authentication mark of a person while
security is concerned in places like banking, educational institutes and offices. Individual’s
handwriting is adequately affected due to variations in their state of mind, mood, age, gender,
behavior, place of dwelling, profession etc. These scenarios lead to the generation of research
areas like writer identification [1-2], signature verification [3-5], writer’s demographics
classification [6-7], forensic study [8-9] and behavior analysis [10-12].

Generally, handwritten documents are prepared hastily and are not managed properly after their
creation. The possible reason behind this may be either due to variation in individual’s
management skill and strategy or absence of globally accepted rules and regulations for such
management. As a result, these handwritten documents get degraded as time passes. Even,
searching of some important document(s), required in a rush, becomes almost impossible in
manual mode. Moreover, due to lack of proper concern, some documents get misplaced or lost.
Some confidential information may also be leaked during transcription of confidential

document.

Not only this, the amount of spaces these documents are occupying is increasing with time.
But, the advancement of office automation with the arrival of information technology has
deeply influenced and enhanced the ability to create, store, manipulate, and retrieve electronic
documents. Word processing applications allow creating and editing electronic documents
easily. Also, compression of the documents' electronic representation allows efficient storage
and transmission. For documents, whose entire life cycle is electronic, these tasks are relatively
straightforward, and users have therefore been able to treat these documents as maintainable
and searchable entities. However, for the documents which exist in paper form, especially the
handwritten documents, converting them in an electronic format/ representation is not an easy
task. Such documents need to be scanned to convert them into digital image form, which can

be stored and manipulated by computers.

With the advent of technology, the economic feasibility of maintaining large databases of
document images has increased. This, in turn, created a demand for accessing and manipulating
the information contained within these images in an efficient way. The requirement may be
fulfilled if the documents are kept in digital form or in image form with adequate indexing so

that searching and managing the documents become easier.



The above discussion suggests that there is a demand for a system which, at least, can
reasonably manage these ever increasing handwritten documents coming from different
sources, and stored in image format for later use. For example, museum archives contain old
fragile documents having scientific or historical or artistic value. Development of such a system
is only possible when the textual content of these document images could be automatically

analyzed as well as classified according to the context and indexed with proper keyword based

tagging.

Unfortunately, analysis of textual content in these document images is not an easy task to
accomplish. It is mainly because the size of a collection is often substantial and the current
handwritten Optical Character Recognition (OCR) system works poorly with such a large
lexicon size [13-14]. Considering these facts, here, during this thesis work an alternative
attempt is made for classifying handwritten documents. This attempt skips the conversion of

documents into machine encoded forms which is the main objective any OCR based system.

In a nutshell, the work presented in this thesis is mainly targeted at handwritten documents
written in Bangla script. Here, Bangla script is chosen for various reason: firstly for its richness
and secondly for its character shape complexity over Roman script. Thirdly the works available
in the literature on analysis of textual contents in handwritten Bangla documents are not
significant enough. Fourthly Bangla is an important language of eastern and north eastern India
[15]. It is the second most popular language in India [16] and the seventh most popular
language in the world [17]. Finally, most of techniques that are devised for Bangla script can
be easily extended for other Matra based scripts like Devanagari, Syloti, Gurumukhi with

required variations.

1.1 Bangla Script: An Overview

Bangla language is mostly used in the eastern and north eastern India and Bangladesh. Also, a
substantial number of immigrant communities in the countries like Nepal, Singapore, United
Kingdom, the United States [18] use Bangla language. It is also national language of
Bangladesh. With more than 300 million native speaker of Bangla (around 262 million in
Bangladesh [19] and 97 million in India [16]), it is the 7!" most popular language in world [17,
20]. In addition to this, out of 22 constitution recognized regional languages [16] in India,

Bangla is the second most used language, after Hindi written in Devanagari script.



Eastern Nagari script, which is the 5" most widely used writing system in the world [21], is
composed of scripts like Bangla, Assamese and Purbi. The usage of Eastern Nagari script is
associated with the two main languages viz., Bengali and Assamese. In addition to these, many
other languages such as Manipuri, Bodo, Karbi, Maithili and Angika etc. are also found to be
written in this script in the past. Modern Sylheti is often written using this script as well.
Bengali alphabet is mostly used in these scripts. Hence, considering the said findings, it can be

concluded that Bangla is rich as a language as well as a script.

Apart from these, Bangla script (in Bangla “31safeif* (Banlalipi)) [22] has a complex set of
characters, which is used for writing and representing basic set of speech sounds of Bangla
language. Depending on the nature of formation and usage, the graphemes that has been used
in Bangla script can be divided into 5 categories viz., a) fundamental letters, b) numerals, c)
modifiers, d) compound characters, e) diacritical and punctuation marks. All these symbols
taken together form Bangla alphabet set which is termed as “JI$eTRYNEAT” (Banlabarnamala) in

Bangla.

1.1.1 Basic Characters

The Bangla alphabet contains 50 basic characters that are also used in constructing the
compound characters and modifiers in the script. Basic characters are also of two types namely,
vowel and consonant, that are called as “FI3°” (swordbornd) and “I&=3f” (Byafijanabarna)
respectively in Bangla language. The total number of vowels and consonants in Bangla script
are 11 and 39 respectively that have been shown in Fig. 1.1 and Fig. 1.2.

Printed Sample ol Nl = B S ©

7| |2 | 2
(
Handwritten Sample O | O ’é ‘% % @
= N\
English Pronunciation a a 1 i u 0
Printed Sample Al 4 g 3 3
. C C "_”
Handwritten Sample - \ oY %
I %JI ‘/\ v @
English Pronunciation r 5 ai 0 au

Fig. 1.1 Vowels is Bangla alphabet, both in printed and handwritten forms,
with their English pronunciation



1.1.2 Numerals

Bangla script has 10 numerical digits (graphemes indicating the numbers from 0 to 9) [23]. The
numeral set is shown in Fig. 1.3 along with their handwritten and printed samples. Numbers

larger than 9 are written in Bangla using a positional base 10 numeral system (the decimal

system).
Printed Sample 3 K] q T ]
Handwritten Sample | =75 | ¢ | C | 2] \"-Ejj
English Pronunciation | Ka | kha | ga | gha | na
Printed Sample 5 g G | Al | 4B
. - = [T — ;

Handwritten Sample D J | =
English Pronunciation | ca | cha | ja | jtha | fia
Printed Sample G| 3 | S| 6|9
Handwritten Sample '|-.~. < 1;') y [’ ﬁl.'_'
English Pronunciation | ta tha | daa | dha
Printed Sample W & W g gl
Handwnitten Sample :3._ E;l,.'_ § h = _5_-r
English Pronunciation | ta tha | da | dha | na
Printed Sample 1 F q =] o
Handwritten Sample 1\[ - "Z]S ;-:;: S Al
English Pronunciation | pa | pha | ba | bha | ma
Printed Sample q q Gl * q
Handwritten Sample :-3 — ~

| we |2 | ||| A
English Pronunciation | va 1a la ga 5a
Printed Sample A = =] b El

) —r | ~ 1 e | ™ T
Handwnitten Sample | “w f_-';% & 4 /r:}-.
J d
English Pronunciation | sa ha 1a tha | va
Printed Sample g ot o3 -
- o

Handwritten Sample o o x_c'_,,
English Pronunciation | t m h m

Fig. 1.2 Consonants in Bangla alphabet, both in printed and handwritten
forms, with their English pronunciation



1.1.3 Modifiers

A vowel/consonant following a consonant takes a special shape without affecting the shape of
the former consonant. These shapes are called modifiers. A total 13 modifiers are there in
Bangla script out of which 10 are vowel modifiers and 3 are consonant modifiers. The vowel
modifiers are read as vowel letter — “13” (Kara), e.g., “S0-B1K” (A-kara (oT)) and “B-F1” (I-
kara (f3)), “%-3)” (I-kara (1)), whereas the consonant modifiers are read as “3-%ar” (Ra-
phala), “I-F«1" (Ya-phala) and “(d%” (R€épha). These two categories of modifiers are shown
in Fig. 1.4(a-b).

Printed English | () 1 D 3 4 5 6 7 8| 9
Samples in Bangla | o S 3 ® 3 ¢ Y N
Handwritten Samples o) \ \ | J— <
mn Bangla O b ‘2 7 %5 @ D q J |V

Fig. 1.3 Bangla numerals along with the corresponding symbols used in
English

1.1.4 Compound Characters

Compound characters, in Bangla, that are read as “J&T1" (Yuktaksara), are complex shaped
characters which consist of more than one consonant, occasionally followed by a vowel, and
pronounced simultaneously. According to the work, described in [23], nearly 334 compound
characters are found in Bangla script. A few examples of such characters are shown in Fig. 1.5,
which also include the appearance sequence of the characters that construct the corresponding

compound character.

1.1.5 Diacritical and Punctuation Marks

The grapheme ‘73’, read as “X¥®” (Hasanta) in Bangla language, appears beneath a basic letter,
e.g., I, ‘¢, ‘“Pand ‘Y, and presence of which indicates a difference in pronunciation from
the same letter when remains unmarked. The usage of Hasanta in Bangla words is shown in
Fig. 1.4(b). In addition, Bangla punctuation marks, except ‘I’ which is called as “WIG” (Dari)
and is equivalent to a full stop in English language, are same as western scripts in terms of

usage and shape.



Printed Sample T r

Handwritten Sample ’T 1 ] X _ C\

English Pronunciation a 1 1 u It
With Consonant ‘%

Printed Sample [ ﬁi a?l

English Pronunciation | Ka Ki Ki Ku

__ 2 | 2

Handwritten Sample | <FT ﬂ:dg =B 'ﬁ? ’g
Ku

1

Printed Sample o (= [ ()|

Handwritten Sample <\ Z . g |

English Pronunciation R 5 a1 0 Au
With Consonant ‘F

Printed Sample P < < & | @

Handwritten Sample Z/j 'gZ]S f,as ?@T T"ﬁ
English Pronunciation | Kr Ke Kai Ko | Kau

(a) Vowel modifier

Consonant : With Consonant %’
Modifier / English _ _
oditier Pronunciation | Printed | Handwritten
Diacritic Sample Sample
Consonant Modifier
-3 Ra-phala A \jfj
P Ya-phala il (?\rg
s
(TP Répha f ol
Diacritic
fﬁr-—_
RIS Hasanta A . -\

(b) Constant modifiers and diacritic

Fig. 1.4 Showing Bangla modifiers and diacritic symbols when appeared
with consonant

1.1.6 Bangla Words

Characters as well as words in Bangla script are written from left to right and the concept of

case sensitivity, i.e., upper or lower case, is missing. In addition, Bangla script has a unique
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characteristics, known as Matra or head line (in Bengali “Xr&r (Matra)), which isolates it from
other Bramhic script like Odia, Gujarati, Telugu etc. [22]. Matra is a small horizontal line, not
exceeding the maximum width of a character in length, which passes through the top portions
of the characters. In a word, the Matras of consecutive characters are joined together to form a
common Matra of the word. Also, certain characters or modifiers or diacritics have an
elongated portion crossing over their Matra, which are known as ascendant, or appear below
the base line of a characters, which are called descendants. The ascendant(s), descendant (s),
common Matra and modifier(s) of a Bangla word image are illustrated in Fig. 1.6.

Printed Version of
Consonant English Handwritten
Compound - :
- Pronunciation Sample
Character
Consonant
P+ H Ksa ~
T+ 5 i7a i
- l!_’x
T+ [} fta %o
P+ s kta : r{% 0
P+ F kla Ij,;“‘f'
F+Y 3 ksa NG
B+ & fija a?,
T+5 S nda .
3 +5 E fta _i;
_£ | -
q+4 = mama = 4
+4 A lala ' r;\j
G+A+F g jjhba ' _rr.hﬁ

Fig. 1.5 Some of the Bangla compound characters. It also includes English
pronunciation, printed graphics, constituent basic characters and one
handwritten sample of compound character

Depending on the position of Matra and base line, a Bangla word image can be divided

horizontally into 3 zones viz., upper zone, middle zone and lower zone. The horizontal lines

8



marking these 3 zones, namely, R1,R2,R3 and R4 and are defined as staring row of upper
zone, ending row of upper or starting row of middle zone, ending row of middle zone or starting
row of lower zone and ending row of lower zone respectively. The position of zones along with

the zone defining horizontal lines are shown in Fig. 1.7.

Ascendant

............

........... i «<——Common Matra

; 1
] i_‘ ( i— Descendant

Modifiers

Fig. 1.6 The common Matra, two Ascendants, one Descendant and two
Modifiers in a sample handwritten Bangla word image.

R1
\ — Upper Zone
R2
w’ — Middle Zone
R3 -

q — Lower Zone
R4

-

e J

Fig. 1.7 Positions of four zonal boundaries and three zones of a handwritten
Bangla word sample

1.2 Analysis of Textual Content in Handwritten Documents: An
Overview

Handwritten documents, in general, contain noisy components, skewness at page, text line (TL)
and word level, character shape and size variations, writing style variations among different
individuals, even for the same individual. Such variations in handwritten documents not only
restricts complete conversion of handwritten document into corresponding machine encoded
form (i.e., OCRing of documents) but also, becomes a hindrance to intelligent analysis of the
textual contents present therein. However, irrespective of script and language, a sufficient
number of works that deal with different applications like writer identification and
demographics (age, sex, place of inhabitant etc.) classification, word spotting and conversion

of documents into machine understandable form are found in literature. Apart from these



conventional applications, here, an effective and automatic mechanism, which may be used for
managing handwritten documents, is introduced in this thesis. For this, a keyword based

handwritten document classification method is proposed.

Any such system, in general, consists of a number of stages (refer to Fig. 1.8), that needed to
be implemented to obtain a generalized system together with an objective of lessening the
overall time requirement without compromising the overall performance of the system. The
major stages that need to be studied are i) preprocessing of document images, ii) TL extraction
and word extraction, iii) word recognition iv) keyword searching and document classification.
In addition to these, preparation of database and development of automatic evaluation tool for
assessment of any designed system are the other important requirements.

anstll Vysa Topy  Ian deza- ,.m)m T
iﬁu(.r;.@ I ST Sdnerar wngvgmm 7ﬁ .
. Tol mpar o] ?”}" Pyt A T, Text L“:'C
Preprocessing gorr oo gy (pmaeed) =y B Extraction
> ¢ sefirato quw?’w%'xswvm*
20T NG ARG, S
wodl 3 Togud oo <orifag ;1,(
7 I S o dan
'(,m > B W 'Li"‘ Pﬁ:w\v ity
Direct Page Text Line to .
to Word ‘Word Extraction
. A
g B, o B e war- | Keyword Extraction p
3 e g enenar 2o | 6 ywol (Word,, Confidence,)
T grrv Spmoceal T, Searching
sparté s don v 77 Fao) a1 ey (Word,, Confidence,)
qmﬁi bt g S ";g,rrw =6 v . —
policl IR T Axgaar S : Holistic Word
e, 2 5 Tognd v 1€ R igi g1
— ecognition " e
T s iy ‘W"‘"“(’* W> e (Word,, Confidence,) an 5§ ? s e
e —er,g-y gl oo~ S gy »(nnv\ mmﬁ’?r\r
= -
| Segmentation based X
Festive ! Word Recognition !
Document Geographical g - !
: : 1
Classification / '
- s 1
Technological ° | Character Segmentation '
— s T
SRS
T i dor

Fig. 1.8 Illustration of different stages of a handwritten document
classification system which classifies the documents into one of the six
categories viz., festive, geographical, sport, technological, historical and
miscellaneous. Processes that are connected using solid arrow are the

stages which are finally used here to build the said system whereas those
are connected with dotted arrows are used in alternative approaches

A brief description of all the stages, which are shown in Fig. 1.8, is provided in the following
subsections. Also, some notable challenges, which are mostly encountered while working with
handwritten Bangla documents, for analysis of textual content in handwritten documents are

included therein.
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1.2.1 Preparation of Database

Preparation of database (i.e., choice of suitable dataset) for any pattern recognition and/or
image processing experiments plays vital role. Any document processing research is almost
impossible without adequate and proper collection of documents. In this context, researchers
in literature, have used either in-house database or standard databases to conduct the required

experiments.

It is to be noted that very few databases of handwritten documents in Bangla are available till
date. For example 100 handwritten document pages are available in CMATERdb1.1.1 [24] and
another 50 such samples are made available through International Conference on Document
Analysis and Recognition (ICDAR) [25]. The first database could be used for TL extraction
only while the second one can be used for TL extraction and word extraction purposes. These
databases are not large enough for confirming robustness for a devised technique. No other
database is found which may be used for researches like word spotting and document
classification. Even, a database which could be useful for evaluating any character extraction
algorithm is missing in literature. Last but not the least, database for handwritten Bangla word
recognition in holistic way [26] is also absent. All these issues make analysis of textual content

in handwritten documents a real challenge.

1.2.2 Preprocessing of Document Images

Offline documents like historical documents, manuscripts, records etc. may contain noise due
to degradation. Document level skewness occurs commonly during manual scanning of the
documents and also due to the writing style of the writer. Existence of noise and/or skew in
document images affects the overall performance of any system used for analyzing their
content. Also, working with binarized images is easier than gray-scale or color images. So, a
number of effective preprocessing strategies are introduced by the researchers to make the
document images ready for subsequent analysis. The preprocessing mechanism generally
consists of filtering, binarization, noise removal and skew correction. To remove the unwanted
noise present in the scanned documents, some spatial image filtering mechanisms, e.g., mean

and median filtering [27], and Gaussian smoothing [28] are adopted in literature.

Since, working with binarized images is easier than that of gray-scale images as binarized
images consists of two types of pixels, one representing the foreground or objects and other

one representing backgrounds. Therefore, document images are frequently converted to

11



binarized images. Conversion of a gray-scale image into a binarized image is mainly performed
using two approaches namely, global thresholding and adaptive thresholding. Otsu’s [29]
method is an example of global thresholding approach while Niblack's [30] and Sauvola's [31]
algorithms are representative of the other one.

The document images may be degraded due to aging of the document, poor paper quality,
fading of ink etc. These types of degradation lead to the addition or loss of object pixels in
binarized image. So to fill the loss of data pixels or to remove extra data pixels in the binarized
image noise removal techniques are usually performed. For example, connected component
(CC) based mechanism [32] and morphological operators like close [33], Run Length
Smoothing Algorithm (RLSA) [34] are used by researchers for removing noise pixels.

During scanning improper placement of the document on the scanner bed produces document
level skew. Also, writing style of individuals may add skew to TLs and words inside a
document image. The document level skew will weigh down the overall performance of the
system. To cope up with this problem several attempts have been made by the researchers using
Hough Transform (HT) [35], Eigen vector line fitting [36], Radon Transform [37] etc. based
approaches for skew correction. Apart from these, sometimes, suppression of redundant
information (e.g., printed text [38], symbols [39] and graphics [40]) from document images,

layout analysis [41] etc. are also performed prior to actual textual content analysis

1.2.3 Text Line Extraction

TL is considered as the fundamental unit during TL based content analysis in handwritten
documents. The researchers, in literature, have extracted TLs from document images and then
used these extracted TLs for converting them into machine-encoded form [42-43] or searching
a query image [44-45]. Also, conventional word extraction algorithms have employed TL

extraction prior to word extraction [46-47].

Single and/or multi orientated TLs, overlapping and/or touching TLs and non-uniform inter-
TL spacing commonly found in handwritten document images. Single oriented TLs may appear
in document images due to page level skewness or writers’ upward/downward writing style.
But the multi-oriented TLs in a handwriting document are found due to skewed writing style
of writers. Even, skewed TLs may also be intentionally inserted into documents due to some
special purposes which are found in artworks and advertisements. Also, overlapping and/or

touching TLs are very common in handwritten document images. Such TLs are generated for

12



the reasons like intrinsic writing style of writers, preparation of document in a hurry and
presence of ascendants and descendants in Bangla words. All these issues make the problem

of TL extraction from handwritten documents a challenging one.

To resolve these issues the researchers have applied different CC based [48], morphology based
[49] and partition based approaches [50]. The work reported in [50] presents a novel technique
for segmentation of multi-oriented handwritten TLs using water flow method. It has used
hypothetical horizontal water flow from both sides of the document image. This method is
good for extracting TLs from handwritten documents provided the TLs do not contain
touching/overlapping components and large line-level skew. To handle this problem, in [48],
the authors have applied a CC based approach. Once again this work performs poorly when
document contains touching TLs and/or irregular inter-TL spacing since this method threads
the components along a line based on distance between their centroids. Also, a document page
may contain a large number of CCs which in turn increases the overall processing time. The
work described in [51] has used piece-wise water-flow technique for the said issue. Here, the
traditional water-flow technique has been employed in each of the vertical fragments prior to
the final detection of TLs present in the underlying document image. Finally, distance metric
is used to join all these generated line segments (LS) in each of the fragments with those in
adjacent fragments. It can handle multi-oriented TLs but fails for touching and closely
overlapped TLs.

1.2.4 Word Extraction

Word is also used as a basic unit while working on applications like word recognition [52],
keyword spotting [44], character extraction [46] and word level script identification [53-
54].Here arises the need for word extraction from document images. Two basic approaches,
based on the nature of input (i.e., TL or document page), for word extraction are found in
literature. In the first approach, word extraction follows TL extraction [49] or already
segmented TL has been provided to the word extraction module [46, 49]. The other approach
may be carried out by localizing the words in the document image directly without extracting

the TLs present therein [55], which is here termed as page-to-word extraction technique.

Algorithms, those follow the first approach, are mostly gap metric based approach or
morphology based approach. The algorithms that follow gap metric based approach consider
that the gap between consecutive words is longer than the gap between two consecutive

characters in a word. Hence, a predefined threshold value is set to detect the words in a TL.
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One such work could be found in [56]. But, due to non-uniform distribution of inter-word and
intra-word spaces in handwritten texts, the task of word extraction using gap metric may fail.
On the other hand, the work, described in [57], tries to detect the words that present in a TL by
joining CCs that are spatially close to each other. Spatial closeness is determined by spiral run
length smearing algorithm (SRLSA). This method satisfactorily handles non-uniform inter-
word and intra-word gap but fails when it faces touching and/or a word/character overlapping
characters within the successive words in a TL or overlapping (sometimes touching) with

punctuation mark.

It is worth mentioning that one can avoid TL extraction prior to word extraction technique if
the underlying application has less impact on ordering of words in a document. For example,
applications like medicine name searching in a prescription or medical report [58], suppression
of printed word(s) from document containing both handwritten and printed words [38] and
word level script identification from mixed script document page [59], pay less attention on
ordering of words in a TL. Also, documents such as doctor’s prescription and artwork may not
contain the concrete presence of TLs. In these cases, applying TL extraction technique prior to
word extraction not only increases the overall execution time but also includes the errors, which
occur during TL extraction phase. Here lies the need for extracting words directly from
document page images and the technique by which it can be possible is termed as page-to-word
extraction technique. Unfortunately, no such significant work is found in literature to handle

this issue while considering handwritten Bangla document images.

1.2.5 Character Extraction

Irrespective of script/ language, the fundamental units of a word are characters. A finite and
pre-defined set of symbols is used to represent the character set. The number of meaningful
words for any language, in general, is much higher than the number characters it possess.
Hence, a general trend which has been followed in literature is to segment a word image into
constituent character or character like shapes, sometimes called as character segmentation,

prior to word recognition.

Usually, the problem of character extraction is script dependent. Due to the presence of Matra,
it is obvious that character extraction methods for Bangla script become different from Matra
less scripts like Roman, Tamil, Telegu and Odia. But the presence of non-uniform and wavy
Matra adds challenge to the problem of handwritten Bangla word segmentation into characters

of character like shapes. Apart from this, skewness, elongated part of middle zone characters,
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presence of part of a character in Matra region and touching characters and/or modified shapes

beyond Matra region make the issue more critical.

From technical point of view, research attempts on character extraction from handwritten
Bangla words can be categorized as (i) Word based approach which considers the entire word
as input to extract character present therein [60], (ii) CC based approach which considers only
the CC(s), containing multiple characters, in a word image to perform word extraction [61] and
(iii) recognition based approach which detects the characters, present in a word image, based
on underlying classifier’s feedback through implicit segmentation [62]. The techniques that
follow second or third approach are suitable for character extraction but they need huge
samples, collected in offline mode, for training the classifier under consideration. Therefore,
these approaches require huge manual effort. Not only this, these techniques are heavily
dependent on classifier performance and the nature of collected training samples and they are
also very time consuming. In this context, it is noteworthy that researchers who follow the said
techniques have evaluated their algorithms on in-house database and have recorded

performances using manual evaluation.

1.2.6 Word Recognition

Irrespective of models, discussed earlier, word recognition is the core part of any content
analysis system for handwritten documents. As per the work, described in [63], the recognition
of the words, in general, is done using two different approaches such as a) Analytic and b)
Holistic. The analytic approach, in general, is preferred when the size of lexicon is too large
and/or the set of words for the domain where the technique is applied is not predefined. In this
approach, the words are segmented into constituent character(s) or sub-character(s) and then
recognition of the individual components is carried out for formation of actual machine code
of the characters [15]. Hence, performance of any word recognition system that follows this
approach is mostly affected by character extraction ambiguities from handwritten word images
[63]. For instance while segmenting a word it may generate less/more characters than expected.
Sometimes some characters may be found in word images as inherently segmented. So

deciding the number of patterns becomes a critical job for the researchers.

The holistic approach tries to recognize the whole word directly without applying a character
extraction process i.e., it accepts a word image as input and recognizes it. Which means that
the techniques following this approach can avoid problem related to character extraction, which

becomes more critical while considering Bangla handwritten words. However, it is worthy to
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mention that if the number of words to be classified is predefined and small then this approach
is effective since the success of the holistic approach depends on the size of the lexicon. Due
to these advantages, this approach has been used successfully in document retrieval systems
like keyword based document searching [44], grouping of documents based on some
document-type specifying words like “application”, “cancellation” and “urgent” [64] and
detection of table and/or figure caption [65]. In spite of its adequate real life applications,
holistic word recognition is still almost untouched for recognition of handwritten Bangla

words.

1.2.7 Keyword based Document Classification

As said earlier that the volume of existing handwritten documents is already large and it is ever
increasing. Hence, storing and managing of handwritten documents pages, at least, in image
format is required since they contain important information. For quick retrieval of an important
document from a pool document images, they should be categorized as per individual user
choice before storing into database. This implies that documents should be stored/ arranged/
organized according to their category. For example, all the articles of a particular type or

written by a single author are generally kept together in any library system.

Textual content (here, text with ASCII representation) based document classification is a well-
studied research problem due to its omnipresent applications in daily lives. It, mainly, deals
with two major issues namely selection of appropriate set of keywords for classification of
documents and handling of large scale data coming from web contents like emails, science
journals, e-books, learning materials, news and social media [66]. Hence OCRing of the
handwritten documents is the most acceptable solution since doing so content can be classified

like it is done for machine understandable texts like emails, blogs and messages.

Although handwriting recognition has started its journey about five decades ago, still no such
methodology has been found in the literature which provides an integrated approach to the
classification of handwritten document images. In this scenario, keyword-based handwritten
document classification may provide an effective solution to classify the handwritten document
images. The essential requirement for this is a keyword searching technique, which is also

known as word spotting method in literature [44].

Works on word (keyword) searching, described in the literature, are found to differ on

implementation aspects like (i) how a query word is fed to a word searching system, (ii)
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whether a keyword is searched from whole page without applying page segmentation or from
segmented components like TL and word and (iii) how a target word is matched with a query
word. Depending on how a query keyword is fed to the system, keyword spotting technique
are classified into two categories viz., query by string (QBS) [65] and query by example (QBE)
[67]. In the QBE protocol, an image of the query word is used, whereas in the QBS paradigm,

an arbitrary text string is placed as input to the system.

Based on the matching schema, i.e., how a keyword is matched with a target word, keyword
spotting techniques are classified as either recognition-free [68]or recognition based [69]
methods. In the former category, in general, some distance based measures are used without
recognizing the word images. These methods, mostly, achieve better result while working with
machine printed document page images. However, considering the unconstrained nature of
handwriting, possibility of failure of these methods is very high. But, the other type of
approaches includes some recognition technique and thereby it is supposed to perform better
than its counterpart for handwritten document. But, the notable drawback of this approach is
the need of ample number of training samples and predefined lexicon.

Along with these, based on the searchable region, keyword spotting techniques are classified
into two categories, namely, segmentation-free approach [70] and segmentation based
approach [71]. In the first category of approaches no page segmentation technique, like TL and
word extraction, is used for spotting a word inside a document page. These methods are good
choice while considering degraded documents or having very few example images to work
with. On other hand, segmentation based approach segments a document page either into TLs
or words and then perform searching. Methods that take TLs or word as input for searching
keywords from document image have mostly used Hidden Markov Model (HMM) which uses
character and/or language model [72], and needs sufficient number labelled data that represent

underlying character or language model.

In this regard, it is worth mentioning that keyword searching mechanism is almost invisible in
literature while considering handwritten Bangla documents. Even, no significant work, which
has classified / indexed handwritten documents based on the textual contents, is found in
literature of analysis of handwritten documents. It may be due to inherent problems associated
with every stage of content analysis system of handwritten Bangla document images and

absence of suitable data for performing such research.
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1.3 Scope of the Thesis

The work presented in this thesis deals with the problems related to analysis of textual content
in handwritten documents in Bangla script. The major objective of this work is to devise an
automatic system that can search a user provided keyword in handwritten Bangla documents
and also can classify the documents into personalized categories on the basis of the set of
keywords supplied. To search a keyword from a handwritten document, all the words present
in the document image are extracted first and then a two-stage word matching technique is
employed. It has already been mentioned that words from a handwritten document can be
extracted following two major approaches namely, word extraction that follows TL extraction
[47] and page-to-word extraction [55]. Hence, both the approaches are studied here and the

former one is chosen due to its advantages.

It is to be noted that during the two-stage keyword searching technique, count of ascendants,
descendants and middle zone characters, which can be estimated using a suitable character
extraction technique, have been used as features in the first stage while holistic word
recognition technique is employed in later stage. Therefore, a character extraction technique
and holistic word recognition are also developed during this thesis work. Also, some document
image preprocessing methods such as filtering, binarization, noisy components removal and
page level skew correction are introduced. Apart from these, several sets of suitable image data
are prepared and evaluation tools for automatic assessment of TL, word and character

extraction techniques are developed.

The databases, developed under this work, are of two categories viz., database of handwritten
document page images and databases of isolated handwritten word images. The first database
consists of a total of 300 document pages with contents belonging to the six different predefined
categories viz., festival, geographical, sport, technological, historical and miscellaneous. For
each category of contents, 50 handwritten document pages from different writers are collected.
The isolated word image databases are prepared for three different purposes viz., assessing
character extraction model (5000 word images), evaluating holistic word recognition technique
(18000 word images: 150 word images for each of the 120 popular city names of West Bengal,
India) and performing recognition based keyword searching (3000 keyword samples i.e., 150
image samples for each of the 20 keywords, used to search from documents). The city name

database [73] is already made freely available to the research community. Detail descriptions
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of the databases containing document page images and the said categories of word images are

described in Chapters 2, 5, 6 and 7 respectively.

The databases developed under this thesis work for experimenting TL, word and character
extraction techniques are accompanied by separate databases containing the corresponding GT
images. To prepare the GT images the corresponding TL/word/character extraction technique
is applied first and then the erroneously extracted components (i.e., TL, word and character)
are manually corrected either using GTgen software [74] or MS paint software. Detail
descriptions of TL, word and character level GT image preparation techniques are provided in
Chapters 3, 4 and 5 respectively. Also, an automatic evaluation protocol (here one-to-one pixel
mapping is considered), which is the backbone of all the designed evaluation tools, is
developed during the course of thesis work. It uses one-to-one pixel mapping between
segmented image and corresponding GT image and returns evaluation results in terms of true
positive (TP), false negative (FN) and false plosive (FP), recall, precision and F-measure [75].

The detail description of this evaluation technique is described in Chapter 3.

Handwritten samples (i.e., document page images or isolated word images) collected here may
contain noisy components or suffer from page level skewness and that is why here a set of
image preprocessing techniques is adopted. First, the document page images are filtered using
middle of modal class (MMC) based filtering technique [76]. Next, the MMC filtered
handwritten document page images are passed through a global thresholding approach based
binarization technique, termed as Ratio based binarization [21, 32]. Such generated binarized
image may contain either salt and pepper noise or small cluster of background/object pixels
which are then reduced using morphological close operator and a CC based approach [21]. To
handle page level skewness, a Hough Transform (HT) based technique [77] is used. All these

document level preprocessing methods are described in Chapter 2.

A TL extraction technique is developed by hybridizing the contour based approach [78] and
SRLSA based approach [57]. Here, a handwritten document page image is first partitioned
vertically into a number of fragments of equal width and then the object pixels in all these
fragments are smeared using existing SRLSA [79]. Next, line segments (LSs) in each vertical
segment is estimated by identifying upper and lower contours, as described in [78]. After that,
intra-fragments LSs having lesser height than average height of all LSs are joined with the

closest LSs in terms of vertical distance. At end, threading of LSs in the neighboring fragment
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is performed. The detail description of the TL extraction technique along with associated

experimental results are described in Chapter 3.

As already mentioned, for extracting words from handwritten document page images two
modules have been investigated here. The modules are (i) word extraction from TL and (ii)
page-to-word extraction. In the first module, a SRLSA based word extraction technique,
described in the work [46], is used. It is worth mentioning that the input TLs for this system
have been extracted from handwritten documents using the current TL extraction algorithm.
This means errors occur during the TL extraction technique have also been carried forward into

this word extraction technique.

Whereas in the second module, a CC based page-to-word extraction technique is followed.
Such attempt has been taken mainly to bypass the errors, which occur during application of TL
extraction method and also to minimize the overall execution time. This technique follows CC
based approach which is a bottom-up approach used for page segmentation [80]. In this
technique, first all the CCs present in a document page are extracted and the CCs are classified
as small sized or large sized based on their heights and widths. Next, a small sized CC gets
joined with the closest CC among its 8-neighbors. Afterward, joining of horizontally close CCs
is carried out to obtain the final set of word images. The experimental results along with detail

description of these two word extraction techniques are provided in Chapter 4.

During extraction of the characters or character like shapes from a handwritten Bangla word
image, segmentation at Matra region and separation of lower zone are performed. Before doing
the actual segmentation, the zonal boundaries i.e., R1, R2, R3 and R4 of word image are
estimated. R1 and R4 are the first row from top and bottom respectively having at least one
object pixel. To estimate R2 and R3, a mask based approach is adopted here where the width
of the mask is same as width of word image and height of the mask varies based on length of
the runs of background and object pixels in vertical direction. Masks that contain R2 and R3
are selected by analyzing the runs of object pixels and count of row-wise transition points

(object to background and vice versa) in horizontal direction.

For detection of Matra pixels, a trapezoidal fuzzy membership function [81] and horizontalness
feature [82] are used here. Then, to decide some of the Matra pixels as segmentation points, a
bell-shaped fuzzy membership function [82] is used. In this stage, two features viz., distance of
farthest object pixel from R2 and number of object pixels for each column are considered.

However, detection of segmentation points leave out some object pixels which eventually cause
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under segmentation. Also, converting the segmentation points into background pixels leads to
loss of object pixels [83]. Hence, a concept of creating segmentation lines is incorporated here
which again generates some additional segmentation line(s) that causes over segmentation.
Therefore, another mechanism, which performs rejection or merging segmentation lines, if
required, is applied. Finally, a technique to separate out the lower zone modifier(s) is devised.

The detail description of the method and experimental results are provided in Chapter 5.

For recognition of handwritten Bangla word images in holistic way, three types of features
namely, elliptical [84], gradient based [85] and topological [86] are extracted from word
images. In general, width of a word image is larger than its height; hence, a word image can be
enclosed within an elliptical shape rather than a circular shape. Considering this very fact, here
a set of elliptical features is extracted from the word images. Histogram of Oriented Gradients
(HOG) feature descriptor [87] motivates in designing the gradient based features. Also, to get
an idea about geometrical characteristic, a set of six features namely, area, aspect ratio, pixel
density, longest run length, centroid and projection length is extracted from a word image. All
these features are extracted locally and globally from each of the word images.

These extracted features may contain irrelevant and/or noisy features. Hence, inspired by the
work described in [88] which has been introduced during the course of this thesis work, all
these extracted features are fed to a hierarchical feature selection (HFS) technique [88] to get
optimized feature vector. In this HFS model, first these feature vectors are optimized separately
and then all the optimized features are combined and optimized further. Memetic Algorithm
(MA) [89] is used for feature selection. Finally, with this optimized feature vector the word
images are classified using an MLP. The detail description along with experimental results are

described in Chapter 6.

For searching a keyword from a handwritten document image, first the document image is
segmented into word images using a page-to-word extraction method. Next, punctuation marks
and irrelevant words with respect to a given query keyword are suppressed using a set of
decision rules which are formulated using a method described in the work [38]. Four zonal
features viz., mean of row-wise transition points in the middle zone and the numbers of middle
zone characters, ascendants and decedents are used for this purpose. The remaining target
words in the document page are probable candidate keywords. Finally, the keyword under
consideration is searched from these candidate keywords which is performed using the

presently devised holistic word recognition technique.

21



Also, based on presence of personalized set of keywords, supplied by user for each of the
document categories, the entire document page images are classified into respective categories.
For classification, an MLP based classifier and two features, called logarithmic term frequency
and grouped term frequency, are used. Such choice of features helps in diminishing the effect
of erroneous retrieval of keywords. The detail description of keyword searching technique and

the designed document classification method along with the results are provided in Chapter 7.

The thesis is finally concluded in Chapter 8 where the observations of the present work in

summarized.

The work presented in this thesis is a result of consistent efforts to cover almost all the major
stages to build an automated system that can classify the textual contents in handwritten Bangla
documents. Firstly, such attempt resulting into an integrated approach towards classifying
handwritten Bangla document is unique. Secondly, the improved intermediate stages might
help in constructing an OCR system for handwritten Bangla document images in future.
Thirdly, the results obtained through application of intermediate stages of the present study on
freely written Bangla texts can help identifying the areas where the researchers need to pay
more attention. Fourthly, the devised techniques could be useful for the documents written in
other Matra based scripts like Gurumukhi, Devanagari, Sylloti. Finally, the databases
developed under this work can be of great help for testing, evaluating and comparing
performances of algorithms for TL, word and character extractions, holistic word recognition,

keyword spotting and document classification for handwritten Bangla script.
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Chapter 2

HANDWRITTEN BANGLA DOCUMENT
PAGE IMAGE DATABASE PREPARATION

2.1 Introduction

Database plays a key role for research related to analysis of textual contents in handwritten
document images. In general, different stages of such analysis, described in the previous
chapter, vastly rely on certain database(s). In fact, it is not be possible to assess any algorithm
without proper data. This issue becomes more prominent for researches on analysis of textual
contents in handwritten documents due to lack of appropriate data. The reason behind such
lack of data might be due to amount of manual effort required to prepare one such database.
Also, the requirements like high preparation time, man-power, incorporating writing variations
in documents and fulfilling some standard are the other constraints. Some standard databases
on handwritten samples found in literature are described in brief below.

CMATERGdb: The Pattern Recognition Database Repository [90] is an open access (for non-
commercial use only) database used for different pattern recognition problems. It is maintained
by “Center for Microprocessor Applications for Training Education and Research” (CMATER)
research laboratory, Jadavpur University, Kolkata, India. It presently contains databases of
multi-script handwritten document pages, isolated characters, digits and words of city names
etc. It provides the ground truth (GT) images related to script identification and text line (TL)
extraction purposes.

ISI Handwritten Character Databases [91] contain isolated character and numeral images for
both online and offline modes. The data contain handwritten isolated characters for two Indic
scripts (Bangla and Devanagari) and numeral of three scripts (Bangla, Devanagari and Odiya).
Few samples of the said database are open for viewing while entire dataset is available on the

basis of request. It is under the supervision of Indian Statistical Institute, Kolkata, India.



IAM Handwriting Database [92] contains form documents of English text written in Roman
script which are primarily used for writer identification and verification. It has also been used
in several other research works like text line and word extraction, slant and skew correction,
sentence and word recognition. IAM database is prepared by Research Group on Computer
Vision and Artificial Intelligence, Institute of Computer Science, University of Bern,
Switzerland.

NIST Database [93] is another well-known database of Roman script. It consists of images of
hand printed forms i.e., document pages containing both printed and handwritten texts. These
forms are primarily intended for the research work in form processing [94]. Apart from this,
the database can also be used for recognition of characters and digits. It is available on the web
through the name EMNIST [95]. On the other hand, MNIST [96] provides a database of
handwritten digits. Both databases are collection of binarized images which means the gray-
scale pixel intensities are absent.

QUWI Database [97], a large-scale page level handwritten document image database, prepared
for writer identification and recognition research. This dataset contains handwritten Arabic and
English texts of same content. The original dataset contains 4068 number of document pages
(equal number of Arabic and English documents) written by 1017 different persons (2 samples
per person per script). However, a portion of the entire database is made freely available for
research purpose through different competitions or on request basis.

International Conference on Document Analysis and Recognition (ICDAR) [98] and
International Conference on Frontiers of Handwriting Recognition (ICFHR) [99] are two
leading conferences on document analysis. These conferences organize different international
level competitions related to automatic analysis of handwriting. The databases that are used in
those competitions are made freely available (sometimes along with their GT information) by
the organizers to the research community for further advancement of said research problems.
In general, these databases are prepared in such a way that they can be used for the specified
problem only.

Apart from the above, the works [100-102] present some database for handwriting analysis.
The mentioned databases reveal the fact that they are mostly prepared and benchmarked to sort
out one or two specific issues of handwriting content analysis research. Also, it is worth
mentioning that a multi-purpose database along with their GT information is important.
Therefore, in this thesis, a database containing 300 handwritten document page images is
prepared.
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2.1.1 Objective of the Chapter

The objectives that covered in this chapter are as follows:

e Collection of new handwritten samples to meet the requirements stated above.
e Design of a method to extract required handwritten textual content parts from pre-
formatted forms and then store them as binarized and gray-scale images. These images

will be called as document pages in the following chapters.

2.2 Data Collection

Data collection is the basic step of database preparation in any data oriented research work.
Therefore, in this work, handwritten samples in Bangla script with different textual contents
are collected from different individuals. For collection of writing samples from different writers
and also to store their basic information like age, sex, educational qualification, native place
(district name here) and mother tongue, a form is prepared following the style used for
preparing IAM database. A sample form is shown in Fig. 2.1. These forms are either printed
using HP LaserJet printer or copied using standard photocopier. Therefore, the quality of the
hard-copy forms varies and sometime addition of noise pixels therein is also found.

Here, five different textual contents, shown in Fig. 2.2 (a-e), are prepared out of which four
contain digit strings. The length of these textual contents are so prepared that people can write
them freely within the specified space in the pre-formatted form (see Fig. 2.1). Then, different
volunteer writers, varying in age, sex, educational qualification and place of inhabitance, are
requested to provide their handwriting samples. According to the works [6, 103-104], the
choice of such varied groups of writers incorporates varieties in writing styles. The authors
have written a content on single pre-formatted datasheet using black/blue ink gel pen. The
maximum number of different contents written by an individual writer is two while no writer
has contributed twice for a single content. Two examples of such collected form is shown in
Fig. 2.3 (a-b).

Total 250 different writing samples are collected from 200 different writers. The distributions
of writers’ age, sex and educational qualification are shown in Fig. 2.4 (a-c). The writers are
mostly inhabitant of the districts of Nadia, Purulia, Bankura, Jalpaiguri, Murshidabad, Howrah
and Kolktata of West Bengal, India. These collected forms are grouped into 5 different sets,
named as Set-A to Set-E, based on their content. Each of the sets contains exactly 50 samples.

The database name and their categorical information along with basic information, such as
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number of words (character string), digit strings and symbols (except space count) are shown
in Table 2.1.

Age HGender Educational Qualification
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Fig. 2.1 Instance of form which is used for collecting handwriting samples

Along with these aforesaid databases, 50 handwritten document pages from CMATERdb1.1.1
[24] have also been included in the final database. These non-categorized documents are
included in the database to incorporate more variations in terms of writers and contents. It
would be helpful to study the robustness of different works, described in later chapters of this
thesis. This included part is treated as a new set and is named as Set-F. A sample page from
Set-F is shown in Fig. 2.5. Therefore, in total, a database containing 300 pages of handwriting
samples is considered in the present work and it is divided into 6 sets based on the contents.

All these collected handwritten samples are then scanned using flat-bedded scanner at 300 dots
per inch (dpi) in 24-bit color map and saved in bmp format. These digitized document pages
are converted into gray-scale image by applying luminance formula [105]. Let, P.g, =
{f(x,y,2):(x,y,2) € [1,Hp] X [1,Wp] X [1,3]Af(x,¥,2) €{0,1,2,..,255}} and P, =
{g(x,y): (x,y) € [1,Hp] X [1,Wp]Ag(x,y) €{0,1,2,...,255}} represent a 24-bit color
image and gray-scale image respectively. Here W, and Hp are the width and height of a page.

The gray-scale conversion of page can be defined by eq. (2.1).
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gx,y) = f(x,y,1) x0.299 + f(x,y,2) X 0.587 + f(x,y,3) x 0.114
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Fig. 2.2 Different types of contents used for data collection
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Table 2.1 Database name and the corresponding information

Set | Category - l\_lumb_er of
Words | Digitstring | Character

A | Festive 118 0 594

B | Geographical 103 2 530

C | Sport 123 6 596

D | Technological 89 2 546

E | Historical 103 8 593
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Fig. 2.3 Sample of form like handwritten document page images

2.3 Data Processing

During this phase, the collected scanned document pages have been modified for further
processing. First and foremost, all the document pages, mentioned previously, are enhanced
through Middle of Modal Class (MMC) filtering technique [76] and then, passed through a
ratio based binarization process [21, 32] to generate binarized images. Next, unwanted object
pixels are removed from these binarized images and a Hough Transform (HT) [77] based page
level skew correction is performed. Finally, form pages that belong to Set-A to Set-E are
horizontally divided into two parts. The upper part contain writer’s information and lower one
is the content portion. However, document pages that belong to Set-F do not undergo such

division since they contain handwritten content only. All these data are stored both as binarized
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and gray-scale image for further use. A schematic diagram of the present preprocessing

technique has been depicted in Fig. 2.6.
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Fig. 2.4 Illustration of writers’ information: (a) Sex (b) Age (in years) and (c)
Educational Qualification

2.3.1 MMC filtering

Document image enhancement, a sub-field of image processing, is an important prerequisite
for extracting the object pixels from a document image i.e., preparation of noise free image
containing only the text information. A number of works [27, 76, 106-109] have been done on
filtering techniques, which are applicable for digitized text pages or photographs, video signals,
medical images etc. In the work [106], a diffusion based filtering technique (both linear and
non-linear) has been implemented by solving an initial boundary value problem for the two
dimensional diffusion equations with a special non-linear source. The authors [107] have
designed a fuzzy function based image enhancement technique for image which is corrupted
by impulse noise. In the works [27, 108-109], different non-linear filters (namely, mean [27],
median [108] and order statistics filter [109]) have been introduced, where mean and median
filters are very commonly used filtering mechanism but these fail to produce noise-free images
or even introduce some distortions on the texts in the form of gulfs or capes. During the course
of this thesis work, MMC filtering mechanism [76] has been introduced which performs better
than its counterparts i.e., mean and median filter for noisy images (see Fig. 2.7). In this figure,
to realize the effect of MMC filtering over others, a global threshold-based binarization
technique is applied on the filtered images. The threshold value is estimated by calculating the

mean of all modified gray level values of all the pixels in a document image.
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Fig. 2.5 Instance of document page taken from CMATERdb1.1.1 (belonging

to Set-F)

MMC is an adaptive statistical filtering method like mean, median, order-statistics filtering
mechanisms. Here, a square window (W) of size w x w pixels, where w € Z* and the value
of wischosenasw = 2n + 1,Vn € N, is selected to perform the filtering. Then each window
is slid over the document image from left to right and from top to bottom. Selection of new
intensity value of the central pixel of W is carried out using modal value of pixel intensities
enclosed by W. Selection of mode over other central tendency statistics like mean, median is
considered because it indicates the data that are most likely to occur. The MMC filtering

mechanism is described in Algorithm 2.1 and an instance of MMC filtered output image is

shown in Fig. 2.8. The original image is taken from present database (Set-A).
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o . .| Apply Ratio based
Gray Scale Image > Apply MMC filtering > Binarization
A 4
Perform " Apply Page level | Perform Noise
Morphological Closing Skew Correction Removal
A 4
Extract Content Part >| Store as Document Page

Fig. 2.6 Schematic diagram of handwritten content part extraction technique

from form like datasheets which are collected here

Algorithm 2.1 MMC filtering

Input:

() Document page image, P; = {f(x,y): (x,y) € [1, Hp] X [1,Wp] A f(x,¥) € {0,1,2, ..., 255}},
where Wp and Hp are the width and height of 7, respectively.

(i) A window, W = {(x,y): (x,y) € [1,w] X [1,w]}

Output: Filtered 7, Pr = {g(x,y): (x,¥) € [1,Hp] X [1,Wp] A g(x,¥) € {0,1,2,...,255}}.

Start

Step 1.

Step 2.

Step 3.

Step 4.

Step 5.

End

// Calculation of minimum and maximum pixel intensities of P
Calculate Minp = min{f (x,y)}, V(x,y) € [1,Hp] X [1, Wp]

Calculate Maxp = max{f (x,y)},V(x,y) € [1,Hp] X [1, Wp]

/I Selecting modal class range

nyc =w Xw —1, where ny,. represent number of modal class. The number is
selected using pigeon hole principle [38] which says if m pigeons fly into n pigeonholes
(m > n), then at least one pigeonhole will contain two or more pigeons.

MCE = [Minp + (i — 1) x ZE2ZM% arip 4§ x

Maxp—Minp]
nmc

, wherei =1,2,...,ny and
Mc} represents modal class range of i**modal class. This choice of modal class range
is image specific and helps in better choice of mode.

/I Selection of new pixel intensity for some position of W over P

Initialize # (i) by zero, Vi =1,2,...,ny¢

HG) =HG) +1,if f(x,y) € MCL, Y (x,y) EW

CalculateMC, 4oy = mlax{ﬂ-[(i)}, Vi € [1,nyc], where MCi,qe iS the modal class index

Set, MMCIntensity
modal class intensity.
/I Transforming %, to Py for selected position of W in Step 3.

t—-1 t
= l@] where t = MCipgex aNd MMCpiensity is the middle of

Pr(cx Cy) = MMCryeensicy, Where (c, ¢y ) is the center position of window W.
Repeat Step 3 and Step 4 for all positions of W over 7,
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Fig. 2.7 Displaying the effect of MMC filtering over mean and median filters
(window size 3 X 3 pixels) on noisy images. Here (a-b) Original Images (c-d)
corresponding binarized image after applying mean filter (e-f) corresponding
binarized image on applying median filter and (g-h) corresponding binarized
image on applying MMC filter. These images are taken from the work [76]

2.3.2 Ratio based Binarization

A faster image binarization algorithm, which can distinguish object and background pixels of
a document image, is the utmost requirement for performing content analysis of handwritten
document pages. Binarization can be viewed as separating the object pixels from the
background ones in a gray-scale image where object pixels appear darker than the background
ones or vice versa. Numerous techniques have already been proposed to carry out this task. The
fastest way among all available techniques is global threshold based image segmentation
method. A thresholding technique tries to estimate a threshold (Th) value that can isolate object

pixels from background ones.
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Fig. 2.8 Gray-scale version of a MMC filtered handwritten document page

Principally, Th is calculated using any global or local thresholding technique. Global
thresholding uses a constant value irrespective of pixel position, whereas in its counterpart,
threshold is calculated for each individual pixel. The optimal choice of Th is always a real
challenge for the researchers. To choose optimal threshold value different types of iterative
[33], recursive [110], multi-spectral [111], hierarchical [112] etc. thresholding strategies are
devised by the researchers. Here, a global thresholding technique, entitled ratio based
binarization [21, 32], is proposed which is a non-iterative in nature. It performs better than
iterative [113] and Otsu’s thresholding method [29] in noisy environment (see Fig. 2.9).
Therefore, this binarization technique becomes useful as input image may contain noisy pixels.

From the Algorithm 2.1, it is clear that P, contains only n x n — 1 i.e., n® — 1 different gray

values after MMC filtering. Therefore, to select an optimal Th to binarize a document page,
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these distinct gray values are divided into three categories namely, Obvious Object (OO),
Obvious Background (OB) and Mixture of Object and Background (MOB). Let, the ratio of
00, OB and MOB gray values is a: b: c, where a,b,c €N anda + b + ¢ = n? — 1. Such
selection of ratio helps in pre-assigning pixels with intensity value below and above certain
range (i.e., [a+1, b+1]) of gray values as object and background pixels respectively. Average
of all MOB category pixels is considered as Th value here. Finally, 7, is converted to binarized
image (i.e., Pp) using this calculated Th value using eq. (1.1).

1, ifPxy)<Th

. (1.1)
0, otherwise

Py = |
The values of n, a,b and c are set as 5, 2, 3 are 3 respectively. The values are decided
experimentally on small number of samples using subjective measure. A binarized image of
document page (i.e.,, P,) can formally be defined asP, = {f(x,y): (x,y) € [1, Hp] X
[1, Wp] Af(x,y) € {0,1} }. This means a document page image is converted to a binarized
image which contain foreground/object pixels (intensity=1) and background pixels
(intensity=0). An instance of binarized image using the ratio based technique is shown on Fig.
2.10.

2.3.3 Noise Removal

Binarized document page image, P, generated in the previous stage, may contain unwanted
object/background pixels (i.e., noise pixels). These pixels can broadly be categorized as (i)
small cluster of object/background pixels (see Fig. 2.11 (a)) and (ii) spurious extensions [114]
along character boundary (see Fig. 2.11 (a)). Please note that these kinds of noise are found
frequently while binarizing noisy/degraded documents [21]. Therefore, in the current step, P,
is processed further to erase out these unwanted pixels.

To remove unwanted object pixel clusters, the binarized image is first labeled using 8-way
connected component labelling (CCL) algorithm [115] and then all the connected components
(CC) of size lesser than a pre-defined threshold value T, are removed. To remove the small
cluster of background pixels, first the binarized image is complemented by interchanging object
and background pixels and then the said CCL based technique is applied. In this case, CCs
having pixels less than T, (a threshold value) have been removed. The values of T; and T,
have been set empirically. Finally, to get rid of third category of noise, i.e., spurious extensions,
morphological close operator with 3 x 3 structuring element is applied on the binarized image.

An image after applying noise removal technique is shown in Fig. 2.11 (b).
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Fig. 2.9 Results of different global binarization techniques when applied on a
noisy image

2.3.4 Page Level Skew Correction

Sometimes it is found that some of the collected filled-in form document images suffer from
page-level skew. Reason for such skewedness is mostly due to wrong placement of (i) blank
form on the photo copier’s bed to produce multiple copies or (ii) a filled up form on the scanner
bed during digitization. One such instance of skewed document page is displayed in Fig. 2.10.
This implies that a form level skew correction is required. Generally, this type skew correction,
which is also sometimes called as window based skew correction, considers the entire
document image as an atomic component. Detection and correction of such skew angle for

document images are less challenging as the entire document requires only rotation with a
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particular angle to achieve skew corrected document image. The correction method, first,

estimates the skew-angle and then corrects it.
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Fig. 2.10 Result after applying ratio based binarization on MMC filtered
handwritten document page shown in Fig. 2.8

Researchers have devised several algorithms [77, 116-120] to estimate the skew angle. These
algorithms are basically based on HT [77, 116], hierarchical HT [117], vertical projections with
minimum bounding box [118], mathematical morphology [119] and by comparing the
orientation of individual text regions with the arrangement of background space [120]. Out of
these mechanisms, here, a HT based method, as described in [77], is used. The choice of HT
method is due to the presence of prominent boundary line enclosing the author’s information

part (see Fig. 2.10) of the document pages and its following advantages

e Itisrobust to the presence of additional structures in the image.
e ltistolerant to noise.

e Itisrobust to partial or slightly deformed shapes.
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2.3.4.1 Skew Angle Detection and Correction

T

In this module, the skew angle is detected using HT such that it can identify any 6 € [- g E]’

where 6 is the angle at which the pages are aligned with positive direction of x-axis. The steps

are described in Algorithm 2.2.

~

(a) Binarized image with different types of noises marked therein. Enclosed circular,
rectangular and diamond shaped regions represent small cluster of object pixels, small cluster
of background pixels and spurious stroke regions respectively.

G V‘g‘\%—mgoﬁg Prgioty,
B

(b) Noise free image

Fig. 2.11 Illustration of performance of present noise removal technique. A
portion of document page is considered here
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Algorithm 2.2 Skew Angle Detection

Input:

Binarized document page image, P, = {f(x,y): (x,y) € [1,Hp] X [1,Wp] A f(x,y) € {0,1}},
where W, and Hp are the width and height of P, respectively.

Output:

Skew angle: 0

Start

Step1. // Initializing Accumulator Array

Quantize the HT space to identify the maximum and minimum values of p and @,
where p is the perpendicular distance from the origin of a straight line x cos(@) +
y sin(@) = p and 8 is the angle of inclination of the perpendicular with respect to
the x-axis.

Generate an accumulator array A(p, @). Set all the array elements to zero.

Step 2. // Calculating accumulator array elements

V(x;,y;) € S, where S is the set of object pixel pointsin P, andV @ € [—%,g] perform
the following steps:
i.  Compute p from the equation p = x; cos(8) + y; sin(6)

ii. Increment A(p,0) by 1
Step 3. // Estimating 6

Find max {A(p, ?)}. Let the value is max,.
Find the @ index for the cell containing max,. Say the value is @ .stimated
Setd = g_@estimated

End

In the implementation, @ varies from —g to g with fractional increment say, 8. So, the number

of columnsin A(p, @) is (72—_5)) x p and the value of § issetas § = 0.2 X % Two different

instances of an accumulator array are shown in Fig. 2.12(a-b). In Fig 2.12(b), negative p value

is found. This may happen when @ € [—90°,0°) and |y; sin @| > |x; cos @ |.
2.3.4.2 Skew Correction

Based on the detected skew angle (8), P, and %, are rotated using affine transformation. The

new pixel position after affine transformation is decided by applying bicubic interpolation
/s Y

algorithm [121]. It is to be noted that for smaller skew angle (i.e., 8 € | 50’ T80
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is performed to maintain the original quality of the image. The rotation is performed using the

following rules:

i. If6 € (—,Z], then the P, and P, are rotated clock-wise with angle 6.
180’ 2 g

ii. Ife[-Z,——), then the P, and P, are rotated anti clock-wise with angle 6,
2’ 180 g

ii. Ifoe[— %%] no such rotation operation is performed.

A skew-corrected filled-in form image is shown in Fig. 2.13.

[ P
31/3 11 21 23 23 8 1 9 10 31| s 9 19 9 8 11 16 18 15
2013 18 18 23 20 14 13 9 9 29| 9 10 12 9 8 9 18 18 15
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23| 8 12 11 20 17 @ nm 6 7 2316 1 9 9 6 11 19 12 9
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19| 9 14 12 16 7 14 6 7 19| 6 13 8 16 9 11 17 9 10
17| 9 12 12 16 ¢ 9 16 12 7 17 7 a7 9 15 7 11 16 14 13
15/8 13 13 11 7 10 16 14 10 15| 6 15 10 17 8 13 10 14 9
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(a) Instance of accumulator array with (b) Instance of accumulator array with
positive indices negative indices

Fig. 2.12 (a-b) Sample instances of accumulator

2.3.4 Partitioning of Form Document Page

It is already stated that to conduct experiments for this thesis work, a new database has been
prepared. The form document pages that belong to Set-A to Set-E have two different parts
which are namely, content part and writer information part. In the present section, an automated
system has been devised to crop out the content part (i.e., portion containing only handwritten
text) from the skew corrected document pages which is described through Algorithm 2.3.
Content part from %,'s (i.e., from gray-scale form document image) is first cropped out using
Sg and Ex and then the background region surrounding the text parts are removed using the
values of TR, BR, LC and RC that are calculated in Algorithm 2.3. The final content part is
stored as gray-scale image for future use. The extracted content and author’s information parts
for a single filled-in form document are shown in Fig. 2.14. More reference examples of content
part could be found in Appendix (Figs. A1-A6).
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Now onward the content part are considered as page image unless specified otherwise. The

gray-scale page image is termed as %, (see Fig. 2.14(a)) while its binarized form is represented

by P, (see Fig. 2.14(b)). However, simply to mean a page image the notation P is used. The
height and width of the page image are termed as Py and Py, that are calculated as Py = TR —

BR+1and Py, = RC—LC + 1.
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Fig. 2.13 An instance of a skew corrected filled in form document image. The

output is generated by applying present page-level skew correction
technique on the image shown in Fig. 2.10

Algorithm 2.3 Partitioning a document page
Input:

Skew corrected binarized document page image,P, = {f(x,y):(x,y) € [1,Hp] X
[1,Wp] A f(x,y) € {0,1}}, where W, and Hp are the width and height of P, respectively.
Output:

() Content part, Cp, ={f(x,¥):(x,y) € [1,He] X [L,We]Af(x,y) €
,1}},where W and He are the width and height of C, respectively.
0,1 here We and H, h dth and heigh C l

(i) Writer's  information part, A, ={f(x,v):(x,y) € [1,Hg] X [L, W4 Af(x,y) €
{0,1}}, where W, and H 4 are the width and height of A, respectively.
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Start

Step 1.

Step 2.

Step 3.

Step 4.

End

/I Calculation of normalized horizontal histogram h(i), i=1 to Hp

Calculate h(i) = Hj:f(i’j)zwj AlstWPl, where, 1 <i < Hp
P

/I Selection of separation line on P, which is also the end row of A,
Let, Sz and Ey are the start row and end row of A, respectively.
Sg = min{i: h(i) # 0nl < i < Hp}

Construct a set of row indices (say, R) such that R = {r:r = §; A(r — Sg) = 6,},
where §;’s (i = 1,2) are predefined threshold values.

Set Ex = min{R}.

/I Separation of P,into C, and A,

Crop out the region between S, and E, from P,and store as A,
Crop out the region within (Ez + 1) and Hp and store as G,

/I Removing background region surrounding C;, to store with minimal bounding box
enclosing all the object pixels with in it.

Let, TR, BR, LC and RC are respectively the top most row, bottom most row, left
most column and right most column of C, that contain at least one object pixel.

Find normalized horizontal (say, hy (i), 1 < i < H¢) and vertical (say, h, (i), 1 <i <
We) histogram of G,

. i:f(i,))="1"an1<j<H .
hy (i) = WLGED s  where, 1 <i < H,
c
="1"A 1siswel|

hy(j) = 1{i:f (i.)) -

,Where, 1 <j < Wp

Calculate TR, BR, LC and RC as
TR = min{i: hy (i) # 0n1 < i < He}
BR = max{i: hy (i) # 0n1 < i < He}.
LC = min{i: h, (i) # 0n1 < i < We}
RC = max{i: h,(i) # 0Al < i < We}.

Crop Cybased on TR, BR, LC and RC information.
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Fig. 2.14 Displaying content part (a, b) and authors information part (c, d)
that are extracted from a filled-in form. In this figure (a, c) are gray-scale
images while (b, d) are the corresponding binarized image

2.4 Meta-data

As already mentioned, the present databases contains 300 documents which belong to six
different datasets namely, Set-A, B, C, D, E and F. The writing samples except the samples of
Set-F are collected in pre-defined form pages following IAM data collection technique. Next,
the content section from this form like document pages are cropped out and stored. Whereas
the pages, belonging to Set-F, are kept as it is. Now onward all these samples are considered
as document pages. To describe variety of these document pages (i.e., ), features as shown in
Table 2.2 are extracted from each document page. Also the page-wise information of the
mentioned features of the pages are shown graphically in Fig. 2.15 (a-1). From these charts it
is clear that the database contains ample writing variations. Moreover, to describe the nature of
the collected data samples, the statistics like maximum, minimum, mean, standard deviation

(SD), first quartile (Q1), second quartile (Q2) i.e., median, third quartile (Q3) and inter quartile
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range (IQR) [122] are also calculated for each of the features that extracted from each of the

document pages. These statistical information are recorded in Table 2.3.

Table 2.2 Description of statistical parameters used to define page images

SL Term Description Remarks Varlatlc_)n
# shown in
Represent the region of object Fig 2.15
1 | He, We Height and width of 2. | pixels within an input page (g_ k.))
image.
Fundamental geometric .
2 | Area Measured as Py X Py,. | . . . Fig 2.15 (c)
information for page images
Describes the information
3 | #CC Number of CCs in P. like 1, 2, 3, ... N- connected | Fig 2.15 (d)
pages
4 | AR as 2w to geometrical structure of an | Fig 2.15 (e)
Pu’ image
Number of object pixels | provides variation of image
5 | pixelDen per unit area  word | yesolytion from one image to | Fig 2.15 (f)
image i.e., “L4PE another
area
Horizontal stroke .
6 . Fig 2.15
avgStrokeHt characteristic Indicate the writers’ writing 9 ©
Vertical stroke | style .
7 | avgStrokeWd characteristic Fig 2.15 (h)
Number of text lines . .
8 [ . i . . Fig 2.15
lineCount (TLs) present in P Basic information about 9 0
Number of  words | content of an text image . .
9 | wordCount . g Fig 2.15 (j)
present in P
] Average number of CC | Present the complexity in .
10 PerL . . Fig 2.15 (k
avgCCherline per text line in P extracting TL/word 9 (9
Average number of CC | extraction from document .
11 | avgCCPerWord g . . Fig 2.15 (1)
per word in P image
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Fig. 2.15 Depiction of variations of different page-level statistics, listed in
Table 2.2, for entire database

2.5 Discussion

As already mentioned that to conduct any content analysis related research problem sufficient
amount of data is required. Therefore in the present chapter, a database is prepared which
contains 300 document pages. 80% of these document pages, containing any of the five
different said categories, are collected from different individuals. These document pages are
collected following the 1AM data collection standard. Ample variations in terms of writer’s

group, sex and educational qualification are there. In addition to this, 20% of the entire data is
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taken from CMATERdb1.1.1, a publicly available repository for page level handwritten

document pages.

Table 2.3 Description of statistical parameters used to define page images

Term Minimu | Maxim | o age | sD Q1 Q2 Q3 | IQR
m um

H, 915 | 3826 | 212342 | 55958 | 1732 | 20245| 2404 | 672
W, 1041 | 2799 | 2220.87 | 192.92 | 21465 | 22355 | 23125 | 166
iren Lao0a | 1033402 | 4736263, | 144474 | 377167 | 440765 | 527113 | 14994
6 63| 7.12 0 6.5 5| 65

#CC 148 | 1110 | 40455 | 137.32 | 3195| 383 | 4505| 131
AR 0.39 252 | 1.1137| 02916 | 0915| 1.09| 1.29| 0375
pixelDen 0.04 0.14 009| 0017| 007| 008 01| 003
avgStrokeHt 516| 13.01| 87283| 1.3013| 802| 871| 9.395| 1.375
avgStrokewd 6.41 145 939| 127| 855| 930| 1008| 153
lineCount 10 30 15.99 3.44 14 15 17 3
wordCount 54 237 | 116.71| 2545| 105| 111| 129| 24
avgCCPerLine | 1138 | 6066 | 2546 | 681 | 21.26| 2492| 29.36| 810
avgCCPerWord|  1.33 8.12 347| 089| 288| 341 397| 1.09

The quality of the form images are first enhanced using MMC filtering and then these enhanced
images are binarized using a ratio based binarization technique. Next, unwanted pixels present
in binarized form document images are removed. A page-level skew correction is also applied
on noise-free form images. Finally, the part having only handwritten content is cropped out
and stored as binarized and gray-scale document images. In addition to these, the statistics
related to height, width, aspect ratio, number of words/ lines etc. are computed from each of
the document pages. The analysis reveals enough variety within the collected document pages.
These collected handwritten document pages would be useful in conducting several
experiments such as TL and word extraction, character segmentation, word searching and

document categorization that will be described in the following chapters of the thesis.
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Chapter 3

TEXT LINE EXTRACTION FROM
HANDWRITTEN BANGLA DOCUMENT
IMAGES

3.1 Introduction

Text line (TL) extraction from document images is a process which isolates each of the TLs
present in a document. It is one of the important and challenging tasks for textual content
analysis in handwritten document images. Error in this stage will be carried forward to next
stages of the said problem, which is definitely unwanted. TL identification for handwritten
document pages is more difficult than that from the printed ones. Reason behind such comment
is due to inherent characteristics of handwritten documents. To be specific, TLs in a
handwritten document may be skewed with different angles of inclination with horizontal axis

i.e., TLs may not be oriented in same direction (see Fig. 3.1).

Generally, TLs can easily be extracted from the document images by identifying only the
valleys of horizontal pixel density histograms (see Fig. 3.2(a)) when skew of TLs are negligible
and the document is written with ample inter-line spacing. But this scenario is very rare while
considering handwritten document page images. One instance of complex document page with
the corresponding horizontal pixel density histogram is shown in Fig. 3.2(b). Sometimes
adjacent TLs may touch/overlap with another at single point/multiple points (see Fig. 3.3(a-
d)). All these issues make the TL extraction from handwritten document images a challenging

research problem.
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Fig. 3.1 An instance of handwritten document page where TLs are in
different directions

3.1.1 Literature Survey

Many research articles on extraction of unconstrained handwritten TLs from digitized
document pages are available in the literature [25, 47-51, 57, 78, 123-133]. These works can
be classified broadly into 3 different categories, viz., i) CC based approaches [47-49, 123-125],
i) Morphology based approaches [25, 126-132] and iii) Partitioning based approaches [50-51,
57, 78, 133]. The work presented in this thesis is hybridization of these categories.

3.1.1.1 CC based Approaches

In the first category of solutions, CCs of a document image are extracted first and subsequently
they are analyzed based on various features of them. Finally, TLs are formed by joining the
related CCs depending on some pre-defined hypotheses. An iterative hypothesis validation
strategy using Hough Transform (HT) based alignment detection is used in [123]. Here, at each
stage, a text-line hypothesis is generated by searching the best alignments of the CCs. An
almost similar approach has been used in [124]. It, initially, measures the orientation angle of
all CCs, present in a document page, with respect to page boundaries using HT and then uses
natural learning method, similar to human learning procedure, to cluster the CCs. CCs
belonging to same cluster are then joined to form TLs. A block based HT method is used in
[134], which is performed in three steps. In the first step, CCs are extracted from binarized
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document image. Then, a block-based HT technique is employed for detection of TLs and

finally, the TLs that are not separated in previous step are identified and then separated
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b) Handwritten document image with skewed TLs

Fig. 3.2 Horizontal pixel density histograms for two handwritten document
images with varying skewness

The work described in [48] has extracted the CCs first and then analyzed them to form TL. In
this work, the CCs are categorized into large and small CCs. Then the small CCs are joined to
the larger one to construct the actual TLs. A similar work found in [49] where all the CCs of a
document page are classified in three categories depending on average character height and
average character width. In the second step, HT mapping is applied on a subset which is
expected to contain major part of components that correspond to the characters. Finally, falsely

detected TLs are separated by analyzing the skeletons of vertically connected components. In
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the work [135], first, the candidate CCs are extracted from document image using Maximally
Stable Extremal Region (MSER) with the noises filtered by Adaboost and Convolution Neural
Network (CNN). Then, the TLs are generated using hierarchical edge reconstruction model
and cut by local linearity of TLs in the spanning tree which is formed for the document page
image. Finally, for accurate TL extraction, the small components are re-connected based on TL
energy minimization in terms of TL consistency and the fitting error. Please note that,
handwritten document images contain large number of CCs. Therefore, processing a large
number of CCs is time consuming which implies these methods are computationally expensive.

Sl J'W% AT s et sy o

W }T(% R e '3143@@ Q) o
T gar

Fig. 3.3 Showing a document page where two TLs are overlapped (enclosed
using elliptical shape) and /or touched (enclosed using rectangular shape)

3.1.1.2 Morphology based Approaches

A number of works [25, 126-132] are found in literature that have used morphological operator
to obtain TLs from a document page. The authors in the works [126] and [127] have used Run
length smoothing algorithm (RLSA) and the fuzzy RLSA respectively to extract TLs from
handwritten document page images. An adaptive RLSA [25] evolves from classical RLSA and
uses additional smoothing constraints in regard to the geometrical properties of neighboring
CCs. The technique, used in [128], is based on morphological operations and RLSA. It

segments individual TLs from unconstrained handwritten document images. A minimal
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spanning tree (MST) based clustering technique [129] with distance metric learning is used for
TL segmentation from Chinese documents. Authors in [130] have relied on Mumford-Shah
(MS) model to address some solution for the said problem. In this work, TL segmentation is
achieved by minimizing the MS energy. In [131], density estimation and level-set methods are
used for extraction of handwritten TLs from digitized document pages whereas the work [132]
presents a novel technique for segmentation of multi-oriented handwritten TLs using water-
flow method. It has used hypothetical water flow at a specific flow angle from both sides of
the document image for the same. These methods are good for extracting TLs from handwritten
documents while the TLs are not affected by touching/overlapped components and large line-
level skewedness. Also, distinguishing the partially wet and completely wet region [132] is an

overhead.

3.1.1.3 Partition based Approaches

In this category of works [50-51, 57, 78, 133] first the document page containing unconstrained
handwritten samples is partitioned into a number of vertical fragments (VFs). Then the TL
extraction hypothesis are applied in each VFs. Finally, the identified TLs belonging to each of
the VVFs are analyzed to form the final TL. In the work [133], a piece-wise painting algorithm
(PPA) that enhances the separability between the foreground and background pixels is
employed to smear the foreground portion of the document image and then from this smeared
document image the TLs are extracted. The works [50-51] have used piece-wise water-flow
technique for the said issue. Here, the basic water-flow technique has been employed in each
of the VFs prior to the final detection of TLs present in the underlying document image. Then
based on distance metric, all these generated line segments (LSs) in each of the fragments are
joined with its nearby LSs form the adjacent VFs to obtain the final TLs. Whereas, the
techniques mentioned in [57, 78] have used contour and Spiral Run Length Smearing
Algorithm (SRLSA) based approach for finding the LSs in each of the VFs. Next, intra- and
inter fragments LSs are joined to generate the final result.

Again, to find the TLs inside a fragment, an iterative approach is applied in [50-51, 133] which
is time consuming. To address these issues, initially, a simple and effective line contour based
algorithm has been introduced during this thesis work [78]. But the technique sometimes fails
to detect TL segments in case of overlapping of the TLs. Therefore, another attempt has been
made [57] which provide a partition based TL extraction technique by using SRLSA. It also
faces ambiguity while considering inter-/intra- fragments joining since it uses LS boundary to
measure several decision parameters. Therefore, a modified partition based TL extraction

53



method is introduced. The proposed method heavily relies on the concept of the works [78]
[57]. In addition to this, an automated evaluation technique is proposed to evaluate the present
technique. To use this automated evaluation, 300 TL level ground truth (GT) images are

prepared.

3.1.2 Objective of the Chapter
In sort the objectives that have been covered in this chapter are as follows:

e Designing of a new TL extraction method.
e Introduction of a new automated evaluation method.

e Preparing GT images that contain ideal TL marking.

3.2 Text Line Extraction Technique

A TL extraction technique from unconstrained handwritten digitized document pages have
been designed here. To start with, a handwritten binarized document page (i.e., P;) is first
partitioned vertically into n number of fragments of equal width. Next, all these fragments are
passed through SRLSA based smearing technique. In each fragment, LSs are estimated by
identifying upper and lower contours of them. After that, the identified TL segments of
neighboring fragments are analyzed and merged in order to find out the correct boundary of
each TL present in the document page. Fig 3.4 shows a schematic work flow diagram of the

developed technique.

3.2.1 Partitioning the Document Page

Let, y = f(x) is areal valued non-linear function defined over the interval [a, b], where, a,b €
R. Let [a,b] is divided into n small partitions as[a =x0 < x1 < x2 < -+ < xn = b],
wheren € N. As n — oo, the function y = f(x) would seem like a straight line in each of
these partitions [x;, x;.1], wherei = 0,1, 2,...,n. Here, N and R are set of natural numbers
and real numbers respectively. Moreover, if the function y = f(x) is already a straight line
then it will remain as a straight line in each of the said partitions.

Relying on the above concept, P, is partitioned into N number of VVFs since TLs that are
contained therein may be skewed or curvy. Such partitioning ensures that the LSs in each of

fragment appears to be straight. The number of fragments is predefined and the width of each
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VF depends on width of the document page. The fragment width (Fw) in the present work is

defined as Fyy = v
Nf

Apply SRLSA in

Binarized document Vertical fragments of | ¢ach fragments Smeared document
page ( Pp) width (Fiyq) page ( Ps)
Estimate Contour
in each fragments
Analyze C;;
Partial LS (PLS) & | Classify LS;;s Detected it LS in to detect LS Estimated i™" contour
Complete LS (CLS) ™ fragment (LS;;) in j* fragment (C;;)
Join PLS
withCLS  perform inter-
New it" LS in j™* fragment joining [dentified i Text Color encoding Color encoded output
fragment (LS';;) Lines (TL;) page image (P.)

Fig. 3.4 Schematic diagram of TL extraction from a document page

Now, maximum possible value of N is page width (say, Pw). But such choice of maximum
possible value converts a 2, into vertical line of one pixel width and processing time required
for such fragments will be high while reconstructing them into document page (reconstruction
is described later in section 3.3.4). In this regard, an investigation has been conducted to find
out how many words on an average may be present in a TL of a handwritten document image.
The survey has revealed that a TL of an A4-sized handwritten document page contains around
5-9 words on an average. Based on this information, N is chosen as 8 in the developed
technique. An instance of handwritten document page image with N = 8 is displayed in Fig.
3.5. However, to validate such choice, experiments have been conducted with varying N from

6 to 10. This validation is illustrated in result section.

3.2.2 SRLSA based Smearing

Converting the CCs (see Fig. 3.6) as a virtual CC (VCC) before performing actual TL
extraction would be helpful. Frequency of such CCs in unconstrained handwriting is high. Such
conversion combines the closely related components into a single component and thereby
reduces the processing time. Therefore, such CCs present in a P, are converted into possible
VCCs using SRLSA. The reason behind choice of SRLSA over commonly used morphological

operator RLSA [126] has been explained first and then the procedure has been described.
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Fig. 3.5 Illustration of VFs considering N = 8. Alternative VFs are shaded
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Fig. 3.6 Showing some CCs which need to be converted to VCCs for better
result of TL extraction technique. The CCs with same color within a
fragment should be converted to VCC

RLSA is a morphological operator which is used for block segmentation and text
discrimination [126]. RLSA is usually applied to a sequence of binary values in which object
and background pixels are represented as 1°s and 0’s respectively. The RLSA converts a binary
sequence X into an output sequence Y according to the following rules:

e [I’sin X are unchanged in Y.
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e (’sin X are changed to 1’s in Y if the count of consecutive 0’s is less than or equal to

a predefined limit, say, Th. This process of changing background pixels into

foreground ones is often termed as smearing.
For example, with Th = 4 the sequence X is mapped into Y as follows (red colored pixels are
the changed pixels):

X:00010000010100001000000011000

Y:11110000011111111000000011111
When applied to a binarized image, the RLSA has the effect of connecting together the adjacent
object pixels that are separated by a distance less than or equal to a predefined threshold value.
The technique can separately be applied in both horizontal and vertical directions to generate
two different images. Sometimes, the resultant image are produced by logically OR-ing both
these images. Irrespective of variations in RLSA, it fails to join two neighboring object pixels
when they do not lie along a horizontal or vertical line. This scenario is very frequent while
considering handwritten image. Fig. 3.7 depicts one such situation where two object pixels,
lying very close to each other, are not smeared by basic horizontal RLSA (HRLSA) (see Fig.
3.7 (a)) or vertical RLSA (VRLSA) (see Fig. 3.7 (b)). To overcome the above limitation of
RLSAs, a new smoothing technique, called SRLSA, (see Fig. 3.7 (c)) has been introduced in
the work [46]. In this technique, pixels in an image are visited in spiral way to check spatial

connectivity of two points in it which is illustrated in Fig. 3.8.

T Y >
i T
() HRLSA (b) VRLSA () SRLSA

Fig. 3.7 Smearing of two nearby pixels by different RLSA strategies (gray
shade indicates foreground pixels)

Let, A and B be two arbitrary object pixels in an image (I) (see Fig. 3.8). Also let, € is a relation
to indicate spatial connectedness of these two points (i.e., A and B), which means (4, B) € e,
iff Q(4,B) < 1, where Q(4, B) is the spiral distance between the two points Aand Bin l and t
is the spiral neighborhood distance threshold. The value of Q(4, B) can be measured in two
ways viz., (i) Q* (4, B), the distance measured from B to A using anti-clock wise traversal and

(ii) Q7 (4, B), the distance estimated from A to B by traversing in clock wise manner. In the
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current work, Q7 (4, B) has been used for confirming the spatial connectedness of the points A
and B.
But, Q* (A, B) could be estimated by considering the initial direction of traversal in one of the
four directions namely, East(E), South(S), West(W) and North(N). In this work, traversal
starts towards E direction and then continued following S, W and N directions. The traversal
in spiral way is depicted in Fig. 3.8. Then a hypothetical line(£) is drawn between A and B to
connect them in I using Digital Differential Analyzer (DDA) line drawing algorithm [136]. £
may pass over both object and background pixels. Only the background pixels along £ are
considered as smeared pixels for construction (shown in Fig. 3.8).
From Fig. 3.8, it is clear that for visiting the pixels spirally, eight different threshold values in
terms of pixel count (four for directional movements at initial stage and rest for increment along
these four directions in successive stages) could be set. However, for simplicity, here four
different threshold values are considered which are
I.  Typ: Initial movement in horizontal direction (set as 3 pixels).
ii.  Typ: Initial movement in vertical direction (set as 2 pixels).
iii.  Incyp: Increment in horizontal direction in successive traversal (set as 3 pixels).

iv.  Incyp: Increment in vertical direction in successive traversal (set as 2 pixels).

F n m n n n n n r n | I n r L n S
W L L L L L L L L L L L L L L )
N ELEIE E E|E B E|E|S 5
N N ETE S S| do--fB-p--s
N N W/ W 8 S
T L7 Y7 N7 AR N4 AN W [y
N N4 \A% vy vy vy D

‘v‘vf ‘V‘VI ‘N

Fig. 3.8 Illustration of SRLSA. Here, black indicates foreground pixels
whereas light gray indicates smeared pixels that are obtained by drawing a
straight line using DDA between two spatially connected pixels A and B

SRLSA technique, as described above, is applied on each VF of P,. This process forms a
smeared document page (say, P;) which contains all object pixels of P, and newly added
smeared pixels (say, #). Therefore P, can be defined as P, = {f(x,y): (x,y) € [1,Hp] X
[1, Wp] A f(x,y) € {0,255, #}}. Here, ‘0’, ‘255" and ‘#’ represent object, background and
smeared pixels as shown in Fig. 3.9 as light gray color.
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3.2.3 Detection of LSs and Their Contours

Here, the objective is to detect all the LSs in each VF of P,. Let, i*"* VF of fragmented P, is
represented by T;, where i =1,2,...,N; and defined by T; = {f(x,y): (x,y) € [1, Py] X
[1+({—1)XFy,ixFy]Af(x,y) €{0,1,#}}. The detection of LSs is carried out by
estimating the upper and lower contours of the VCCs present in each VFs. The entire process

of selecting LSs is described in Algorithm 3.1.
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Fig. 3.9 An instance of P, which is formed using N = 5 where light gray
pixels are smeared pixels. The alternative VFs are shaded with yellow color

Algorithm 3.1 Detection of LSs in VFs
Input:

Fragmented Z;: T; = {f (x,y): (x,y) € [L,Pyl X [1+ (G — 1) X Fy,j X Fyy ] A f(x,y) €
{0,255, #}}, where] =1,2,..,Ng

Output:

@it LSinT [r LS, 1=1,2, ...,NLjS andj=1,2,..,Ng. Here N/ s represents number of LS in
I; which may differ from one VF to another.

(ii) Upper contour of LS;;: UC;j, where i = 1,2, . NLjS andj=1,2,..,Ng.

(iii) Lower contour of LS;;: LC;;, where i = 1,2,. J.andj=1,2,..,Ng.

(iv) Average LS’s height in T; .,uLSH, where j =1, 2, o, NE.

(v) Average line spacing in [;: .“iss’ where j =1,2,..., Ng.

(vi) Average height of all LS;j: trsn

Start
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I Estimating LSs in [}, j=1to Ng
forj =1to N
Set N/, = 0.
Seti = 1; // counter to indicate LS number
Set k = 1; // index for spacing between two consecutive LS

for Ry, = 110 Py
1. Scan Tj in top-down and left-right manner.

2. Find a row with at least one object pixel (i.e., f(x,y) =0) / smeared pixel
(i.e., f(x,y) = #) and call it starting row of LS;; (say, SIE).

3. Scan from S} to downward and find another row containing only background pixel
(i.e., f(x,y) = 255) and call it as ending row of LS;; (say, EL).

4. Generate the upper contour (UC;;) of LS;; by searching the first object/smeared
pixel from Sk till E5, vcolumn index in [;. An estimated upper contour of a
document image is shown in Fig. 3.10.

5. Estimate the lower contour (LC;;) of LS;; by searching for the first object/smeared
pixel from E} till S§ in upward direction, Ycolumn index in I;. An estimated lower
contour of a document image is shown in Fig. 3.10.

6. Calculate average of row indices of upper contour (say, uf’jc) and lower contour
o) 2 i =[] ama i = [
of t*" contour point € €, n(C) is number of contour points and the function [x]
indicates nearest integer value of x € R. The position of upper and lower contour
and their mean row indices are depicted in Fig. 3.10.

7. Calculate LS;;’s height (H;;) in this fragment as H;; = uff - u{° + 1. The height
of an LS belonging to some VF is shown in Fig. 3.10 and Fig. 3.11.

8.ifi >1

Calculate spacing (A ;) between any two consecutive LS’s (see Fig. 3.11) as

], where r; indicates the row index

Aej= pij" = M, + 1

k=k+1
end if
Ryo =EL+1

9.updatei=i +1
10. Ry, = E} +1
11. Set NJg = NJ; +1

End for Ry,
. j ) j
i1 N P
Calculate pysy = —7X;21 Hij and ppg = 57—, 2 Ay
LS is
End for j
N  x
Calculate p, sy = Zx:;ﬂ
F

End

An instance of document page containing estimated upper and lower contours for each of the

LSs is shown in Fig. 3.12. The LSs are generated using Ng = 5.
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3.2.4 Formation of Final TL

The above algorithm detects LSs of a TL in the different VFs which are needed to be merged
to form appropriate TL boundaries for all the TLs in the document image. Therefore, the final
TL formation is conducted in two steps, namely, a) merging the intra-fragment LSs and b)

joining the inter-fragment LSs.

Upper Contour of
LS” (i.e., UC”)

Mean of Upper Contour’s
Row Indices (ugc

Mean of Lower Contour’s
Row Indices (pfjc)

Lower Contour

Fig. 3.10 A sample image showing estimated upper contour (UC;;) (in blue
color) and lower contour (LC;;) (in red color) of a LS. Average row positions of
upper (i.e., u;) and lower (i.e., uf{) contours are also shown using green
color rows. Meaning of the notations are found in Algorithm 3.1

3.2.4.1 Merging the Intra-fragment LSs

Sometimes, it is found that some of the VCCs, which are part of some characters, form
individual LS inside a fragment (see Fig. 3.13). Therefore, a technique is required to put them
in the proper TL. To do this, the entire LSs are first classified into two categories viz., partial
LS (PLS) and complete LS (CLS). Any LS (say, LS;;) is identified as PLS or CLS based on the
following rule:

= PLS, lf H” < HisH

status(LS;;) {: CLS, otherwise

, Where H;; is the height of LS;; and p,; gy is the mean

height of all LSs in a document image.

Next, based on the position, a PLS is again classified into two categories viz., enclosed PLS
(EPLS) and adjacent PLS (APLS). If a PLS is entirely enclosed within the left and right
boundaries of the corresponding VF then the PLS is taken as an EPLS, otherwise the PLS is an
APLS. All these three categories of the LSs are illustrated in Fig. 3.13(a-b). The categorization

process of an LS is described in Algorithm 3.2.
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Algorithm 3.2 Classification of LS

Input:
(i) LS;j, where i = 1,2, ...,NLjS andj =1,2, ..., Np. Here, NLjS indicates the number of LSs in
jth VF.
(ii) Hy;, where i = 1,2,..,N/; andj = 1,2, ..., Np.

(iii) Average height of LS (i.e., p;sy)
Output:
Categories: CLS, APLS, EPLS

Start
Step 1. Estimate left (LC;;) and right (RC;;) column indices of LS;; using step 4 of Algorithm
2.3.
Step 2. If (H;j = pysy) then
Set status(LC;j) = CLS

else
If (LC;; > (j — 1) X Fyy A RCyj <j X Fy) Il Fy is width of a VF
then
Set status(LC;j) = EPLS
else
Set status(LC;j) = APLS
End if
End if

End

Fig. 3.11 A sample LS showing estimated spacing between two consecutive
LS’s i.e., Ayj. Meaning of the notations are found in Algorithm 3.1

From the above classification, it is clear that the component that forms an APLS (see Fig.
3.13(a)) is part of a component which belongs to left or right of the fragment in which the
APLS belongs. Therefore, this type of LS are kept as it is. Therefore only the LSs of category
EPLS are considered for merging with their appropriate CLS. Let, i®" LS in j'* fragment
(i.e., LS;;) is an EPLS. Now, the appropriate LS (above or below LS;;) to which LS;; to be

merged is decided depending upon the value of the decision parameter (say, r) which is
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Atic1y - . . . ,
calculated as r = % where A;; indicates the inter LS spacing between i*" and (i + 1)*"
ij

LSs in a particular fragment j. Now the merging is carried out by the following rule:

If (r< 1)then

merge LS;; and LS;_q);
else

merge LS;; and LS ;1.1
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Fig. 3.12 A sample document image containing estimated upper (in blue
color) and lower (in red color) contours in each of the VFs. Here Np =5
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B R e w awmi%nﬁ

(a) APLS (b) EPLS

Fig. 3.13 Illustration of different types of PLS. (a) and (b) are showing APLS
and EPLS respectively. These two categories of LS are marked therein within
elliptical boundaries. Rest of the LSs are of CLS category

3.2.4.2 Joining the Inter-fragment LSs

It is already mentioned that the document pages are partitioned into a number of VFs and in
each fragment different LSs are there. A sample output image of such partitioning is shown in
Fig. 3.5. As this partitioning schema produces different LSs, therefore, it is now required to

merge them to form the actual TLs present in the document image under consideration. The
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technique for joining two LSs of consecutive fragments (say, j* and (j + 1) fragments) for

it" LS is described in Algorithm 3.3 which is iterative in nature.

3.3 Automated Evaluation System

An unbiased, automatic and human-error free evaluation protocol is very useful in image
processing research. To build with an automated evaluation system, GT images play vital role.
Keeping these facts in mind, in the thesis, an automated evaluation system along with GT
images of ideally segmented TLs are introduced for assessment any TL extraction technique.
In this section first the GT image preparation technique is described and then the evaluation

protocol is defined.

Algorithm 3.3 Performing inter-fragment joining

Input:
(i) LS;;, where i = 1,2,...,N/gandj = 1,2, ..., Ns.
(ii) uf¢, where i = 1,2,...,N/sand j = 1,2, ..., Ni. /lu{¢ indicate mean row of upper contour
of LSU
Output:

Final document image with extracted line boundaries

Start
forj=1t0oNf—1
fori = 1to N/c — 1// N/, indicates the number of LSs in jt* fragment
set ming = 0. // Minimum distance
fork = 1to N/ // Number of LS in (j + 1)™ fragment
Calculate taxicab distance (dy) between uj‘and ug(;, )
e, dy = |M1ch - Milcj(cj+1)|
end for k
Find minimum of all dj, (say, min,) i.e., ming =  min  {d}
k=12,..N} 5"
Store the corresponding LS index t for which d, = ming,
if (ming < 6) then // § is a threshold value
jOin LSU and LSk(j+1)
end if
end for j
end for i
End
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3.3.1 Ground Truth Preparation

Availability of GT image makes an image-based database more useful as it helps in assessing
one’s algorithm. Generation of appropriate GT image is always a challenging and tiresome
task, although, fast and accurate evaluation of an algorithm is possible using GT images and
associated evaluation mechanism.

GT image of different TLS in a document page image is prepared here in a semi-automatic
way. First, the TL boundaries are extracted using the method described in section 3.3
considering N = 8. Then, all the identified TLs of the document page are uniquely colored
using color encoding. But, all the identified TLs are not ideal TLs as the present TL extraction
process suffers from the following anomalies:

e A single TL is identified as two or more TLs (see Fig. 3.14(a)) or an isolated
character(s) and/or character sub-part(s) extracted as individual TL (see Fig. 3.14 (b)).
This scenario leads to over segmentation error.

e Two or more TLs are identified as single TL (see Fig. 3.14(c)) or part(s) of one TL is
merged with other TL(s) (see Fig. 3.14(d)) thereby suffering from under segmentation
error.

All these possible errors, produced during automated TL extraction process, are then manually
corrected using the GTgen Tool [74]. Few examples of auto-generated erroneous samples and
their corrected versions are displayed in Fig. 3.14(a-h). These corrected and error-free page

samples are considered as final GT images and included in the current database.

3.3.2 Evaluation Methodology

To evaluate a TL extraction algorithm, three statistical measures have been considered viz.,
recall, precision and F-measure [75]. The statistics True Positive (TP), False Positive (FP),
True Negative (TN) and False Negative (FN) are the pre-requisites for calculation of the said
statistics. These statistics, excluding TN, are generated by incorporating position wise one-to-
one mapping between the ideal (here GT image) and input image (here document image with
extracted TLs). The evaluation of all the said statistics is based on count of object pixels. Please
note that four major hypotheses are considered for evaluation of character segmentation
process. These along with their respective contribution(s) in evaluation process are listed
below.

Hypothesis 1: A TL is extracted ideally (see Fig. 3.15(a)). All the object pixels in this case are

considered here as TP pixels.
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Hypothesis 2: A TL is segmented into multiple TLs (see Fig. 3.15(b)). Object pixels of the
largest TL (considering object pixel count) is considered as TP pixels and rest are as FN pixels.
Hypothesis 3: Multiple TLs stay wrongly connected after segmentation (see Fig. 3.15(c)).
Object pixels of the largest TL are counted as TP pixels and the rest object pixels are considered
as FP pixels.
Hypothesis 4: Part(s) of a TL is (are) attached with other TL (see Fig. 3.15(d)). Object pixels
which appear wrongly with other TL(s) hold dual property. These pixels are FN pixels with
respect to one TL or can be considered as FP pixels with respect to the other adjacent TL and
vice versa. To get rid of such ambiguity these pixels are considered as FP pixels.
Error generated during TL detection Corrected GT images
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Fig. 3.14 Depiction of different types of errors that need manual correction
during GT preparation and (e-h) manually corrected GT images

Please note that the same evaluation algorithm will be used in the later chapters (for automatic

evaluation of word extraction (Chapter 4) and character segmentation (Chapter 5)). Therefore,
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some generic terminologies are used here for describing the said evaluation method, which are
defined as follows.

Let, F = {f(x,y): (x,y) € [1,Ht] X [1,Wd]} is an image. Here Ht and Wd are height and
width of F respectively. Also let, ¢ = {g(x,y):(x,y) € [1,Ht] x [1,Wd]}) and R =
{r(x,y): (x,y) € [1,Ht] x [1,Wd]} represent the corresponding GT image and resultant
image respectively. G. and R, represent the set of components in G and R respectively.
X,Y and Z are the sets of TP, FN and FP pixels of F which are determined using Algorithm
3.4. The entire process is also described pictorially in Fig. 3.16 (a-f).
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(c) Two TLs are identified as a single TL (enclosed (d) Part of a TL is merged with other TL to form a
within marked region) single TL (enclosed within marked region)

Fig. 3.15 Pictorial examples for the said hypotheses: with (a): Hypothesis 1,
(b): Hypothesis 2, (c): Hypothesis 3 and (d): Hypothesis 4

Algorithm 3.4: Estimation of Recall, Precision and F-measure

Input: F,G and S
Output: X, Y and Z

Start
Step1. Initialize Y={} and Z={} and X={(xy)I|f(xy)="1"A (x,y) € [1,Ht] X
[1,Wd]} i.e., X contains all object pixel co-ordinates of F.
Step 2.  // Initial selection of FN pixels
fori=1,2,..,\Gc|
Si=1{}
S; = {jl(x,y) € (G n X) A(x,y) € (RL n X)}, for somej =1,2,...,|R¢|. Here
Gt and Ré represent i*and j* component of G and R respectively.
if 1S;| > 1then
Build Q, and Q***, k=1,2,...,|S;| as
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Step 3.

Step 4.
Step 5.
Step 6.

End

Q= (el y) €RcAJES) and Q™ = max  {1Q:l}
end if
end for
Y =YU{xyI®Y) € Q- Qr*)
/I Initial selection of FP pixels
fori =1,2,...,|R¢|
Si=1{}
S; = {jl(x,y) € (RN X) A(x,y) € (Gg N X)}, forsomej =1,2,..,|Gc|.
if |S;| > 1then
Build Q, k = 1,2, ...,|S;| and Q;*** by

Qe ={(xy):(xy) EGLAJ €S} and Q™ = _max _ (|Q:l)

end if
end for
Z=7ZU{{xy}(xy) €Qx— Q¥
X=X\(Yu2)

Y =Y\(Y nZ) /I Considering Hypothesis 4
Estimation of parameters TPR, FNR, FPR, Recall, Precision and F-measure are
defined by (note that |D| =} |G¢.], i.e., number of object pixels in GT image)

X
Tp =X
[D]
Y
FN =X
[D|
Z
TN = 2
[D|
TP
Recall = kil
|TP|+|FN|
.. TP
Precision = _ITPI_
|TP|+|FP|

2Xrecallxprecision

F — measure = —
recall+precision

3.4 Experimental Results

For experimentation purpose, 300 handwritten document page images are used. The

preparation of binarized form of these handwritten document pages is described in chapter 2.

The present TL extraction method (described in section 3.3) is applied on them. Before

generating result on the entire dataset, the optimized value of Ny is decided. For this,

experimentations are performed with values of N as 6, 7, 8, 9 and 10 on 50 handwritten pages

of Set-F of the present database. For evaluating the performances of the TL extraction

algorithm for different values of Ng, the evaluation method along with the performances

metrices, described in section 3.4.2, are used. As per that evaluation protocol, each TL in GT

image or resultant image is considered as component. TPR, FNR, FPR, Recall, Precision and

F-measure scores for the best case are highlighted. The results are shown in Table 3.1.
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(b) Resultant image (c) Green colored pixels are FN

(a) GT image segment segment pixels

(f) Red, Green and Yellow colored
pixels are TP, FN and FP pixels
resepectively

(d) Yellow colored pixels are () Blue colored pixels are
FP pixels FN as well as FP pixels

Fig. 3.16 Selection of TP, FN and FP pixels considering hypothetical image
segments

Table 3.1 Average performances of TP, FN, FP, Recall, Precision and F-
measure score on entire database with varying Ny values

Np| TP FN FP | Recall | Precision | F-measure
6 |0.9098 | 0.0671 | 0.0231 | 0.9719 | 0.9298 0.9460
7 10.9086 | 0.0680 | 0.0235 | 0.9717 | 0.9290 0.9455
8 [0.9100 | 0.0653 | 0.0246 | 0.9711 | 0.9316 0.9476
9 |0.9068 | 0.0704 | 0.0228 | 0.9720 | 0.9262 0.9445
10 | 0.9071 | 0.0685 | 0.0244 | 0.9709 | 0.9283 0.9454

By investigating the results shown in Table 3.1, the following conclusions might be drawn.

e Experimentation with Np = 9 produces best FP value (i.e., minimum FP) and recall.
This result indicates that it generates less number of under segmented TLs, but
generates more over segmented TLs while reducing the under segmented TLs.

e Experimentation with N =8 provides minimum TP and FN. It also provides
maximum precision and F-measure score. Better precision value indicates that it tries
to optimize among truly extracted TLs and under segmented TLs. Finally, the better F-
measure ensures the better trade-off among over, under and truly extracted TLs.

Hence, the best performing experiment is decided by average F-measure score which is the
harmonic mean of recall and precision. The experimentation
with Np = 8 has provided best result on these 50 handwritten page samples. Therefore, this
framework is applied on the entire database for the TL extraction purpose. Two output

instances are shown in Fig. 3.17 where all the TLs, present in the document page, are extracted
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properly. All the above mentioned measures are also calculated on entire dataset. Such

measures (page-wise) are plotted using line chart (see Fig. 3.18 (a-f)). To investigate the

obtained result on entire dataset, statistics like maximum, minimum, mean, standard deviation

(SD), first quartile (Q1), second quartile (Q2) i.e., median, third quartile (Q3) and inter quartile

range (IQR) are introduced. These information are provided in Table 3.2.

Table 3.2 Provides experimental results of current TL extraction technique
in terms different statistical measures

Term TP FN FP Recall | Precision | F-measure
Minimum | 0.6786 | 0.0000 | 0.0000 | 0.7556 | 0.7014 0.8085
Maximum | 1.0000 | 0.2323 | 0.2981 | 1.0000 | 1.0000 1.0000
Average 0.9322 | 0.0178 | 0.0500 | 0.9808 | 0.9487 0.9633
SD 0.0743 | 0.0319 | 0.0627 | 0.0345 | 0.0645 0.0421
Q1 0.9936 | 0.0196 | 0.0816 | 0.9978 | 0.9998 0.9969
Q2 0.9638 | 0.0053 | 0.0184 | 0.9945 | 0.9815 0.9816
Q3 0.8940 | 0.0021 | 0.0001 | 0.9794 | 0.9166 0.9441
IQR 0.0997 | 0.0175 | 0.0815 | 0.0185 | 0.0837 0.0528
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Fig. 3.17 Two instances of correctly extracted TLs. Page image of (a) Set-D
and (b) Set-F
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Fig. 3.18 Page-wise performance measures for all the page samples.

3.4.1 Error Case Analysis

The results presented in the Table 3.2 also show that most of the error cases produced by the
present technique are due to under segmentation of the TLs. Some of the erroneous results are
shown in Fig. 3.19(a-f) where the erroneous region(s) is (are) enclosed by elliptical shape.
Instances of under segmented TLs are shown in Fig. 3.19(a-c) while Fig. 3.19(d) displays a
case of over segmentation. From the result observed in the Fig. 3.19(a), it can be said that
present technique fails due to the presence of the touching components between the TLs under
consideration while Fig. 3.19(b) reveals the presence of closely overlapping TLs. The closely
overlapped components of these TLs have been converted to single VCC while applying
SRLSA. Fig. 3.19(c) represents a situation where a part of a modified character of a TL gets
connected to component of other TL and causing an under segmentation error. This fact
happens while performing intra-fragment joining.

On the other hand, over segmentation has occurred mainly due to the choice of threshold for
merging successive LSs in neighboring fragments as described in Algorithm 3.3 (see Fig.

3.19(c)). Some errors also have occurred because of some part(s) of a TL is wrongly grouped
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with another TL and the rest of the parts of it remain isolated to form another TL (see Fig. 3.19
(e-f)). These are fuzzy errors as considered in Hypothesis 4. Analyzing these images it can be

said that such errors are happened due to presence of touching and/or overlapped components

between the TLs.
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Fig. 3.19 Example of error cases

3.5 Discussion

Extraction of TLs from the handwritten document images is one of the major challenges in an
OCR system. Presence of skewed and/or touching TLs, which are obvious in handwritten
documents, makes TL extraction job a difficult one to the researchers. In this context, the
present chapter has described the development of a partitioning based TL extraction technique
where first SRLSA is used to form VVCC and then contour based method has been adopted. For
experimentation, GT images containing ideal TLs is prepared. It also includes automated
evaluation procedure for assessment of TL extraction method and the evaluation process is

performed on 300 document images. The technique produces a reasonably good result.
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Chapter 4

WORD EXTRACTION FROM
HANDWRITTEN BANGLA DOCUMENT
IMAGES

4.1 Introduction

The main objective of any document image segmentation technique is splitting a document
image into smaller parts which are called segments. These segments can be produced
depending on the requirement and segmentation technique can be applied at different levels of
the document image. Each of these segments has its own importance. The segments can be
labeled as word, text line (TL), phrase or any information unit depending on the purpose of the
document analysis. Word extraction is a document image segmentation process which
identifies all the words present therein. It is widely used in any document processing methods

since word is considered as the primitive segment for most of document image analysis tasks.

Word extraction from unconstrained handwritten document images is more difficult in
comparison to the printed ones. In a printed document, in general, all the characters have
definite shapes and sizes. Also intra-word and inter-word gaps are mostly uniform in printed
documents since these documents are typed through the keyboard or typewriter. For example,
Fig. 2.2 (a, d) and Fig. 2.3(a-b) (refer to Chapter 2) illustrate the said facts. These issues make

the process of word extraction from printed document much easier that its counterpart.

Apart from the above mentioned facts, the problems related to unconstrained handwritten
document images are much more complicated due to the wide variations in handwriting
patterns of the individuals (refer to Fig. 4.1(a-d)). Writing samples shown in these figures have
same content written by four different writers which clearly specify that writing patterns vary

from writer to writer. In addition to this, writing patterns differ for same writer from time to



time. Such variations in writing styles add more complexity to the process of word extraction

from handwritten documents.
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Fig. 4.1 Examples of variation in writing styles of different persons. Here,
same content has been written by four different individuals

In addition to these, the following issues associated with handwritten document images add

more challenges while extracting words from said document images.

e Non-uniform inter-word and inter-word spacing in a TL (refer to Fig. 4.2(a))

e Presence of touching characters within a TL (refer to Fig. 4.2(b)) or among successive
TLs (refer to Fig. 4.2(c))

e Appearance of overlapping (refer to Fig. 4.2(d)) punctuation marks like comma (*,”),

period (‘| which is called as ‘DART’ in Bangla), hyphen with characters within a TL.

REEeE = EE N SR, S AT SR,
ﬁﬂ“@k"\ﬂ@%%ﬂ-@%ﬁ N ey Rfs

(a) Non-uniform inter-word (blue rectangle) / inter-word (red rectangle) spacing
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Fig. 4.2 Examples illustrating various complex cases that researchers may
have to face during word extraction from document images

4.1.1 Literature Review

Researchers have already tried to solve the problem of word extraction from handwritten
documents but still the challenges exist. The techniques present in [46-47, 137] have used the
conventional inter/intra word gap based analysis for extraction of words from handwritten TLs.
The algorithm, described in [137], first divides a TL at all gaps that are larger than some initial
threshold value. Then an iterative process which finds maximal of left and right gap of current
CCs from its neighboring CCs at every iteration is followed. The CCs are further divided based
on some estimated threshold depending on the estimated gap metrics. The work has been
applied on isolated TLs taken from 1AM online handwriting database [138]. In another work
[139], authors have designed an algorithm based on a gap metric among successive CCs to
isolate words from a TL. The estimated gap metrics are fed to linear SVM that uses soft-margin.
For experimental purpose this work uses handwritten TLs collected from ICDAR database

[140]. In [47], an adaptive gap metric is employed to perform word extraction from handwritten

77



Arabic TLs. This adaptive gap metric relies on deriving the gap values from the properties of

each input TL.

In [141], a contour detection method is presented. In this work, initially the contour of the
components present in a given TL are detected and then a threshold is chosen based on median
and average of white run lengths present in the given TL. After that the words are extracted
from the TLs based on the contour and the previously chosen threshold value. At last, these
words are represented using bounded box enclosing all the object pixel present in it. Another
method, described in [142], has used second order anisotropic Gaussian differential operator

as a scale space technique to find the blobs presentina TL.

Run Length Smoothing Algorithm (RLSA) is a very common technique used in the field of
image processing which is mainly used initially for block segmentation and text discrimination.
It has also been used for extraction of words from TL [143]. Here, RLSA is applied on binarized
TL image to convert each word present therein as CC. Spiral Run Length Smearing (SRLSA),
a modified version of RLSA, is used in [46, 79] for extracting words present in a handwritten
TL image. TLs are extracted from ground truth (GT) images taken from CMATERdb1.2.1 [24]

(a standard document image database freely available to the research community).

Apart from these, a word extraction method, termed as page-to-word extraction technique, is
introduced by the authors in the work [55]. In this work, words are directly extracted from
document pages by bypassing the TL extraction step. In this work, at first, the authors have
used Harris corner point detection algorithm [144] for detecting the key points on the entire
document image. Then these key points are clustered using Density-based Spatial Clustering
of Applications with Noise (DBSCAN) technique [145]. Finally, the boundary of the text words
present in the document images are estimated based on the convex hull drawn for each of the
clustered key points.

4.1.2 Motivation

The methods presented in [46-47, 79, 137, 139, 141-143] have considered individual TL as
input for the word extraction purpose. However, obtaining such TLs from unconstrained
handwritten documents needs a method for TL extraction from document image which in turns
increases processing time. Also such segmentation of handwritten document page image may
become error prone. For example, performance of TL extraction technique, described in

previous chapter, is 0.9633 (F-measure score) which is evaluated on the document page images
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prepared during this thesis work. This fact ensures that applying a TL extraction method prior
to word extraction from document images may decrease the performance of word extraction
algorithm. Considering this very fact, in this chapter a page-to-word extraction method, similar
to [55], is designed. However, the approach described in [55] is time consuming as it includes
a number of operations like finding corner points using Harris corner point detection algorithm
and clustering those detected corner points. Therefore, in this chapter a relatively faster method
than [55] is introduced by evading the TL extraction overhead. This method is built using CC

based approach.

It is to be noted that because of the lack of publicly available proper evaluation tool and
standard large database containing documents and required GT images proper evaluation of
the developed algorithm is not possible. An instance of such database containing document
pages written in Bangla script and corresponding evaluation tool for the same is available
through different ICDAR and ICFHR handwriting segmentation competitions. These database
contains around 50 page-level writing samples which is very less in number for generalizing a
word extraction technique. Hence, here a GT database, containing ideal word boundaries for
all the 300 handwritten document pages (collected during this thesis work), has been prepared.
Apart from the CC based word extraction technique and GT database, a comprehensive

evaluation tool to evaluate any word extraction mechanism has been developed.

Additionally, the word extraction pipeline which is comprised of TL extraction from document
page images first and then word extraction from these extracted TL images is also studied in
this chapter. Here, TL extraction from handwritten document pages is performed by using the
method described in Chapter 3 of this thesis. Next, words from each of the TLs are extracted

using an existing technique which is described in the work [46].

4.1.3 Objective of the Chapter

Based on the above discussion the following objectives have been set and covered in this

chapter:

e Design of an efficient page-to-word extraction mechanism.
e Preparing GT images of document pages showing ideal segmented words.
e Fitting the previously developed evaluation protocol, described in Chapter 3, for

assessing the developed algorithm.
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4.2 Page-to-word Extraction Technique

The primary objective of the present chapter is to describe a word extraction method which can
extract words directly from a document page. This mechanism is defined as page-to-word
extraction technique in this thesis work. This technique converts each word present a document
page into virtual connected components (VCC) like blob in [142]. For this purpose, a CC based
technique have been developed here. In this technique first CCs are extracted from binarized
document images. Conversion of gray-scale image into binarized image is already described in
Chapter 2. Next a two-stage joining protocol is followed to hypothetically connect the spatially
close CCs. In the first stage of joining, each of the relatively smaller CCs are joined with
corresponding larger CC. The decision to join two CCs are taken based on the distance between
their centers of gravities (CGs). Whereas in the second stage, CCs that appear closely in
horizontal direction are joined. In this case, distance between bounding boxes of any two CCs
under consideration is used as decision parameter. Now, all these resulting CCs (i.e., VCC) are
selected as word. The schematic diagram of the process is shown in Fig. 4.3 and the detail

procedure is described in the following sections.

: : | Classify CCs as Larger CC
Binary Document Image » Detection of CCs and Smaller CC
Extracted |, Join Spatially Close (in | _ Join Small Sized CC with
Words Horizontal Direction) CCs the Spatially Close CC

Fig. 4.3 Schematic diagram of page-to-word extraction method

4.2.1 Classification of CCs

In this approach, first, all the CCs present in a document image are extracted using 8-connected
component labelling (CCL) algorithm [33]. Let, the CCs are €;,C,, ..., €y. Here, N is the
number of CCs extracted from a document page. Now, the CCs are classified either as small
sized or large sized using a rule-based algorithm. For this classification, height and width of
the CCs are considered as feature values. Average height (uy) and average width (uy,) of all
@; are calculated as py = % N Grand uy, = % N G¥.Here, " and €Y indicate the height
and width of €;. Now, a €; is classified into either small sized or large sized CC using the

following rule:
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smal,if " < py or €Y <

size(8y) = {large, otherwise

An example of document page containing both categories of CCs is shown in Fig. 4.4. In this

figure red colored CCs are small sized CC and rest are large sized CC.
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Fig. 4.4 An instance of document page where small sized CCs are displayed
in red color

4.2.2 Joining of Small Sized CC to an Appropriate CC

In this section, the method for joining a small sized CC (say, €;) with an appropriate CC
(say, €;) is described. An appropriate €, is selected using spatial closeness of the CCs under
consideration. For this, all of the 8-Freeman directions [146] from the CG of €, (say, (Cy, C,))
are visited. Let, the CG of first encountered €, in d*" direction is (C£, C}). Next, the Euclidean

distance [17] (A4) from (Cy, Cy) to (CE, €31 in d*direction is calculated by

Ag= J(Cx —CH2+(C, — CH? ,whered = 1,2,...,8

All such A;zs (d =1,2,...,8) are calculated. Next, the minimum distance (say, ming;s;)

among all such distances is calculated i.e., ming;s; = 4 r{lgn 8{ A4} and the corresponding G,

(say, €"™). Now, spatially closeness of these two CCs (i.e., €, and €™") is defined using the
l l
following rule

yes,if mings < 6,

. min) _
spacially close( ¢, ¢ ) = {no, Stherwise
Here, &8, is a threshold which is decided experimentally. Finally, for all €s present in a

document image are hypothetically joined with their spatially close €;s i.e., €™, Such
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threading has been carried out by Digital Differential Analyzer (DDA) line drawing algorithm

[136]. An instance of output image generated after this phase is shown in Fig. 4.5.
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Fig. 4.5 An instance of document page where small sized CCs (red color) and
the corresponding CCs (purple color) to which the smaller ones would be
connected. The CCs that have been formed after joining are marked with

rectangular boxes

4.2.3 Joining CCs Horizontally

After completing the previous stage, the small sized CCs along with their corresponding large
sized CC form new set of CCs. Let the new set of CCs are represented as €',, €',, ..., C'y,.
Here, N'(< N) is cardinality of new set of CCs. Next, left and right boundaries (i.e., columns)
for all CCs are estimated. Let, for some €'; (i € [1,N'] and i € N) the left and right columns
are Ic'; and rc’; respectively. Now, €'; and €'; (i # j) are joined hypothetically if the difference
between rc’; and Ic'; is less than some predefined threshold value (say, &) i.e., r¢'; — Ic'; <
&,. Here, selection of €'; for some €'; is performed by visiting the components from CG of
€', to its left or right. Examples of merged CCs that are generated after joining CCs
horizontally are shown in Fig. 4.6 and the final output of the current word extraction technique

is shown in Fig. 4.7.

4.3 Preparation of Ground Truth Image

It has already been mentioned that the availability of GT information makes any database more
useful since it helps enabling proper evaluation of any newly designed technique by comparing
its output with the GT images. Considering this fact, in this thesis work, the GT images
containing ideal word boundaries for all the document pages of present database are prepared.

These GT images are prepared in a semi-automatic way. First, the page-to-word extraction
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mechanism as described in section 4.2 is applied on each of the binarized document pages and
then all the identified words, present therein, are uniquely colored. The color encoding is made
in such a way that neighboring words are painted with different colors. The present method
sometimes generates over and /or under segmented words (see Fig. 4.8(a)). All such erroneous
results are manually corrected using the GTgen Tool (refer to Fig. 4.8(b)). Such corrected and
color encoded versions of automatically segmented document pages are considered here as GT

images which are then added into the present database for future usages.

Fig. 4.6 Illustration of CCs that would be joined horizontally. VCCs,
generated at previous step, are shown within light green colored rectangular
boxes while the CCs (or VCCs) that would be joined during horizontal joining

are enclosed within blue colored rectangular boxes
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Fig. 4.7 Result after applying current page-to-word extraction technique.
Here all the words are uniquely colored

4.4 Experimental Results

For experimental need, 300 handwritten document page images, which are in binarized form,
are used. The present word extraction technique is applied on these handwritten document

pages and the performance of the said technique is measured automatically. For this, the
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performance evaluation protocol as described in section 3.3.2 is used. To fit the said evaluation
scheme for the performance measure of a word extraction method, extracted words in a
document page and words in the corresponding GT image are considered as components. It has
already been mentioned that the threshold values (i.e., §; and &,) are optimized experimentally.
To do this the present page-to-word extraction technique is applied on all the 50 handwritten
document pages of Set-F of present database (refer to Chapter 2). The results with varying
values of §, and &, are shown in Table 3.1 where bold style numbers indicate best scores.

Table 4.1 Average performances of TP, FN, FP, Recall, Precision and F-measure scores for all
document pages belonging to Set-F with varying parameters (i.e., 6-; and 6-,) of CC based

page-to-word extraction.
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(a) Output image having erroneous word detection. Over, under and both (i.e., under and over)
segmentation errors are enclosed within rectangular, elliptical and triangular regions respectively.
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(b) The manually corrected GT image

Fig. 4.8 Illustration of GT image preparation

By investigating the results shown in Table 4.1, the following conclusions might be drawn.

e Experimentation with §; = 20 and 6§, = 60 generates the best recall value. The best
recall value indicates that it generates less number of under segmented words. Whereas,
the precision value for this case is higher than the best precision value. So these
threshold values (i.e., §; = 20 and &, = 60) generate more over segmented words

while trying to reduce under segmented words.
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e Experimentation with §; = 10 and &, = 60 provides the best precision score. Better
precision value indicates that it tries to optimize among truly segmented words and

under segmented words.

Table 4.1 Results of present word extraction technique while varying with
the parameter values on document page images of Set-F

61|68, | TP FN FP Recall | Precision | F-measure
10 | 30 | 0.8632 | 0.1061 | 0.0308 | 0.8878 0.9618 0.9220
10 | 40 | 0.8805 | 0.0901 | 0.0294 | 0.9041 0.9640 0.9322
10 | 50 | 0.8936 | 0.0790 | 0.0273 | 0.9167 0.9678 0.9407
10 | 60 | 0.9001 | 0.0723 | 0.0275 | 0.9240 0.9685 0.9450
10 | 70 | 0.9007 | 0.0694 | 0.0299 | 0.9270 0.9661 0.9454
15 | 30 | 0.8964 | 0.0699 | 0.0337 | 0.9255 0.9614 0.9424
15 | 40 | 0.9072 | 0.0593 | 0.0335 | 0.9369 0.9624 0.9487
15 | 50 | 0.9125 | 0.0537 | 0.0338 | 0.9428 0.9626 0.9519
15| 60 | 0.9144 | 0.0505 | 0.0351 | 0.9462 0.9615 0.9530
15 | 70 | 0.9124 | 0.0492 | 0.0385 | 0.9474 0.9579 0.9518
20 | 30 | 0.9080 | 0.0502 | 0.0419 | 0.9463 0.9545 0.9495
20 | 40 | 0.9141 | 0.0426 | 0.0430 | 0.9542 0.9537 0.9530
20 | 50 | 0.9142 | 0.0406 | 0.0446 | 0.9561 0.9521 0.9531
20 | 60 | 0.9136 | 0.0392 | 0.0471 | 0.9573 0.9494 0.9524
20 | 70 | 0.9105 | 0.0387 | 0.0507 | 0.9574 0.9456 0.9504

Apart from these, the better F-measure score ensures the better trade-off among over, under
and truly identified words. Hence the best performing experiment is decided by average F-
measure score which is harmonic mean between recall and precision. The experimentation with
&, = 15and §, = 60 has provided best average F-measure score on these 50 handwritten page
samples. Therefore, this framework is applied on the entire database for the page-to-word
extraction purpose. Two output instances of the present page-to-word extraction technique are
shown in Fig. 4.9 where all the words, present in those document pages, are extracted properly.
All the above mentioned measures are also calculated on the entire dataset. Such measures
(page-wise) are plotted using line chart (see Fig. 4.10 (a-f)). To access the word extraction
result on entire dataset, statistics like maximum, minimum, mean, standard deviation (SD), first
quartile (Q1), second quartile (Q2) i.e., median, third quartile (Q3) and inter quartile range

(IQR) are introduced. These information are given in Table 4.2.
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4.4.1 Comparison with the Other Word Extraction Model

It has already been mentioned that in this work a page-to-word extraction technique is devised.

To compare it with the traditional word extraction i.e., word extraction is applied on extracted

the TLs. For this, first the TLs are extracted from handwritten document page images using the

TL extraction algorithm described in the previous chapter and then words are extracted from
each of the extracted TLs using the SRLSA based TL to word extraction technique as described

in [46]. The comparative results are shown in Table 4.3. In this table only the average results

are shown for comparison purpose.

Table 4.2 Experimental results in terms of different statistical measures of
present page-to-word extraction technique

Term TP FN FP Recall | Precision | F-measure
Minimum | 0.8024 | 0.0000 | 0.0000 | 0.8193 | 0.8029 0.8904
Maximum | 1.0000 | 0.1785 | 0.1970 | 1.0000 1.0000 1.0000
Average | 0.9336 | 0.0294 | 0.0370 | 0.9696 | 0.9620 0.9651
SD 0.0443 | 0.0290 | 0.0381 | 0.0297 | 0.0387 0.0242
Q1 0.9075 | 0.0070 | 0.0103 | 0.9537 | 0.9459 0.9515
Q2 0.9403 | 0.0222 | 0.0246 | 0.9768 | 0.9746 0.9692
Q3 0.9693 | 0.0448 | 0.0525 | 0.9928 | 0.9896 0.9844
IQR 0.0618 | 0.0378 | 0.0422 | 0.0391 | 0.0437 0.0329
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Fig. 4.9 Two instances of document page image where all the words are
extracted correctly by the present technique
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Fig. 4.10 Different page-wise performance measures of the present page-to-
word extraction technique on the entire database

Table 4.3 Comparison of performances of the current word extraction
techniques

Method TP FN FP Recall | Precision | F-measure
TL to word [46] | 0.8936 | 0.0726 | 0.0338 | 0.9636 | 0.9249 0.9439
Page-to-word | 0.9336 | 0.0294 | 0.0370 | 0.9696 | 0.9620 0.9651

4.4.2 Error Case Analysis

From the results shown in the Table 4.2, it is seen that recall value is higher than precision
value. This scenario indicates that most of the errors produced by the present technique is due
to under segmentation of words. Such under segmentation occurs mostly due to presence of
inter-word touching characters (refer to Fig. 4.11(a))/ overlapping characters (refer to Fig.
4.11(b)) and strongly coupled characters (refer to Fig. 4.11(c)). These scenarios may occur
within same TL or within neighboring TLs. In addition to these, occurrence of cohesive
punctuation mark and characters (refer to Fig. 4.11(d)) is another reason for the said case.

Whereas unusual distance within two characters of a word or between a character and part of
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character/modified shape leads to under segmentation error. These two cases of are depicted in
Fig. 4.11 (e-f).
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Fig. 4.11 Illustration of error cases generated by present word extraction
method
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4.5 Discussion

Extraction of words from unconstrained handwritten document images is one of the
fundamental requirements in an OCR system. It is a difficult assignment for the researchers
due to a presence of non-uniform inter/intra-word spacing, touching characters and close
appearance of punctuation marks, which are obvious in handwritten documents. In this context,
the present chapter has described a possible solution to the said research problem which is a
Euclidean distance based component joining method. For assessing the technique, GT images
containing ideal word boundaries for 300 document pages are prepared. It also uses an
automated evaluation procedure for assessing the present page-to-word extraction method.
This evaluation technique can easily be applied to other word extraction method. The present
page-to-word extraction system is experimented on entire the database and the outcomes are

satisfactory.
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Chapter 5

CHARACTER EXTRACTION FROM
HANDWRITTEN BANGLA WORD IMAGES

5.1 Introduction

It has already been mentioned in Chapter 1 that Optical Character Recognition (OCR) system
[15] converts optically scanned documents into machine encoded form. One of the major steps
of OCR system is word recognition which aims to enable understanding of human readable
printed and/or handwritten words to machines. For word recognition researchers have either
followed analytical [15, 63] or holistic approach [63]. For the former one, segmentation of a
word into constitute character(s) or character subpart(s) is a pre-requisite, whereas the later one
is performed in segmentation-free way. Indeed the former one is better approach for
recognizing words a lexicon independent way. Even, it has already been mentioned in Chapter
1 that number of middle zone characters or character like shapes, ascendant and descendant
would help in reducing the search space which is formed by target words while searching a
keyword in a recognition based way. Considering this facts character extraction from word
image can be considered as one of the important stage for analyzing textual contents in a

handwritten document image.

Character extraction aims at splitting the word image into characters or character like shapes
since characters are the primitive segments of a word image. It is worthy to mention that
character extraction from unconstrained handwritten word images [46] is more difficult while
compared to the printed ones [81, 147]. The reason being that in a printed word, in general, all
the characters have definite shapes and sizes since these are typed through the keyboard or
typewriter. In addition, the problems related to unconstrained handwritten documents are much
more complicated due to the wide variations in handwriting patterns of the individuals which
also vary for same writer from time to time. These issues make the process of character

extraction from handwritten word more difficult than its counterpart.



It is to be noted that character segmentation mechanisms are mostly script dependent [46]. The
reason being the use of certain script specific features while designing any segmentation
hypothesis. The present character segmentation technique is solely designed for Bangla script
which is a Matra based script. Such initiative would help in designing better OCR system in
other Matra based scripts like Devanagari, Gurumukhi and Assamese. Characteristics of
Bangla script is described in detail in Chapter 1. However, the character extraction from
handwritten Bangla word images is not an easy tasks. It is mainly due to the presence of non-
uniform Matra (refer to Fig. 5.1(a-c)), skewed word images (refer to Fig. 5.2(a-c)), joining of
consecutive characters at region(s) other than Matra region (refer to Fig. 5.3(a-c)), extended
part(s) of middle zone character (refer to Fig. 5.4(a-c)) and multiple parts of characters that

may be fall in Matra region (refer to Fig. 5.5(a-c)).
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Fig. 5.1 Sample images showing presence of non-uniform Matra
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Fig. 5.2 Skewed word images

e et

@ (c)

Fig. 5.3 Sample images that show joining of two characters except Matra
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Fig. 5.4 Sample word images having elongated part of middle zone character
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Fig. 5.5 Word images having multiple parts of certain characters in Matra
region

5.1.1 Literature Review

A number of research initiatives [46, 60-62, 82-83, 148-159] have been made by researchers
for character extraction from handwritten words. In this section, first the researches that employ
technique for character extraction from isolated handwritten Bangla word image [46, 60-62,
82-83, 148-150] are pronounced and then some contemporary works [46, 60-62, 82-83, 148-
150] performed on words written in other scripts for the said task are surveyed. While
considering researches on handwritten Bangla script two major research approaches are found
in literature. The first category of techniques [60, 62, 148-150] has considered a word image
as an indivisible component. Whereas in the other category of works [46, 61, 82-83], connected
components (CC) containing two or more characters are only considered for extracting

character from them.

In the work [148], the authors have proposed a method of recursive contour following to detect
the segmentation points within a dynamically set region where the common Matra of the
characters of a word lies. The region’s upper boundary is set to Matra line whereas the bottom
boundary is set using thickness value and a dynamically set weighted measure of contour
pixels. Finally, the lower contour pixels of a word image that lie in the above mentioned region
are considered as segmentation points. A nature inspired concept called water reservoir has
been introduced in [149] for extraction of characters from handwritten Bangla words. In this
concept it is assumed that water is poured from top and bottom of the word images which in
turn generates water reservoir. Next, the reservoir base points and structural feature of the

component are analyzed to detect the true segmentation point(s).

In another work [62], Multilayer Perceptron (MLP) based classification technique has been
employed. In this work first the lower contour of a word image is estimated and then feature
values are extracted for each object pixel on the estimated lower contour. Features that have
been extracted in this work are 8-Freeman direction values of nearby pixels (excluding the

current pixel) up to certain limit. In addition, three positional measures of the current pixel viz.,
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distance of pixel from top of the word boundary, number of object pixel along vertical direction
containing the underlying object pixels and value of horizontal object pixel run containing the
pixel, are also included in the feature set. Finally, these feature values are used to classify a
contour pixel either as segmenting point or non-segmenting point. A triangular fuzzy
membership function along with horizontalness feature in terms of object pixel has been used
in [60] for detecting Matra region. The same fuzzy membership function is further used to
calculate membership value of each of the object pixels that lie in the estimated Matra region.
Number of object pixels and distance of furthest object pixel from Matra region along each
column are estimated as feature values. A similar work is found in [150]. In this work instead
of using triangular fuzzy membership function, bell-shaped fuzzy membership function has
been used. Words written in four scripts namely, Bangla, Devanagari, Gurumukhi and Syloti
have been considered as inputs.

The aforesaid methods provide good result while the characters present in the word image are
connected though Matra. But, this scenario is very unusual since presence of disconnected
components inside a word image are found very frequently while considering unconstrained
handwriting. In addition to this, isolated characters or character sub-parts, very often, appears
in unconstrained word images. Therefore researchers in the works [46, 61, 82-83] have
followed alternative approach where already isolated characters, in general, are not passed
through the actual segmentation process i.e., only CCs that contain multiple characters /
character shapes are considered for actual segmentation process. In this category of works
(refer to [46, 61, 82-83]), generally, CCs that are only considered for segmentation process are
identified prior to actual segmentation process. For example, in the work [61], the authors have
first extracted the CCs of a word image and then each CC is passed through segmentation
process. During segmentation of CCs, first the lower contour of a CC is estimated and then the
lower contour is traced anti-clockwise manner to detect the segmentation points on it using
three predefined patterns. The final set of segmentation points is confirmed considering their
distance from Matra region. Such confirmation process reduces segmentation of isolated
character or character like shape that appears as individual CC in upper zone or lower zone of
a word image. But, still this segmentation method suffers from segmentation of isolated

character that appears in the middle zone of a word image (see Fig. 5.5(a-c)).

To get rid of the above mentioned issues, in the work [82], first the CCs of a word image is
extracted and then these CCs are classified into either of the two classes, namely, ‘Segment

further’ and ‘Do not Segment’ using a MLP based classifier. A 7-element feature vector has

94



been designed for the classification purpose. Finally a CC, which has been classified as
‘Segment further’ is segmented using the segmentation logic used in [150]. This technique
sometime suffers from classification error, failure in detecting appropriate segmentation points
or extracting characters though detected segmentation points. In addition to these, it also suffers

from loss of object pixels but which is not much alarming.

Considering the loopholes, the authors in [46, 83] have provided some alternative solutions. In
these works, a 12-element feature vector has been used for better classification. In addition,
segmentation lines having minimum number of object pixels for each detected segmentation
point clusters have been drawn to get rid of loss of object pixels. This mechanism also helps in
segmenting connected characters if at least one segmentation point is detected in the Matra
zone. Finally, the scanning region while extracting features as mentioned in [60, 150] has been

shortened for estimating better Matra region and segmentation points.

Beside the work on handwritten Bangla script, some research attempts are found in literature
for other Matra based scripts like Devanagari [150-152] and Gurumukhi [150, 153-154]. A
fuzzy bell-shaped membership function, used in [150], has been used for both Matra region
detection and confirming Matra pixels as segmentation points in [151]. Whereas in the work
[152], the authors have presented Pixel Plot and Trace and Re-plot and Retrace (PPTRPRT)
model for the same purpose. In this work a feed-forward MLP has been used to recognize the
segmented character. Whereas in the work [153], the authors have first generated CCs of a
handwritten words written in Gurumukhi script and then selected CCs are considered for
further segmentation. This selection is performed using intuitively selected threshold value
which represents aspect ratio of a CC. These authors have also designed a merging strategy
which solely depends of inter-CC distance. However in the work [154], the authors have
recommended a water reservoir based model for extraction of characters from a word written

in Gurumukhi script.

Apart from these above mentioned research attempts, some contemporary works [155-157]
related to character extraction on non-Matra based scripts are also found in the literature. A
recognition based character extraction method for word images written in Roman script is
found in [155]. In this work, first a word image is segmented vertically through valleys of
vertical histogram of object pixel count and then passed through pre-trained character model.
Genetic Algorithm (GA) has been used for selecting optimal set of segmentation points. A
similar approach to [154] has been described in [156] for extracting characters from
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handwritten English word images. In the work [157], a recognition based character extraction
from handwritten Japanese words has been proposed which relies on over-segmentation
strategy. It first estimates candidate separating points through projection analysis and graph
generation, and then generates candidate patterns. Next it evaluates each candidate pattern by
analyzing their overlapping and connectedness with other candidate patterns. Finally, optimal
separating line(s) is (are) generated using the score returned from previous step. Another
recognition based approach is found in [158] where main focus has been given on separation
of non-touching characters which are not linearly separable from handwritten Japanese words.
Instead of finding segmentation line like the work reported in [157], it generates segmentation
path to separate two characters. However, prior to the actual segmentation process, it clusters
the vertically separable patterns into isolated character, non-linearly separable and touching
using a non-linear clustering method. The method has been experimented on handwritten
English and Chinese words. More works can also be found in [159-160] for the words written
in Arabic [159], Roman [160] and Chinese [160] scripts.

5.1.2 Motivation

Research initiatives [46, 60- 62, 82-83, 148-160], discussed in the previous section, have dealt
with the problem of character extraction from handwritten word images. These works are either
applied on Matra based scripts [46, 60- 62, 82-83, 148-154] or non-Matra based scripts [155-
160]. However, from technical point of view, these works can be considered as (i) direct word
segmentation approach (consider the entire word as input and segment them by some means
[60, 62, 148-154]), (ii) CC segmentation based approach (consider only the CCs that actually
need segmentation [46, 61, 82-83]) and (iii) recognition based approach (detect the characters,
present in a word image, based on a classifier feedback [157-160]). The techniques that
followed second or third approach need large number of samples, collected in offline mode,
for training the classifier under consideration which require huge manual effort. Not only this,
these techniques are heavily dependent on classifier performance and the nature of collected
train samples. In addition, they are also time consuming. Considering these it can be safely
claimed that the methods that follow the first approach are faster and more appropriate for real
world applications. Therefore, in this thesis, a technique is designed following first approach.
It is to be noted that despite being a challenging research problem, this field faces following

research gaps:
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e Absence of open access database for character segmentation: In most of the cases,
word images those have been used for assessing character segmentation algorithms are
not made publicly available [46, 60- 62, 82-83, 148-160]. Not only this, the ground
truth (GT) images those represent ideally segmented characters or character subpart(s)
are also missing. Such GT information of any database enhances its usability as
researchers, even without any knowledge of the script in which the words are written,
can work effortlessly.

e Common evaluation methodology: It is also seen that there is an absence of common
and globally accepted evaluation protocol for qualitative assessment of character
segmentation algorithms. It is worthy to mention that quantitative estimations are
mostly performed manually, which is a tiresome process and also suffer from human
errors. For example, the works [46, 60- 62, 81-83, 148-154, 158-160] have made the

assessment of their algorithm in manual way.

Relying on the above discussion, in this thesis, a character extraction technique is designed by
hybridizing two fuzzy membership functions that are known as trapezoidal [81] and bell-
shaped [82] fuzzy member functions. Also, a database is prepared primarily for quantitative
evaluation of character segmentation algorithm. This database contains GT images for each
word image which is explained later. The performance of this character segmentation algorithm

on the prepared database has been evaluated using the said GT information.

5.1.3 Objective of the Chapter
The work described in this chapter mainly aims to achieve the following objectives:

« Designing a competent character segmentation technique.

* Preparing GT images showing ideal segmented character and /or character sub-parts, of
isolated word images.

« Fitting the previously developed evaluation protocol, described in Chapter 3, for assessing

the present algorithm.

5.2 Character Extraction Technique

In this chapter, a new character segmentation mechanism for isolated handwritten Bangla word
images has been presented. This method considers an entire word image and generates the
segmented character(s) or character like shape(s). The entire segmentation methodology is

divided into 5 different steps (see Fig. 5.6). First a mask based technique has been adopted to
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estimate the horizontal zone boundaries (zone and zone boundaries of a Bangla word image is
shown in Fig. 1.2 in Chapter 1). Next, a fuzzy method is designed to detect Matra pixels and
segmentation points. From these segmentation points segmentation lines with minimum loss
of object pixels are estimated. Some segmentation lines are then nullified using a rule based
method. In addition to these, to isolate the modified shapes belonging to lower zone, a separate
method for segmenting lower zone component(s), if present, is adopted here. Before going into
detail segmentation methodology, data (isolated handwritten word images) preparation process
is described first.

5.2.1 Database Description

It has already been mentioned that handwritten word recognition (HWR), core of any
handwritten OCR system, is a challenging job till date. The development of an analytical
approach for HWR, which is an age-old and philosophically most sound mechanism, will get
a boost if a comprehensive database of handwritten words is available. Keeping these facts in
mind, in the present work, a database of isolated handwritten Bangla words is prepared. This
database contains both dictionary and non-dictionary words of Bangla language that contain
only basic characters and modified shapes (i.e., the words do not contain any compound

character).

5.2.1.1 Data collection and analysis

To collect the word images two different types of document images which are i) document
pages containing standard textual content i.e., document pages prepared during the present
thesis work and ii) datasheets containing isolated words (see Fig. 5.7), have been considered.
In both cases, texts/words are written freely on a white A4 size paper using black/blue ink and
then those pages are scanned using a flatbed scanner as a gray-scale image with 300 dpi

resolution. Next, the words are cropped manually from these scanned documents.
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Fig. 5.6 Block diagram of the character segmentation mechanism

It is worth in mentioning that selection of the words is carried out to cover all the commonly
used basic characters and modified shapes of Bangla script. Finally wrongly spelled dictionary
words are filtered out using the Bangla word vocabulary book entitled “Akademi Banan
Abhidhan”, published by Paschimbanga Bangla Akademi [161]. The database also contains
few non-dictionary words. The entire database contains in total 5000 handwritten isolated word
images. Some statistics related to word samples are shown in Table 5.1. The statistics and
parameters, used here for indicating characteristics of collected word images of the present

database, have been described in Chapter 2 (see section 2.4).

5.2.1.2 Naming of word images

All the collected word images are named as word####. Here #### represents index number of
the word images ranging from “0001” to “5000”. The index number (Index,,) is determined

using the convention described below.

A lexicon L(={#;:i=1,2,...,n.}) has been prepared containing minimum set of Bangla

words corresponding to each of the collected word images of W = {w;:i = 1,2, ...,ny} i€,
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W is the word image database. Here, n, and ny, are number of unique words in £ and W
respectively. Let, A = {a;:i = 1,2,...,n4}, where n4 is the number of basic characters in
Bangla script, be the set of all basic Bangla characters appearing in the first position of the
words in £ and index i is in chronological order of the basic character in Bangla alphabet. Now,
all the words in £ are indexed based on position of first character in A. Here, |£| < [W| as
some ¢ € L have multiple copies of «w € W. Here, for the said database, ny, = 5000, n4 =
41 andn, = 1298. Next, a relation p € L X W (xpy if x is “machine encoded form” of ¢,
x € L and ¢ € W) is defined to name all the word samples «+ € W. Next, W is partitioned
into n; number of subsets defined as P; = {(¢,w;): ¥ = ¢; Aw; € W}where,i = 1,2,...,n,
andj = 1,2, ..., k. Finally, the index number (Index,,) of a word w is defined as Index,, =

Y2UIP| +j, where, n = 1,2,...,n.and j is the index of w € W/,
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Fig. 5.7 Sample handwritten written document page containing isolated
word images written by different individuals

Table 5.1 Description of statistical parameters used to define page images.
The meaning of statistical measures and parameters of word image are
described section 2.4

Term Minimum | Maximum | Average SD Q1 Q2 Q3 IQOR
Ht 19 185 66.41 28.18 41 63 86 45
wd 41 897 182.20 75.33 129 167 221 92
Area 902 105846 13235.50 | 9769.39 | 5510 | 10800 | 18424 | 12914
#CC 1 16 3.37 1.70 2 3 4 2
AR 0.55 9.49 2.98 1.11 218 | 2.85 3.57 1.39
pixelDen 0.04 0.25 0.13 0.03 010 | 012 | 0.14 0.04
avgStrokeHt 2.65 16.06 6.62 2.27 423 | 7.08 8.36 4.13
avgStrokewd 2.38 17.39 7.28 241 488 | 7.57 8.95 4.07
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5.2.1.3 Pre-processing of the word images

In this stage, all the isolated word images are first passed through MMC based filtering
technique (discussed in section 2.3.1 of Chapter 2) and then binarized using ratio based global
thresholding method (explained in section of 2.3.2 in Chapter 2). Effect of this binarization
technique over commonly used Otsu’s method is illustrated in Table 5.2. Then all the connected
components (CCs) of a binarized word image are extracted using 8-way connected component
labelling (CCL) algorithm [115]. Finally, small and unwanted CC(s) (containing 5 or less
number of object pixels) are removed. Some examples of word images after removing the
unwanted CCs are shown in Table 5.3. These binarized word image samples, at this stage, have
been considered for preparing GT images. Five sample images of the current database and their
corresponding binarized images have been shown in Table 5.4. More samples of collected word

samples are shown in Table Al of appendix.

Table 5.2 Pictorial illustration of ratio based binarization technique over
Otsu’s technique

Binarized image using
Otsu’s threshold Ratio based threshold

AR | AR | e
O ST OUET
Co:mf fo‘@g @m{

Table 5.3 Outcomes of noise removal method

Original image

Sample Binarized image | Image after removing
with unwanted pixels unwanted pixels

>0 CoE NN
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5.2.1.4 Analysis of the Word Images Database

In this section, association between £ and W has been drawn. First, the distribution of £ (€ £)
with respect to varying number of w (€ W) (i.e.,|?;|) is prepared and is depicted in Fig. 5.8.
From this figure, it is found that the majority of the words (68% of n,) in £ have two or more
w(eEW) (ie,|P;| =2,i= 1,2,..,n;) and out of which 193, approximately, 15% of n,,

have 8 or more sample variations in W (i.e.,|P;| = 8,i = 1,2, ...,n;).

Comparison in number of basic characters (see Fig 5.9 (a)) and modified shapes (see Fig.
5.9(b)) in aword in £ and W is provided here. The figures reveal that more than 70% of the
words have at least 3 basic characters. It also shows that no word containing single character,
rarely found in any language, is present in the database. On the other hand, from Fig. 5.9(b) it
is clear that around 87% of the words contain modified shapes which in turn increase
complexities during segmentation process. Variations with respect to presence of basic
characters and modified shapes are presented in Fig 5.10(c). It indicates that most of the word

images contain 4 or more such counts.

Table 5.4 Five samples from the database with their binarized version

SIL # Word Sample Preprocessed Binarized Image

: :mmﬂ :mmﬂ

CONTRET | DTRAST

Caf@Ee aldEE

PO, e J—
L LA LI
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Fig. 5.8 Distribution of ¢ (€ £) with respect to varying number of w (€ W)

45

40 -

35 1

30 1

25 1

20 4 .
Bin L

15 .
Hin W

10 1

5

o -

NBC=2 NBC=3 NBC=4 NBC=5
Number of Basic Characters (NBC)

(a) Distribution of words with varying number of basic characters in each word in £ and W
45

40 4
35 4
30 4
25 1
20 1 BinL
157 Hin W
10
5 |
0

NMS=0 NMS=1 NMS=2 NMS=3
Number of Modified Shape(s) (NMS)

(b) Distribution of words with different number of modified shapes in each word in £ and W
35 4

30 A
25 A
20 A
15 4 EmmL
10 Hin W
5
o -

NBM=2,3 NBM=4 NBM=5 NBM=06 NBM=7
Number of Basic Characters + Modified Shapes (NBM)
(c) Distribution of words with varying number of basic characters with modified shapes in each word in £
and W

Percentage of words

Percentage of words

Percentage of words

Fig. 5.9 Comparison of different statistics in £ and W
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5.2.2 Detection of Horizontal Zone Boundaries

Any binarized Bangla word image (say, B) can be represented as a set of pixels as B =
{fG,j):1<i<Ht AN1<j<Wd}, where Ht and Wd are height and width of B
respectively. Here f (i, j) assumes the value either "0’ or "1" (where ‘0’ represents background
and ‘1’ represents object pixels). Any Bangla word image can be divided into three non-
overlapping zones viz., upper zone, middle zone and lower zone [46] (see Fig. 5.10). Estimation
of the zone separation lines, i.e., starting row of upper zone (R1), ending row upper zone or
starting row of middle zone (R2), ending row of middle zone / starting row of lower zone (R4),
ending row of lower zone (R5) and middle row of R2 and R4 (i.e., R3) are carried out here.
The positions of Ri (i=1, 2, 3, 4, 5) are shown in Fig. 5.10.

R1
} Upper Zone
R2

R3 Middle Zone

R4 P
} Lower Zone
RS

Fig. 5.10 Positions of three zones of a Bangla word. It also shows the zonal
boundaries i.e., R1, R2, R4 and RS and middle of R2 and R4, i.e., R3

Detecting Ri’s (i = 1, 3,5) are straight forward. But, estimation of R2 and R4 is the main
challenge for the researchers due to unconstrained, skewed and varying writing styles. To get
proper zonal information, a mask based approach has been considered here where mask size
is h X w. For implementation, w is set as Wd and h is varied based on average vertical run
length of object (say, RLD) pixels and background (say, RLND) pixels of B. The entire process
is described in Algorithm 5.1. Estimated mask along with the zone boundaries are depicted in

Fig. 5.11 for the sample word images of Table 5.4.
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Algorithm 5.1 Estimation of R2 and R4
Input: Input image, here B
Output: R2 and R4

Step 1.

Step 2.

Step 3.

/[Estimation of mask height h
Say, i (1 < i < Wd) column contains N;(= 0) occurrences of continuous object pixels
with length L, Ly, ..., Ly, in B.

. 1
Estimate RLD = Wzi iy _max {LU}

Let it" (1 <i < Wd) column contalns N; (= 0) occurrences of continuous background
pixels with length L';;, L'j, ..., L'jy;.

wa
Measure RLND = —Z 1, max, {L’ﬂ}

h = ||RLD + 0.5] 4+ |RLND + 0.5] + 0.5|.

/I Estimation of R2

Letl;,i =1,2,..,Ht — h, is the maximum length of all horizontal runs of object pixels
within mask i.

I, = ; I{lzax { _max {H ik}, where HL; and C; are the length of k" horizontal run

and number of such runs in j** row inside i** mask (i = 1,2, ..., Ht — h) respectively.

= hZf"l " T;, where § is mean value ofl;’s inside L”‘mask (i=1,2,..,Ht —h) and

is considered here as criteria parameter for selecting mask containing R2.

n = min{i: [} > §}, where 7 is the starting row index of selected mask.
1

_ |(m+h)
R2 = [—2 + 0.5].
//Estimation of R4

LetA;, i =1,2,...,Ht — h, is the maximum of all horizontal transition counts within mask
i

Now, A; = max h{TC’j}, where 7°C; is the transition (i.e., changeover between object
]=1,4,..,

and background pixels and vice versa) point counts (7Cs) in horizontal direction in j*
row inside i** mask (i € [1, Ht — h]).

=i thHtl‘h A;, where &' is mean value of A;’s inside i*" mask (i € [1, Ht — h]) and

is considered here as parameter for selecting mask containing R4.
n' = max{i: A; < §'}, where n’ is the starting row index of selected mask.
1

"+h
Ra = | 5 )+0.5]
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Fig. 5.11. Illustration of zone boundaries detection of the input images shown in Table 5.4.
In these images red colored straight lines from top to bottom are R1, R2, R3, R4 and R5
respectively. Whereas, green colored rectangular shapes indicate the mask positions that

contain R2 and R4 that are considered in this work as zone separating lines.

5.2.3 Determination of Matra Pixels

The common headline or Matra of a connected word segment may be identified as the
continuous horizontal stripe of black pixels appearing at the top of most of the characters and
some of modified shapes in the word segment. In a cursive handwriting, the appearance of a
Matra is often disjoint and wavy. In addition to this, generally, the boundary between the sets
of Matra pixels and non-Matra pixels in the region R1-R3 is not distinct in handwritten words.
These issues make the identification of potential Matra pixels a challenging task. Considering
the problems related to determining Matra pixels, here, a fuzzy measure of a pixel is obtained
by multiplying its horizontalness value and fuzzy membership value. The horizontalness value
of a pixel is determined by number of object pixels that appear to its left and/or right in
continuous way. For estimation of membership value of a pixel that points to its potential

belongingness to Matra zone a trapezoidal fuzzy membership function (urz) [81] is chosen.

The exact expression of uy5 is shown in eg. (5.1) while Fig. 5.12(a) depicts its geometrical
representation. In this equation a, b, candd (a < b < ¢ < d) represent lower limit, lower
support limit, upper support limit and upper limit of the membership function respectively.
However, to fit this fuzzy membership function for the said problem, value of b, c and d are set
asm, n + h and R3 respectively. Description of n and h are provided in Algorithm 5.1. Value
of the parameter a is set following rule which is mentioned in eq. (5.2). Such choice of
parameter values is made to assign maximum fuzzy membership value (i.e., 1) to all black pixel
that lie within a certain distance (here, h/2) from the line R2. As pixels move away on both

sides from boundaries of the region (i.e., [n, n + h]), their degree of belongingness to the set
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of Matra pixels should diminish. Notation of us; which is designed following the said
specification is termed as uyarra @nd the geometrical representation this fuzzy membership

functions is shown in Fig. 5.12(b-c).

(0, x<a
Z:Z, as<x<b
pra(x) =11 bsx=c (5.1)
fi—:i, c<x<bh
\0, x>d
R1 + R2 R2 — R1 oA
a= 2 ' R4—R2 (5.2)
R1, otherwise

Here A is predefined threshold value which is set here as 0.2.

Finally to determine Matra pixels in the region R1-R3, the product of the horizontalness value
and fuzzy belongingness value of all object pixels within the said region are computed. Then
mean of all such product values (say, avg) is estimated. Finally, an object pixel is considered
as Matra pixel if its fuzzy measure exceeds avg value. All such Matra pixels constitute the
Matra region. Sample images containing detected Matra pixels using the present method are

shown in Fig. 5.13 while the original word images are shown in Table 5.4,

Iy Ri RL

R1+ R2

n n
h/2 h/2
R2 l: R2 1:
h/z hj2
n+h

n+h

1

=
z

xopup moy
xopup Moy

(a) (b) (©)

Fig. 5.12 The different membership functions (i.e., pusz) for detecting the set
of Matra pixels: (a) represents the usy; as defined in eq. (5.1), (b) and (c)
variations in ury; depending on alternative values of ‘@’ in eq. 5.2.

5.2.4 Determination of Potential Segmentation Points

Potential segmentation points are Matra pixels across which a word image is to be fragmented
vertically in order to generate character/character sub-parts. Ideally these points should lie on
the column positions along which the number of object pixels within the rows R2 and R3 and

distance of the farthest object pixel (within the rows R2 and R3) from R2 are less. To earmark
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the degree of belongingness of a Matra pixel to the class of potential segmentation points, here
a bell-shaped fuzzy membership function (ugps) [46] is chosen. The exact expression of
generalized bell-shaped fuzzy membership function is shown in eq. (5.3) and its graphical

representation is depicted in Fig. 5.14(a).

Fig. 5.13 Detected Matra pixels (red color pixels) of the input images shown
in Table 5.4 are depicted.

pas(x) = W (5.3)

a

In this equation (i.e., eq. (5.3)), a, b and c are controlling parameters for deciding nature of uzs
which attains maximum value at x = c. To determine the fuzzy membership value of each of
the columns in a word image this function is used here by suitably setting the parameter values.
The values b are ¢ are set as 1 and O respectively. Whereas the value of a is set as either
maximum number of column-wise object pixel (say, ¢c™%*) or maximum of distances of farthest
object pixel in each of the columns from R2 (say, d"%*). Based on the choices of the parameter
a, two bell-shaped fuzzy membership functions are defined. These fuzzy membership
functions are termed as p, (x) and p,(x) which are formulated (considering pre-set values of
b and c) in egs. 5.4 and 5.5 respectively. Also, their graphical representations are shown in
Fig. 5.14(b-c).

1
pi(pc(x)) = ————— (5.4)
1+ [
c
1 (5.5)
H2(dfp(x)) = ————
14 [2p0ar
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In egs. 5.4 and 5.5, pc(x) and dfp(x) represent pixel count and distance of farthest object

pixel from R2 respectively and x represents index of column under consideration.

To decide about whether a Matra pixel would be a potential segmentation point, the average
of all yy (pc(x)) and p, (dfp(x)) values for all the columns containing at least one Matra pixel
is computed. Let the average value is avg. If the average fuzzy membership value (i.e.,
(uy(pc(x)) + u,(dfp(x)) = 0.5)) of some column containing Matra pixel exceeds avg then
all the Matra pixels belong to the column under consideration is marked as potential
segmentation point(s). Sample outcomes containing estimated potential segmentation points,

marked using red color, are shown in Fig. 5.15.

Hx Bx Bx

0 ¢™max  Number 0 dmax Distance of farthest
c-a & cta X of Pixels pixel from R2

(@) (b) (©)

Fig. 5.14 The membership functions for determination of potential
segmentation points (a) represents the ups as defined in eq. (5.3), (b)
represents u; (pc(x)) as defined in eq. 5.4 and (c) represents u,(dfp(x)) as
defined in eq. 5.5

Fig. 5.15 Depiction of detected segmentation points (red color pixels), which
are generated after confirmation of Matra pixels as segmentation pixels, of
the images shown in Fig. 5.13.
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5.2.5 Identification of Actual Segmentation Columns

Selection of actual segmentation points which accurately segment the word images into their
constituent characters or character sub-parts is a challenging issue. Poor selection of these
points leads to over and/or under segmentation during the segmentation process. As a result of
these, characters of their sub-parts may get broken/segmented, leading to loss of information
[46]. Therefore, for determination of actual segmentation points, there is always a trade-off
between under/over segmentation of word images. In this thesis, an attempt is made to optimize
between under and over segmentation, with minimum loss of object pixels, which is carried
out by selecting a single column for segmentation on the Matra region. The methodology is

described as follows.

To do this, cluster of segmentation points is identified using 8-neighbors CCL algorithm [115].
In Fig. 5.16(a-b) two samples of identified clusters are shown. Next, on each of these
segmentation clusters two primary decisions have been taken. These decisions are related to
selection of horizontal region for segmentation along specific columns on the Matra region and
identification of the segmentation columns in each segmentation-cluster. This process is carried

out using the following steps.

1. Check whether there is any ascendant in the word image under consideration for which
height of upper zone of the word image is estimated. If the height of the said zone is
exceeding threshold value (0.2 * (R4 — R2)), then it can be said that the word image
has ascendant part(s) in the upper zone.

2. For each cluster, the following technique is applied to determine the segmentation
column along which we can segment the word component under consideration:

A. If there is no ascendant in the word component under consideration; calculate

the sum of number of object pixels, Matra pixels and segmentation-point pixels

for each column in the region from R1 to (R%RZ). Otherwise, calculate the same

).

B. Consider the column for segmentation within the estimated region (row

for each column in the region from —(RZ;RI) to (R2 + &-F2

boundaries), which has the minimum sum, as calculated in step A.
Sample outcomes containing estimated segmentation columns, marked using red color, are
shown in Fig. 5.17. Also the extracted components after segmentation through estimated

segmentation columns are shown in Fig. 5.18.
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5.2.6 Confirmation of Segmentation Lines

The segmentation mechanism, described above, still suffers from over segmentation error (see
Fig. 5.18). In this stage, some over segmented parts of character or Matra component(s) are
joined through cancelation of segmentation column(s) and redefining new ones. For this,
histogram of object pixel count (h(i)) from R2 to R3 is calculated in vertical direction
i.e., h(Q)) = |{i: f(,i) =" 1"} where, 1 <i < Wd and R2 < j < R3. Then 1% order derivative
(dh(i)) of h(i) is calculated to get peak and valley of the histogram. dh(i) = h(i + 1) — h(i),
1<i<Wd-1. Finally, following two restrictions are introduced to handle over

segmentation issues.

1) A segmentation line is nullified if it does not enclosed by two peaks in h(i).

ii) If multiple segmentation lines(say, L, L,,...,Ly) have appeared between two
consecutive peaks, then a new segmentation line (SLye,) 1S defined asSLye, =
1vnN
v 2i=1Li

Result after this correction is depicted in Fig. 5.19.
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Fig. 5.16 Examples of segmentation point clusters. Here three segmentation

clusters in (a) but only one segmentation cluster in (b). The characters ‘a’, ‘b’

and ‘c’ indicate segmentation point label while the symbol =’ indicate Matra
pixels [83].
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Fig. 5.17 Showing detected segmentation columns (red color pixels) of the
input images shown in Table 5.4

2}9%»9[ \53‘ A RI_AY X
VIR AT

Fig. 5.18 Depiction of extracted characters or character like shapes, which
are generated after segmenting through segmentation lines, of the word
images shown in Fig. 5.17. Here, each different color indicates the extracted
character or character like shape

ol | D1@ZeT| alaa

i G 7 (e

Fig. 5.19 Showing characters or character like shapes, which are generated
after confirmation of segmentation lines, of the word images shown in Fig.
5.18. Here, each different color indicates the extracted character or
character like shape
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5.2.7 Separation of Lower Zone Components

All the components, appearing below R4 (ideally), are considered as lower zone components.
But, it is frequently found that lower zone components are written along with their
corresponding middle zone component and form a single component. Therefore, it is essential
to separate these lower zone components from middle zone component. To accomplish this,
first, middle zone CCs containing lower zone component or extended middle zone component
(EMZC) are selected and then lower zone component is separated out from middle zone

component.

To select such component a procedure called selection of word with dominant lower zone
(DLZ) is performed based on vertical spread (VS € (0,1]) of lower zone in the word.

_ R5 — R4

~ R5—R1
A word contains a DLZ ifVS > dP, where dP is a decision parameter (here, it is

experimentally set to 0.2).

Let Cy, C,, ..., Cy are N numbers of CCs generated after segmenting a word image (B) with
DLZi.e., Uj=1,.nCi =Band C; N C; = @, i # j. These CCs are grouped into three categories
viz., (i) entirely a middle and/or upper zone CC, (ii) entirely a lower zone CC and (iii) EMZC
or lower zone component connected with middle zone component. These grouping of CCs are
carried out by checking vertical belongingness of CCs into different zones. The first two

categories of CCs are skipped from lower zone separation.

Let SR; and ER; are the start row and end row of C;, i = 1, 2, ..., N. Information about rows is
estimated by scanning the components in raster order from top to bottom and bottom to top.
The classification rule is defined as

€ category (i),if ER; < [(R4 + R5)/2]

C;{ € category (ii),if SR; = [(R3 + R4)/2]
€ category (iii), Otehrwise

It is worth mentioning that EMZC (CC belonging to category (iii)) should be skipped from
separation through R4. The detection of EMZC is performed by calculating horizontal average
transition point within R4 to R5. Final results of the entire segmentation process are shown in
Fig. 5.20.
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5.3 Ground Truth Preparation

It has already been mentioned that availability of GT image makes an image-based database
more useful as it helps in assessing one’s algorithm. Generation of appropriate GT image,
however, is always a challenging and tiresome task. Moreover, a fast and accurate evaluation
of an algorithm is not possible without proper GT images and associated evaluation
methodology. This evaluation is unbiased and human-error free which may found during

assessment in manual mode.

2 23 2%

Fig. 5.20 Depiction of extracted characters or character like shapes, which
are generated after applying lower zone separation technique on the input

images shown in Table 5.4. Here, each different color indicates the extracted
character or character like shape

Like previous chapters, GT image of a word sample is prepared here in a semi-automatic way.
First, word images are segmented into constituent character(s) and modified shape(s) using the
segmentation mechanism described in above section. This segmentation method is hereafter
called as core segmentation methodology. Finally, all the CCs, obtained from a segmented
word using 8-way CCL algorithm, are uniquely colored. Ideally all these CCs should be either
a complete character or character shape, but this may not be true while segmenting handwritten
word. Hence, it can be stated that the said handwritten word segmentation process suffers from

anomalies due to following reasons:

e Failure in generating true segmentation points along Matra region (see Fig. 5.21(a)) or
separating lower zone components (see Fig. 5.21(b)),

e Presence of touching characters within word image (see Fig. 5.21(c))

e Generation of segmentation points on isolated character and/or character sub-part (see
Fig. 5.21(d)) or multiple segmentation lines on Matra region between two consecutive

character shapes (see Fig. 5.21(e))
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e Erroneous Matra zone detection (see Fig. 5.21(f)).
All these possible errors, produced during automated character segmentation process are then
manually corrected using the Microsoft paint tool. Few examples of auto-generated erroneous
samples and their corrected versions are displayed in Fig. 5.21(g-1). These corrected and error-
free word samples are considered as GT images and included in the present database. It is
noteworthy that inherently segmented CCs (part of character / modified shape) are kept isolated
(see Fig. 5.22(a-c)) therein. Fig. 5.22 (a-b) shows some inherently segmented part(s) of a
character and Fig. 5.22(c) shows the parts of a modified shape in GT images. The GT images
of the sample words shown in Table 5.4 are shown in Table 5.5. This table also includes the

final outcome of the current segmentation process (see Fig. 5.20).

—=8o AN G (M}f‘ By ] 'z‘g“%_:"@‘_ F
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(@) (b) (©) (d)
o WY O B T QT
@) (h) (i) ) (k) (1

Fig. 5.21 Examples of different errors (a-f) those need manual correction for
GT preparation and final GT images after manual correction (g-1)

e By i

(@) (b) (©)

Fig. 5.22 Some samples containing inherently segmented part of character
or modified shape

5.4 Experimental Results

It has already been mentioned that in this chapter an improved technique for character

extraction from isolated handwritten Bangla word images (see section 5.2) is described. It also

includes a database containing handwritten isolated word images along with corresponding GT

images. These GT images represent ideally segmented CCs and these images have been used

for automatic assessing of any character extraction algorithm. For automatic assessing, the

performance evaluation technique, described in section 3.4.2, is used. It is noteworthy that for
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fitting the said evaluation strategy for performance measure of a character extraction process
every character/character sub-parts in GT image and resultant image are considered as

component.

Table 5.5 Five samples from the database with their character extracted
image and GT image. Here each extracted/ideal character is uniquely

colored
Sl # Word Sample Segmented Image GT Image
t 21T wﬁ Pl T‘wﬂ 2 Tq
| WIREBT | VA T | VLA
o | 2fdzw= | 2l |22z
s | L3e@ | T 0@ | T301e0

5.4.1 Performance Evaluation

It has already been mentioned in previous chapters that the evaluation tool, prepared during
this thesis work, provides the performance measures in terms of TP, FN, FP, recall, precision
and F-measure for text line (TL), word and character extraction methods. These statistics are
prepared by a bijective mapping from a segmented word image into its GT image. Using this
multi-purpose evaluation tool to access the performance of current work, GT images
representing ideal segmented component(s) are prepared in this chapter. Whereas for fitting the
same tool, character(s)/sub-character(s) of the resultant and GT images are considered as
component. The performance on five randomly selected sample word images from the said
database are shown in Table 5.5. The table contains both the GT image and resultant image
(i.e., output of present character extraction technique). Also, for better insight into the
performance of the designed segmentation method some statistical measures are also shown in
Table 5.6.
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Fig. 5.23 Possible combination of experimental setups used for Matra
detection and confirming Matra pixels as segmentation points

Table 5.6 Performance of present character extraction algorithm on S000
isolated word images prepared during this thesis work

Term Minimum | Maximum | Average | SD Q1 Q2 Q3 IQR

TP 0.2790 1.0000 0.8623 | 0.1215 | 0.7891 | 0.8908 | 0.9603 | 0.1716
FN 0.0000 0.4882 0.0528 | 0.0631 | 0.0077 | 0.0287 | 0.0790 | 0.0713
FP 0.0000 0.7187 0.0847 | 0.1064 | 0.0117 | 0.0364 | 0.1300 | 0.1183
Recall 0.4980 1.0000 0.9418 | 0.0692 | 0.9112 | 0.9684 | 0.9912 | 0.0801

Precision 0.2813 1.0000 0.9105 | 0.1108 | 0.8570 | 0.9610 | 0.9872 | 0.1302
F-measure | 0.4362 1.0000 0.9212 | 0.0771 | 0.8821 | 0.9422 | 0.9798 | 0.0976

5.4.2 Variants of Fuzzy Function based Segmentation Technique

In this work, usrz and ugps are used for detecting Matra region and segmentation points
generation purpose. But, for these said purposes any of the fuzzy membership functions, such
as U4, Ups and urz, can be used. Therefore, more experiments have been conducted
considering all these said fuzzy membership functions. The experimental structure is shown in
Fig. 5.23. In this figure, M, .S, indicates that fuzzy membership functions (u; and u,) have
been used for Matra region detection and estimation of segmentation pixels respectively. The
average measures of all these statistics for the entire database are tabulated in Table 5.7 for all
the said experiments. The best TP, FN, FP, recall, precision and F-measure scores are
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highlighted in this Table. From the table it is clear M,

urz+ Sugs Provides the best F-measure

score which ensures the better trade-off between over, under and truly segmented components.

5.4.3 Analysis of Effects of Different Stages of Present Method

The present segmentation algorithm has several stages. As a result, an investigation is needed
in order to provide the effects of the said stages on the entire process. Hence a set of
experiments has been conducted on the entire database. The detail of this experiment is
recorded in Table 5.8. Please note that the experimental results in this table are generated using

the present segmentation mechanism.

Table 5.7 Average performances on entire database by all experimental
protocols shown in Fig. 5.23

Experiment ID TP FN FP Recall Precision | F-measure
My Sz s 0.8611 | 0.0503 | 0.0886 0.9445 0.9066 0.9203
My Sugs 0.8584 | 0.0514 | 0.0902 0.9433 0.9050 0.9187
My Sups 0.8527 | 0.0584 | 0.0888 0.9355 0.9056 0.9154
M-Sz 0.8521 | 0.0600 | 0.0879 0.9339 0.9064 0.9150
My Spgs 0.8598 | 0.0545 | 0.0857 0.9403 0.9094 0.9196
Mo Sprs 0.8543 | 0.0618 | 0.0839 0.9322 0.9104 0.9164
My Sz s 0.8610 | 0.05091 | 0.0881 0.9438 0.9071 0.9202
M yr Sugs 0.8623 | 0.0528 | 0.0847 0.9418 0.9105 0.9212
M, .S 0.8573 | 0.0535 | 0.0892 0.9411 0.9059 0.9180

Table 5.8 Performance of different stages of the present character extraction

method
Character extraction stage TP FN FP Recall | Precision | F-measure
No segmentation 0.6624 | 0.0000 | 0.3376 | 1.0000 0.6624 0.7751
Segmentation lines 0.8004 | 0.1300 | 0.0696 | 0.8603 0.9209 0.8848
Confirmed segmentation lines | 0.8426 | 0.0775 | 0.0799 | 0.9151 0.9133 0.9097
lower zone separation 0.8623 | 0.0530 | 0.0847 | 0.9418 0.9105 0.9212

5.4.4 Comparison with State-of-the-art Mechanisms

A number of works, described in section 5.1.2, are found in literature which are used to segment
handwritten/printed isolated word images. Of these, the works [60, 81-83, 150-151] have
applied fuzzy membership function for detection of Matra pixels as well as to confirm Matra
pixels as segmentation points. Therefore, the core character segmentation module of the works
[60, 81, 151] have been implemented here. Also, the effects on overall performances of these
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techniques while the current modifications are incorporated therein are included with the actual
ones. The detail information of these experiments is summarized in Table 5.9 along with the

average F-measure score.

Table 5.9 Comparison with state-of-the-art methods using f-measure score

After proposed modification
Method Original Zone _ Segmgntatlon Segm(_entatlon Lower zone
boundaries line line component
detection generation confirmation | separation
Basu et.al. [60] 0.8291 0.8573 0.8836 0.9093 0.9203
Sarkar et. al. [151] | 0.8326 0.8547 0.8817 0.9069 0.9208
Singh et. al. [81] 0.8609 0.8720 0.8720 0.8986 0.9158
Present Method 0.9212 (Overall)

5.4.5 Error Case Analysis

From the above results, it can be safely commented that the present character segmentation
method provides comparatively better result. In spite of this success, the present technique
suffers from segmentation errors either in form of over segmentation or in form of under
segmentation error. Under segmentation error mostly occurs for touching components within
a word while over segmentation error occurs due to presence of extended characters part in the
middle zone. Few outcomes of the under and/or over segmented word samples are shown in
Fig. 5.24(a-c). In this figures, (a) and (b) show output images that contain error due to over and
under segmentation respectively while (c) indicates an error case where both the under and

over segmentation errors occurred. The erroneous regions are marked using rectangular boxes

2 AN afEpe

(©)

in these images.
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Fig. 5.24 Instances of over and/or under segmented words (a) shows
example of over segmentation error (b) depicts example of under
segmentation error and (c) portrays example of under as well as over
segmentation errors

119



5.6 Discussion

HWR is an important and an interesting research problem. Consideration of complex regional
script like Bangla with lexicon-free handwritten words, which needs character segmentation,
makes the problem even more challenging. In addition, unavailability of freely accessed
databases is one of the reasons for the slow progress in this research area. Considering the
above mentioned facts, in this chapter, a character extraction technique from handwritten
Bangla word images is described. Also, to fill the shortfall of database, in this work, a database
of isolated Bangla word images is prepared. Moreover, it is a fact that availability of GT images
for this type of database would make it useful even to the researcher who is interested to work
with the language s(he) does not know. GT images are prepared here in a semi-automated way.
These GT images are demonstration of ideally segmented characters and modified shapes or
their parts. Apart from these, the work under consideration proposes an evaluation
methodology which would help the user to get rid of manual evaluation of their devised
segmentation procedure. The said character extraction methodology is applied on the entire
database and evaluated using the proposed evaluation mechanism. The result, as mentioned
here, is 0.9212 (F-measure score) which is better than some state-of-the-art character extraction

methods from handwritten isolated Bangla word images.
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Chapter 6

HANDWRITTEN BANGLA WORD
RECOGNITION: HOLISTIC APPROACH

6.1 Introduction

Automatic recognition of handwritten word images is one of the most popular research areas
in the domain of document image processing. The reason of its popularity lies in its wide range
of applications in human society which include postal automation [162-163], bank cheque
processing [164-166], keyword searching [68-69, 71], form processing [94, 167-168], reading
doctor’s prescription [58, 169] etc. The main challenge in recognizing the handwritten word
images is the varying writing styles of individuals. Even the script in which the words are
written can pose additional challenges. Therefore, development of a comprehensive and
accurate handwritten word recognition system is difficult and needs more attention from the

researchers.

In the literature, two major approaches for word recognition are found viz., segmentation based
word recognition [15] and holistic word recognition [69, 164-166]. Since words are generally
a sequence of characters, hence, a common trend followed by many researchers is to segment
aword first and then recognize each segment individually in order to recognize the whole word
[170]. This is called segmentation based word recognition. The most advantageous point about
segmentation based approach is that it is lexicon free. But in most of the cases, it performs
poorly for handwritten documents due to the ambiguity of the outcome of a character
segmentation technique [171-172]. The low segmentation accuracy indicates the failure of
segmentation algorithm to yield the ideal segmentation points on the handwritten word images
resulting in under/over segmentation [83]. As a result, the OCR systems are forced to work
with various combinations of erroneous characters or their components. Again, all possible

combinations of valid characters or character subparts from over segmented characters lead to



a large set of patterns to recognize. Thus, designing such system to recognize word(s) for

unbounded lexicon is perhaps impossible.

In a research work stated in [173], it is found that human minds recognize words in holistic
manner. This very fact encourages many researchers to apply holistic approach for word
recognition [63] which removes the intricacy of word segmentation and focuses on the
recognition of the word as a single unit. In addition to this, according to the authors of this
work, holistic approach may succeed even when the writing style is too poor for identification
of individual character boundary from the word, except it preserves the overall shape.
Moreover, the authors of the work [174] have shown experimentally in their work that holistic
approach performs better than its counterpart while considering limited and fixed sized lexicon.
Hence, it is worth mentioning here that although the use of holistic approach is restricted to the
problems with fixed or limited sized lexicon, yet, it could a better choice than its counterpart
while recognizing fixed and pre-defined set of words like city names [162-163], month name
[164], legal amount [165-166] and keywords [69, 71]. Therefore, considering these issues and
one of the prime objectives of this thesis work (i.e., keyword searching from handwritten

document images), handwritten word recognition using holistic approach is attempted here.

6.1.1 Previous Work

A number of contemporary works in literature [69, 162-166, 175-188] are found which have
followed holistic approach for recognizing handwritten words. These works broadly followed
two major approaches namely, language model independent [69, 165-166, 176-182] and
language model dependent [162-164, 175, 183-188]. Techniques that follow first category of
approaches use the entire word for extracting features and then the extracted features are fed
into classifier to perform recognition. On the contrary, methods that fall under the second
category, first perform implicit segmentation of the word images into character like shapes and
then extract some features from each of the shapes to recognize them. Finally, words are
recognized with the help of language model. Considering the architectural need, it is worth in
mentioning that techniques that fall under first category require less time than other category

of methods.

A prototype based recognition model is introduced in the work [165] for recognizing a set of
legal amount words, extracted from low-quality French bank cheques, in holistic way. It has
employed prototype based recognition model. In this work, first the words are clustered into

16 prototypes or models using the presence of upper, lower and middle zones. Finally, these
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prototype models are further classified using Hopfield network. The authors in the work [166]
have proposed a template matching based technique for the same purpose. Here, first the word
images are transformed using city-block distance based image transformation and then
correlation coefficient are measured for performing word matching. While the methods,
described in [176-177], have employed scale and rotation invariant M-band packet wavelet
transformation and discrete cosine transformation (DCT) prior to feature extraction
respectively. Mahalanobis distance between the transformed word images has been measured
for matching distinct words in [176]. In [177], DCT coefficients of DCT transformed word
image are fed to Support Vector Machine (SVM) classifier with radial basis function (RBF)

kernel for classification need.

In the work [69], several structural (like projection, upper and lower profiles) and statistical
(like punctuation count, ratio between punctuation and main connected parts) features are
extracted from connected parts of word images. Next, a Multi-Layer Perceptron (MLP) based
classifier has been used for preparing a learned module. The authors in the work [178], have
described the word images in the feature space using Chebyshev moments and statistical and
contour-based features (SCFs). Here, classification has been performed by combining three
classifiers namely, SVM, MLP and Extreme Learning Machine (ELM). In another work [179],
several perceptual features like reference lines, large gaps and extrema of local contours have
been extracted from handwritten word images for automatic verification of street names that
have been extracted from live US mail. In this case, a dynamic programming based approach
has been used for matching purpose. To obtain discriminative stroke orientation in handwriting
samples, Arnold transform followed by Hough transform has applied on the word images in
the work [180]. Next these orientation information along with some naive structural features
(like pixel count and pixel density in overlapping windows) are extracted from a word image

to recognize it holistically.

A ranking based classifier design technique is proposed in the work [181] for holistic word
recognition. In this work, two different recognition models are used. The first one extracts
gradient based, structural and cavity (GSC) features from word images and then fed them to
binary vector matching (BVM) technique; while the second technique uses vertical projection
profile (VPP) based features and dynamic time warping (DTW) based word matching protocol.
Finally, highly matched words in both the approaches are considered for ranking based
classifier design. In another work [182], Fourier transform on input word images has been

applied prior to recognize them using a Convolutional Neural Network (CNN).
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In the work [164], a character and/or character sub-parts based Hidden Markov Model (HMM)
is proposed for holistically recognizing handwritten month names that are extracted from
Brazilian cheque images. A classifier ensemble has been built in the work [183] for recognizing
month names written in Portuguese. It approximates the word images into three different levels
based on the human reading process. These approximations are carried out by introducing
pseudo-segmenter which divides a word image vertically into i) 2 segments through cetroid, ii)
8 sub-images having equal width and iii) 10 segments having variable width which is decided
by vertical pixel count. Next different perceptual features like count of semicircles and loops
formed by contour, number of crossing-points on contour, position and size of ascendant(s)
and descendant(s), concavity measure, ratio of foreground and object pixels and segment length
are extracted from each of these segments. Finally, recognition outcomes from two Neural
Networks (NN) and one HMM based classifiers are combined to obtain final recognition
accuracy. In the work [184], a holistic word recognition system has been developed to
recognize the handwritten Farsi/Arabic words using left-right discrete HMM and Self
Organizing Feature Map (SOFM). Here, the chain code histograms of different stripes of the
input image are used as feature vector. This method is evaluated on 17,000 handwritten word
images containing 198 city names of Iran and achieved comparably good result. A continuous
density HMM is proposed in the work [185] which replaces the discrete observation
probabilities by a continuous probability density function (PDF) for recognizing a word image
written in Devanagari script. In this work, same feature set as described in [184] has been used.

A character-based HMM model is proposed in [175, 186] for recognizing handwritten Bangla
words. In these works, two-stage recognition scheme is used. Firstly, a given word image is
segmented into three zones, viz., upper, lower and middle and then each of the character like
components in each of the said zones are recognized separately. Finally, recognition results are
assembled to generate the recognized word. The problem of extraction of characters from the
word images is solved to some extent by this approach, but it introduces zone-level
segmentation which is error-prone for unconstrained handwritten word images. The authors in
the work [187] have used a left-right HMM model to recognize handwritten city names written
in Bangla script. In this work, a Genetic Algorithm (GA) based optimization technique has
been employed while training the HMM. A shape based directional encoding feature has been
extracted from pre-segmented word parts for recognition purpose. CNN with a recurrent model
called Bidirectional Long Short-Term Memory Network (BLSTM) has been used for

recognizing handwritten Bangla words in [188].
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6.1.2 Motivation

It has already been mentioned in Chapter 1 that Bangla is the seventh most spoken language in
the world with more than 260 million speakers worldwide. It is also the second most popular
official language (out of 23 official languages) in India and the national language of
Bangladesh. Bangla language is written using Bangla script which is again one of the popular
script worldwide. Beyond Bangla, it is used to write languages like Assamese and occasionally
Manipuri and Santhali. In spite of its popularity, Less number of research attempts [162-163,
175, 186-187] for handwritten Bangla word recognition are found in literature in comparison
to recognition of handwritten samples written in Arabic [69, 176-178, 182, 184], Roman [71,
166, 170-172, 174, 179-180], Devanagari [181, 185], French [165], Brazilian [164] and
Portuguese [183] scripts. These systems have recognized the word images with the help of
associate language model. Hence, these methods take relatively higher processing time than
the techniques following the alternative approach. Considering these issues, during this thesis
work several attempts (refer to [26, 73, 84-85, 88, 189-193]) are made for recognizing
handwritten Bangla word images in language model independent way.

In addition, irrespective of script and recognition protocol, authors of the above mentioned
researches have mostly concentrated on designing new features to improve the recognition
accuracy. In turn, this scenario increases the dimensionality of the feature vector under
consideration and these works have not considered any technique to justify the essence of these
newly designed features for recognizing the pattern classes under consideration. For example
these techniques have not tried any feature selection (FS) technique which can also be helpful
in reducing computational needs. To bridge this research gap, in this thesis work, attempts have
been made (refer to [88, 190, 193]) to apply FS model for the said task.

Moreover, most of the works, described in [69, 164-166, 176-185] have been experimented on
databases that are freely available to the research community. Whereas, the works on Bangla
script [15, 162-163, 175, 186-187] are, in general, experimented on in-house databases. This is
also a major drawback for conducting research on handwritten Bangla word recognition in a
holistic way. Hence, during this research work, a database containing 18000 isolated word
samples has been prepared and made freely available to research community [73]. It consists
of 120 most popular city names of West Bengal, a state of India. Each of the city names have

150 different handwritten instances.
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6.1.3 Objective of the Chapter
Based on the above discussion, the following objectives have been covered in this chapter:

1. Designing a feature set which can recognize handwritten Bangla words holistically in
language model independent way.

2. Proposing a hierarchical feature selection (HFS) model for selecting an optimal feature
subset which represents the dataset in a better way than the original one.

3. Developing a comprehensive database for performing handwritten Bangla word

recognition holistically as well as using analytical approach.

6.2 Holistic Word Recognition

In the present work, a holistic handwritten word recognition technique in language model
independent way is designed. For this purpose, three different feature sets namely, elliptical
[73, 84], gradient based [85, 189] and topological [71, 86] features that describe shape, texture
and spatial and/or geometrical properties of patterns respectively are extracted from each of the
handwritten word samples. Next, a HFS model [88] is introduced for obtaining an optimized
feature set which describes the data in a better way. In every stage of designed HFS model,
Memetic Algorithm (MA) [194] has been used for selecting optimized feature sets. Finally, all
the selected features are used for performing recognition of handwritten words. Handwritten
Bangla city name database [195] which is prepared during this thesis work has been used for
this experimental purpose. The overall working procedure of feature extraction and
optimization is illustrated in Fig. 6.1. In the following subsections first MA based FS model
and feature extraction method are described and then HFS model is drafted.

6.2.1 MA based FS Model

One of the major pre-requisites in solving any pattern recognition problem is to design a
befitting feature vector that can uniquely represent the patterns in the feature space. Therefore,
a large number of researchers over the years have devoted themselves to fix up various pattern
classification problems by introducing several new/modified feature vectors based on shape,
texture or geometry of the patterns. As a result, designing more and more features has become
a common trend. But, increased dimension of feature vectors may not always provide better
outcome, as generation of huge number of features does not ensure the orthogonal property of
features in the feature space. The key reason for this is that feature values may provide
contradictory and irrelevant information. Another problem of the high dimensional feature
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vector is the increased time requirement to build a recognition module for classifying that data

since this time is directly proportional to the feature dimension under consideration.

Handwritten Preprocessin Feature Extraction: Elliptical,
Word Image P g Gradient and Topological

Classification using Feature Selection through intra-
Selected Features and inter- feature based Model

Fig. 6.1 Block diagram of the present word recognition model

In addition to these, combination two or more good features may not yield better result unless
the features to be combined have the ability to provide some complimentary information about
patterns to be classified. It is also true that extracting features from patterns using different
approaches provide some new information about the patterns, but identifying such informative
feature set is always a complex research problem. Here comes the usefulness of the FS
algorithms. FS refers to the study of algorithms for generating a feature subset that represents
underlying pattern classes in a better way. The main purpose of this is to identify an optimal
set of features to represent the patterns and reduce the computational cost, without weakening
discriminative capability of the same.

However, the problem of FS can be stated as a problem of selecting the best feature subset
from the search space. Selecting a subset from a set is an NP hard problem i.e., there exist
2™ — 1 number of possible subsets for an n-element feature set. Such presence of exponentially
possible subsets in the solution space drives the researchers towards using some optimizing
techniques. FS techniques, as found in literature, have followed mainly three different
approaches namely, filter, wrapper and embedded (i.e., wrapper-filter) [196]. Here, a wrapper-
filter based FS approach has been considered since it performs better than it counterparts while
searching the optimal set of features that represents the patterns under consideration in a better

way.

MA is a meta-heuristic optimization algorithm which follows wrapper-filter based FS
implementation [89]. It is an improvement on the classical GA through the inclusion of self-
improvements of memes. The combination performs FS through a wrapper method while

considering the influence of intrinsic properties of the features through the filter method. In
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particular, the filter method fine-tunes the population of GA by adding or deleting features
based on ranker (here, ReliefF [197]) information. This inclusion of local search converges it
to a better solution much faster than GA. These very facts along with its spectrum of
applications [198] motivate the choice of MA over GA.

In implementation of MA, an n-element feature set is represented as chromosome consisting
of n genes which is encoded as n-bit binary string. A ‘1’ in a chromosome at position i indicates
that the i‘" feature is selected (or included) and ‘0’ denotes otherwise. MA begins with the
creation of a random population of chromosomes. The chromosomes are ranked using a multi-
objective optimization technique as described in section 6.2.1.4. Here, ranking is done in
offline and is used multiple times to save time. In this work, popularly used filter method called
ReliefF [53] has been used. The chromosomes in the population are retained using the elitism
rule i.e. the child chromosomes are allowed to substitute those chromosomes in the population
which are inferior (according to the value of the objective function) to them. The child
chromosomes are created by the operations of local search, followed by crossover and then
mutation which are described in sections 6.2.1.1, 6.2.1.2 and 6.2.1.3 respectively. The

flowchart of the steps of MA is given in Fig.6.2.

6.2.1.1 Local Search

Local search is the application of Lamarkian learning [199] which involves the creation of an
ordered pair (kq, k,), where k,, k, € N, which is used to improve each chromosome by
removing k, number of least ranked genes (here, features) in the chromosome and by adding
k,; number of best ranked genes from the excluded set of features. The value of the pair,
however, cannot be too large as it would lead to deletion of best ranked features, so the values

of k; and k, are upper bounded at 5% of the total number of features.

6.2.1.2 Crossover

This genetic operation provides the means to explore the search space. Here two-point
crossover is used. The advantage of this form of crossover is the non-requirement of a
probability as required for uniform crossover. Firstly, two chromosomes are selected from the
population by applying the concept of a roulette wheel (discussed later in section 6.3.1.5) [200]
using the ranks of the chromosomes. Two random points are selected and the bits lying between
the two points are exchanged between the two parents to form two child chromosomes. The

use of roulette wheel allows more probability of reproduction to the parents having better rank.
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Random population is

crossover process is described in Algorithm 6.1.

Local search is
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Fig. 6.2 Working procedure of MA

6.2.1.3 Mutation

Mutation is a genetic operation which opposed to crossover provides exploitation of the search
space. Uniform mutation is performed here. In this regard, each bit in the chromosome is
flipped with probability of p. The algorithm of the uniform mutation technique, used here, is
described in Algorithm 6.2.

6.2.1.4 Objective Function

The fitness function of the multi-objective MA, used in the present work, gives more
importance to the recognition accuracy than the number of features reduced. This is because
though reduction of feature dimension is necessary but that should not be achieved at the cost
of the recognition ability of HWR model. The designed multi-objective function is described

in Algorithm 6.3. Here, MLP is used as classifier.
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Algorithm 6.1 Two-point crossover
Input:
p; and p,: Randomly selected parent chromosomes from population using the roulette wheel

Output:
child, and child,: Children chromosome
Steps:
1. Let size of the chromosome be n
2. Randomly generate two natural numbers, say, n; and n, € [1, n]
3. Perform two-point crossover to get child, and child, chromosomes (exchange the
chromosome portion of p; and p, which belongs to [nq, n;])
4. Return children chromosome

Algorithm 6.2 Uniform mutation
Input:
P(M): Probability of mutation
C: A chromosome which is selected from population
Output:
Mutated chromosome
Steps:
1. Find length of chromosome, say L(C)
2. Generate a random number, say a
3. For(i=1toL(C))
{
generate a random number a € [0,1]
if (a<P(M))
{

flip the value at position i

}
}

4. Return mutated chromosome

6.2.1.5 Roulette Wheel

Roulette wheel or fitness proportionate selection is a selection operator that is used to choose
the parent chromosomes for performing the crossover and mutation operation. The probability

of selecting i*® chromosome (p;) from the population for crossover is considered as p; =
RA(D)

ST RAG)' where, RA(i) is recognition accuracy using features in " chromosome and z is the
i=1

size of the population. This allows the selection of fitter chromosomes to produce the children

a more probable event.
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6.2.1.6 Stopping Criteria

The number of generations (g) generated by MA is capped at 10 i.e. the number of iterations
are restricted to 10. But the MA stops (i.e., deemed as it has converged) if for 3 continuous
iterations the population undergoes no improvement i.e. no better chromosome becomes the

member of population under consideration for 3 continuous iterations.

Algorithm 6.3 Multi-objective function
Input:
a and b: Two chromosomes (here feature subset)
wy: Weight for recognition accuracy
w,: Weight for feature reduction
a: Recognition accuracy limit which can be compromised
Output:
Better chromosome
if ((mod(RA(a)— RA (b))> «) /I RA stands for recognition accuracy
{
if(RA(a)> RA (b))
return the chromosome a
else
return the chromosome b

}

else

{

define

a) =

77( ) Total number of feature ina
(b) __number of unused features in b

U Total number of featureinb

number of unused featuresina

and

val = ((W1 X RA(a)) + (wy X r;(a))) — ((w1 X RA(b)) + (W, x 1(b)))
if(val > 0)
{

return chromosome a as better one

}

else

{

return chromosome b as better one

}
}

6.2.2. Feature Extraction

Feature is a distinctive attribute of an object. Extraction and selection of proper feature set
become an integral part of any pattern recognition problem. It has already been mentioned that

in this work, three different features descriptors viz., elliptical [73, 84], gradient based [85, 189]
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and topological [71, 86] are selected as shape, texture and spatial and/or geometrical based
features respectively. These three feature extraction techniques are described in the following

subsections.

6.2.2.1 Elliptical Feature

This is a shape based feature extraction technique [73, 84]. This feature descriptor generates
global as well as local features that provide shape information of a word image. To extract the
features, a gray-scale word image, G = {g(x,y): (x,y) € [1,H] X [1 X W]}, where H and W
represent height and width of G respectively, is first converted to noise-free binarized image
using the technique described in Chapter 2. Let, B = {f(x,y): (x,¥) € [1,H] X [1 X W]} is
the noiseless binarized word image where, f(x,y) ='1" and f(x,y) ='0" represent

foreground and background pixels respectively.

After the preliminary processing, three hypothetical concentric ellipses (say, &;, €, €5 from
outermost to innermost) are conceptualized over a word image and thereby this process
generates four non-overlapping concentric regions R, R,, R; and R, (see Fig. 6.3(a)) [84].
The center of each of these ellipses is assigned by center of gravity (CG) of the word image
under consideration. Then, word image is further partitioned into four regions (R';,R',, R’
and R',) by drawing lines parallel to the minor axis through the center and two foci points of
the outermost ellipse (see Fig. 6.3(b)). Next, different features (¥;,i = 1,2, ...,13 in egs. (6.1)-
(6.13)), depending on foreground (i.e., f (x,y) = "1") and/or background pixel (i.e., (x,y) =
'0") counts, are computed from the word images and considered as global elliptical features.
To extract the local characteristics of the strokes in a word image, it is divided into four sub-
images along major and minor axes of the outermost ellipse (i.e., &; (see Fig. 6.3 (¢))). Then,
all the above mentioned features are extracted from each of these sub-images. Therefore, the
dimension of elliptical feature becomes 65 (13 (extracted from entire image) + 52 (extracted

from 4 sub-images)).

Fir={xy): (ny) € R A(flx,y) =" 1)} (6.1)
Fo=Hy): (xy) € Rp A (fx,y) =" 10} (6.2)
Fz = {(6y): (x,y) € R3 A (f(x,y) =" 1D} (6.3)
Fa={0y): (r,y) ERyA(fx,y) = 1D} (6.4)

Fo 2 HEY:@Y) € R VR UR) A Fy) =" 1))
5 G5 (6, 7) € Ra AT 3) = )]

(6.5)
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{(xy): () € RIUR, UR) A (Fx,y) =" 1)}

© = 1{r ) (69) € (R UR, UR) A (F (5, 1) = 0D)] (©8)
Fy = 100 9): (69) € Ry A (F(ny) =" 1) (6.7)
Fa = 106, ): (6,7) € Ry A (F(x,y) =" 1) (6.8)
Fo = 1{(0,y): (6,7) € R's A (F(x,y) =' 1) (6.9)
Fio = 1{069): (63) € R'4 A (FGy) = 1) (6.10)
Fir = (0 9): f(1,y) € Gy A (F(xy) =" 1)) (6.11)
Fiz = (6 9): f(6,9) € Co A (F(x,y) =" 1) (6.12)
Fua = {y): FO0y) € C3 A (FCry) =" 17))] (6.13)

In egs. (6.11)- (6.13), C; (i = 1, 2, 3) represent the contour, major and minor axes of ellipse &;
(see Fig. 6.3(c)).

/| \

Ri | Ry | R3 | Ra Ry| R R3| R, Cq C, C;
(a) (b) (c)

Fig. 6.3 Illustration of eight different regions, four in (a) and another four in
(b). Figure in (c) indicates the positions of contour, major and minor axes of
the outermost ellipse

6.2.2.2 Gradient based Feature

Histogram of Oriented Gradients (HOG) is a feature descriptor which is proven to be useful in
object detection [87]. HOG feature extraction method needs image resizing of all the pattern
classes into fixed size to obtain same length feature vector. This resizing not only strives to
compromise with resolution, but also, destroys the aspect ratio of word images which is an
important feature of a word image while considering handwritten word recognition in holistic

way.

Considering the benefits of applying HOG feature descriptor, few variations, described in [85,
88, 189], have been made during this thesis work. The newly designed features are termed as
gradient based feature which are extracted from hypothetically generated m X m sub-images

(e.g., 6x6 in [189]). It is worthy in mentioning that this feature descriptor excludes the
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block/cell normalization as described in [87], which is the key factor for deciding length of a

feature vector based on image dimension.

Let, s(x,y) denotes image after applying Gaussian smoothing on a gray-scale image g(x, y).
An instance of gray-scale image and the corresponding Gaussian smoothen image are shown
in Fig. 6.4(a-b). The gradient values in horizontal (g,) and vertical (g,) directions are

calculated from s(x, y) using eq (6.14) and eq (6.15) respectively.

gx=s(x+1y) —s(x,y) (6.14)
gy =sxy+1) —s(xy) (6.15)
Let, M (x,y) and D(x,y) represent the magnitude and direction at point (x, y) respectively

which are calculated by egs. (6.16) and (6.17) and these images are shown in Fig. 6.4(c-d).

M(x,y) = /&% + g3 (6.16)

D(x,y) = tan_l(i—y) (6.17)

X

Thereafter, D is partitioned into 8 bins ([0°, 45"), [457,90"), ..., (3157, 360°]). Next, to acquire
histogram information, gradient magnitude for a pixel (x,y) (i.e., M (x,y)) is added to the
content of the bin corresponding to the D(x,y) value. Applying this in a repetitive manner,
histogram information in each of the 8 bins is obtained which means it generates 8 such features
from an image. Such histogram information is extracted from each of the hypothetically
generated m x m sub-images (also known as grid) to obtain local information of a word image.
Therefore, it generates a feature vector of length 8 x (m? + 1) (i.e.8 xm * m + 8) from a
word image by local and global means to represent it in feature space. However, selection of
optimal grid size for handwritten word images is a challenging issue. For example, 3 samples
of same word image, segmented in different grid sizes, are depicted in Fig. 6.5. These images
also provide the evidence for requirement of local information extraction from word images.
The images show that a word belonging to the other class bears dissimilar data distribution in

the corresponding grid. Hence, in the present work, value of m is set experimentally.
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© @

Fig. 6.4 Representation of different forms of pre-processed images generated
during gradient based feature extraction: (a) gray-scale input word image
(i.e., g(x,¥)), (b) image after applying Gaussian smoothing (i.e., s(x,y)), (c)
magnitude image (i.e., M (x,y)) and (d) and image representing direction

values (i.e., D(x,y))

oufforny  SNTETR oifermm el

Ao Aoymares  Repmaves  TRTune
(a) 3 x 3 grid (b) 4 x 4 grid (c) 5 x 5 grid (d) 6 x 6 grid

e @

Fig. 6.5 Illustration of different grid sizes; each row shows different
instances of the same city name which are segmented into varied number of
grids

6.2.2.3 Topological Feature

Topological feature was first introduced in the work [86] which has been further modified in
[71]. The features have been extracted either from entire word image (for extracting global
information) or from sub-images (for extracting local information). For calculation of features
from sub-images, first word images are divided into a p x q grid (for example see Fig. 6.5(a)
where p = g = 3) and then minimal bounding box enclosing all the object pixels inside a grid
is estimated. The values of p and g are set here experimentally. The topological features

extracted here are described below.
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Area: Areas covered by the different patterns (here, query and target words) vary a lot because
of the presence of different number of characters and also for shape variations of these
characters therein. The area of B is calculated by H * W. Area based feature values are extracted
from sub-images only. Therefore, total number of area based feature (£,) extracted from an

image is p * q. It is to be noted that the area in each of grids is calculated

Pixel Density: It represents number of object pixels per unit area for each sub-image which is

calculated as

_HGD: fG) =1AG)) € [LH] X [LW]

PD
Area of the sub — image

(6.18)

Pixel density is extracted from each of the sub-images and therefore the length this feature
vector, hereafter acquainted as Lpp, iSp * q.

Aspect Ratio (AR): AR of an image is defined as ratio of width to height which generally
differs when word images contain different number of characters. So, this feature is also
considered here and the feature value is calculated as

w
- 6.19
AR m (6.19)

AR is extracted from entire image and each of the sub-images. Therefore, total number of AR

features (L,5) extracted from a word image is represented as

Liyp=p*q+1 (6.20)
Longest Run: Longest run feature is considered here as another topological feature. This
feature consists of two feature values viz., lengths of the longest run along X and Y directions
respectively. Let, B has N;(= 1) number of runs (occurrence of continuous object pixels) along
it" row and HL;; represents the length of jt run along i* row. The horizontal longest run

(HLR) is calculated as
HLR = max{max{HL;;}},0<j<N,1<i<H (6.21)
i j

Vertical longest-run (VRL) feature is computed by identifying runs in column-wise manner.
Let, B has N;(= 1) number of runs along it* column and VL;; represents the length of jt" run

along i*" column. Now, VLR of B is measured as

VRL = max{max{VL;;}},0<j < N,1<i<W (6.22)
i
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These feature values are extracted from entire word image and each of the sub-images.
Therefore, a feature vector of length 2 = (p * g + 1) is generated which means total number of

longest run features (£, z) is defined by

Lig=2x{p*xq+1) (6.23)

Both the features are described in Fig. 6.6(a-b) using example of a typical image segment.

Row-wise run -

o[1]ofof1]ofo[1]0 1 0/1/0[/0|1|0]0|1|0| g
1[1]1]ofo]1]1]0]0O 3 1|1]1]0]0)1]1]0]0] &
1/ofofof1]1]1]1]0 4 1jojoJof[1]1]1]1]0] =
1l1{1]1]ofofo]1]1 4 1[1[1[1]0]ojof1]|1|E
ojofof1]1]1]1]1]0 5 ojofof1|1|1|1]1]0] =
T 11]1]1]0]0]1]1 5 Lft[1ft]1jofo[1[1]d
oj1]1]1]ofof1]1]1 3 O|1]1]|LjojOo[1]|1]1]~"
Horizontal run length 5 Column-wise rum 3 2 2 4 2 2 2 5 2 5

(@) (b)

Fig. 6.6 Illustration of run-length features: (a) horizontal and (b) vertical

Centroid: Centroid feature is based on the CG of an image. This position varies depending on
the shape of pattern. Two sample images are shown in Fig. 6.7(a-b) where position of centroid

is marked. Centroid coordinates (Cy, Cy) are calculated as

_ 5
G = DTG D = 1A G € (L AT < [L,WT] (6.24)
2 (6.25)

TG IGD = 1A G € (L, H X [LW])]
These two features are extracted (in global way) from an entire image and from upper and
lower triangular parts of an images, which are separated by principal and non-principal
diagonals (see Fig. 6.8(a-b)). Therefore number of feature generated from an image is 2 * (1 +
2 4+ 2) = 10. Also, all these features are again extracted from all the sub-images for obtaining
local information. Therefore, total number of centroid features (L) can be formulated as

L=10*(p*xq+1) (6.26)
Projection Length: Projection lengths of word image on the principal axes i.e., on X and Y
axes are considered here as feature values. Let R and C are sets of row index and column index
respectively that contain at least one object pixel and are defined as

R ={i:f(i,j) =1A(,)) € [1,H] X [1,W] for some je [C1,C2]} (6.27)

C={j:f(i,j) =1AC(,j) €[1,H] x[1,W] for some i€ [R1, R4]} (6.28)
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Now the horizontal projection length (HPL) and vertical projection length (VPL), illustrated in
Fig. 6.9, are defined as

HPL = |R| (6.29)
VPL = |C| (6.30)

"

Fig. 6.7 Depiction of position of centroid point for two different word images.
The position of centroid is marked using ®

(D
YR 9]

X° o

(@) (b)

@ ®

Fig. 6.8 Showing hypothetically generated sub-images by segmenting an
image along (a) principal diagonal and (b) non-principal diagonal

Vertical Projection

DY T B¢ |  Length=7

r

Horizontal
Projection
Length =6

i

Fig. 6.9 Illustration of vertical and horizontal projection lengths. Black and
white cells indicate foreground and background pixels respectively
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These two features are extracted from entire image and from upper and lower triangular parts
of the image which are separated by principal and non-principal diagonals (see Fig. 6.8(a-b)).
Therefore, using this projection length based concept, the length of feature vector (£p;) which

is extracted from a word imagesis2 x (1 +2 + 2) = 10

By accumulating all the above mentioned features, length of the topological feature becomes
Lo=Ly+Lpp+Lpgg+Lig+ L+ Lp;,
or,Lg=p*q+p*xq+(Pp*xq+1)+2(p*xq+1)+10+x(p*xqg+1)+10

2 Lg=15%p*q+23 (6.31)

6.2.3 Hierarchical Feature Selection Model

It has already been mentioned that in this work, three different feature descriptors viz., elliptical
[73, 84], gradient based [85, 189] and topological [71, 86] have been extracted for recognizing
handwritten Bangla word images in a holistic way. Some of these features may provide non-
complimentary information individually or while combined. Therefore, to select an optimal
feature set that represents the data in better way, a HFS model is introduced during this thesis
work. For optimization purpose MA has been used here. Basically, MA has been applied at
different levels of present HFS model to find out an optimal feature set. The selection strategies

are described below.

(i) Features, in general, are either extracted from entire pattern or from different closed local
regions to obtain global or regional characteristic of the patterns. The global features
normally carry perceptual information of the entire patterns while local features of a
pattern, in most of the cases, are heavily reliant on the structure of local regions. Thus,
the combined global and local features, in general, may generate noisy and irrelevant
features. Therefore, such feature vector should to be passed through FS technique to get
optimal combination of features. Here, all the feature sets viz., elliptical, gradient based
and topological are extracted in global and local means and each type of features may
contain noisy and irrelevant features. Therefore, an intra-feature set based FS procedure
is employed for obtaining optimal features from each of the feature sets (see Fig. 6.10).

(i) Combining two or more good features (individual or group of features) may not result in
an optimal feature set unless they provide complementary information about the patterns.
Finding this optimal subset from a large dimension of features is not possible without

applying some intelligent FS methods. Hence, MA based FS is further applied on the
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features that have been obtained after combining the optimal features generated through

intra-feature set based FS (see Fig. 6.10).

The feature extraction strategies along with the present FS technique is illustrated in Fig. 6.10.
This figure illustrate that, first, each of the three different feature sets is optimized through MA
based FS technique and then these features are concatenated to get optimized again. This entire

process of FS is termed here as HFS model.

Word Images

I ) ]
Binarization and Noise Removal Gaussian Smoothing
I
| ! _
Extract Elliptical Extract Topological Extract Gradient
Feature Feature Feature
MA based Feature MA based Feature MA based Feature
Selection Selection Selection
Concatenate
Selected Features
MA based Feature
Selection
Final Feature Set

Fig. 6.10 Block diagram of present HFS model

6.3 Data Preparation

One of the main reasons for the slow progress of research on handwritten word recognition for
regional languages is the unavailability of suitable databases. As holistic handwritten word
recognition systems are generally developed for specific applications, these mainly deal with
limited lexicons. To carry out training and evaluation of such systems, some handwritten word
databases like IFN/ENIT (in Arabic script) [201] and CENPERMI [202] and IAM [203] (in
Roman script) are made available to the research community either on-demand basis or through
subscription charges. However, no such standard database of Bangla handwritten words is

found in the literature, which can be used to evaluate any newly designed holistic handwritten
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Bangla word recognition system. To address this need, in the present work, a database of
18,000 handwritten Bangla word images, written by around 300 different native writers
belonging to different age groups, sex and educational backgrounds, is prepared. Word images
in the current database contain the names of 120 different cities in West Bengal, a state of India,
with 150 samples for each city name. The city names listed in Table 6.1 are chosen based on
their population and the literacy rate. The present database includes almost all urban regions of

West Bengal.

Handwritten words, in this work, have been collected in A4 size datasheets containing a grid
of 10 rows and 3 to 5 columns depending upon the word length. The writers were asked to
write each city name inside the rectangular boxes only. Such datasheets are then scanned using
a flat-bed scanner with a resolution of 300 dpi and are stored as 24 bit BMP image file. Two
sample portions of filled-in datasheets are shown in Fig. 6.11 (a-b). From each such image of
the datasheets, handwritten word images are cropped automatically. To get an idea about the
diversity present in the database, some samples of skewed/broken, misspelled/differently
spelled words, structurally similar word groups and skewed samples are shown in Table 6.2,
Table 6.3, Table 6.4 and Table 6.5 respectively. In addition, the collected word samples possess
notable intra-class size variations in terms of word height and width (see Fig. 6.11(a)) as well
as variations in stroke width variations (see Fig. 6.11(b)). The said variations in each of the
word classes are illustrated in Fig. 6.12(a-f). In addition, some cursive word samples taken
from the prepared database are shown in Table 6.6 which demonstrates the said variations. The
link, given in [195], provide more detail description regarding the height, width, number of
ascendants and descendants of the word images present in each word class, and these are stored
in a file named as “ReadMeCMATERdb2.1.2.pdf” along with the entire database. One of the
main contributions of the current work is that the database is already made freely available to

the entire research community.
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Table 6.1 List of city names, written in Bangla, in the database

Class Name Class# Name Class# Name Class Name

# #
1 Wﬁ““ﬁ’ 31 ECRI 61 asIET 91 CIEEE)
2 BIGERI 32 BICEE] 62 e 92 Tﬂﬁ
3 Fige 33 IPIEReA 63 SRR 93 EErsTE
4 FEANS 34 FrTer 64 sferE 94 FHTHST
5 AW 35 IR 65 ST 95  wTe
6  FEATA 36 IF@SIF 66 =G 9 @I
7 RS 37 TERE 67 (NS 97  wffarT
8  (FnEE 38 3IfEEd 68  SNFAT 98  wIg
9 =R 39 (TESTel 69 IS 99 (&Gt
10 SGEEIMIE 40 (st 70 zEfeAT 100  we=IfG
11 18T 41 ereHTer 71 s 101 o™
12 Gﬁfﬂﬁ@ﬁg 42 RIS 72 Fﬁ'zjﬁr 102 s=feEfo
13 Fsrer 43 StEeeE 73 FmE 103 ==t
14 F3sE 4 [ZF 74 IR 104 FEYEEG
15 AT 45 SILEE] 75 mq[%rxrr 105 HEEG
16 &g 46  THIS 76 SEE 106 famer
17 SEpferaT 47 NG 77 TG 107  wvafaray
18 TSR 48 ISEIGH 78 FIETST 108 m[%ﬂjq'
19  frEfe 49 eS| 79 FEEl 109 frasm
20 wAE 50  foowaw 80 ey 110  fafrsfs
21 SEEETST 51  wRab 81  FTIERIe! 111 s
22 RS 52 oTTEn 82 FIGATMSI 112 ofmefg
23 SEETT 53 wEg 83  Ffw 113 gt
24 KISICISIGE 54 qﬁ’qm 84 EAC R 114 oTen=sd
25 RIGIEEEE] 55 §oIsfs 85 FIf 115 'ﬁh'm'tfq'
26 BILT I 56 IEGRLO) 86 a?f?rsrﬁ\?r 116 wEEIT
27 @RI 57 (oA 87  FIGET 117 fEersrs
28 EREIEEE] 58 EREIEEE] 38 Ll 118 T¥EFEy
29 ey 59 TS 89 ATTR 119 @?ﬂaﬁ;lﬂ
30 ST 60 isﬁfj\?q’ %0 (FTEG 120 SIFIST
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Fig. 7.11 Sample portion of filled-in datasheets where word samples (in each
column) vary significantly in terms of (a) size and (b) stroke width

Table 6.2 Skewed and broken sample word images present in the current

database

Skewed word image

Broken word image

=
=T

TNEUNUG

JARBUS | S

Qarry 15

f%@r%@”

4332

(Fo\32] 8

YA

—=ATE

A TRI\ T

NYNE Y
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Table 6.3 Sample word images those are either misspelled or having spelling

confusion
Word images having alternate spelling Instances of word images which are
Mostly samples are Around 10% (in this
y . P database) samples Rightly spelled Wrongly spelled
written as .
written as
(T2 (:3‘@ ke T > | 2@ysMe
N
P Tl t&ﬁ\ C‘X—W’G\ o) Y“'VB,,@ m(:d

Table 6.4 Some sample classes of images (in each row) that possess high
structural similarity

Case Instance 1 Instance 2

1 Q@Y Q’\[b/(}?f
| oweam | aQANT

3 | &Y= A5y '757?3}?

Table 6.5 Some instances of skewed word images present in the current
database
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Fig. 6.12 Illustration of class-wise average and standard deviation (SD) of
word samples’ heights, widths and stroke lengths. These measures are in
terms of pixel count

6.4 Experimental Results

The current method is evaluated on the created dataset. Here the classification is carried out
using MLP classifier. Also, FS has been carried out using MA based HFS model. All the steps

of the current experiment are described in the following subsections.

6.4.1 Parameter Optimization for Feature Extraction

It has already been mentioned in section 6.3.2 that three different feature sets namely, elliptical,
gradient based and topological features are extracted from handwritten word images for
recognizing them. Of these, length of elliptical feature vector is 65 while other two depend on
number of sub-images generated from a word image. Hence, experiments have been conducted
for optimal selection of the number of sub-images per word image for gradient based and
topological features. For obtaining recognition scores, a 5-fold cross validation using entire
database is considered. For recognition purpose a MLP based classifier has been used and the

number of neurons in hidden layer is varied from 80 to 180 with step size 5.
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Table 6.6 Examples of some cursive word samples reflecting the shape
variation present in the prepared database

SL# Word Class Sample 1 Sample 2 Sample 3
1 SICRC] iy A WInGeE
2 EIGEEI stpeb T W7y TIHINT
3 ELau) T K2ov 3o
4 TS MO TV hainvy
5 SRS TN W a o
6 RRRRiC Rage 23 542 S
’ LN 25" Sy P
8 wifGfeig O ST T
9 BefemmTOTE Jfhoncror & (e Fo{oorga
10 GGG Biepsyis” RN S cgrrﬂ@@
11 PP e v G N8y~ wrriev® >
12 FHAR TR TONEASTY PBENY
14 GEIGEI SR f{w{ AW %(P@
15 ATNE YR i v '-“/J‘%
16 FE% (VE(> AHL el e
17 SIS TGT @“g\w\@” G On o
18 G oIE REE TTRRACTE aprhorr Al AB%
19 SIS O ol i o
20 T THAN AR 5= GO oNY (R CSSTY
T T
- il e~ 2oy B[ 58)
3 T IR arbrgr
w ROl ffasfer | 100 ot
25 RHEERE] W = e 'ar«)%’zﬂ@?"a
26 CTo (3444 oSy Glrg=
2 CTTLE L evrgest] "’””"‘v@

The selection of optimal parameter values of m (number of grids in gradient based feature), p
and g (number of grids in topological feature) is carried out here. Here values of m are varied

in between 3 to 8. Whereas values of p are varied in between 2 to 4 for preserving the nature
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of zonal variation inside a word image while the values of g are kept within 3 to 7 for including
more local information of the word images. Therefore, first experimental structure leads to 6
number of experiments while the other one requires4 X 4 = 16. The best recognition
accuracies, obtained by varying number neurons in hidden layer of MLP based classifier, for
all experiments are provided in Table 6.7 and Table 6.8 for selection of gradient based and
topological features respectively. One example, showing recognition performances with
varying number of neurons in hidden layer, of both the experiments are shown in Fig. 6.13 (a-
b). Finally, the parameter values for which best average recognition accuracy is observed are

considered for performing later experiments.

Table 6.7 Feature dimension and recognition performances of different
experiments with varying number of grids for gradient based feature

m Feature Recognition Accuracy (in %)
dimension | fold1l | fold2 | fold3 | fold4 | fold5 | Average

3 80 60.76 | 55.46 | 62.12 | 60.71 | 55.57 58.92
4 136 68.56 | 65.21 | 71.62 | 68.71 | 64.54 67.73
5 208 70.87 66.9 75.46 | 71.62 | 67.98 70.57
6 296 7193 | 68.79 | 76.84 | 72.09 | 69.68 71.87
7 400 70.82 | 68.68 | 75.82 72.4 69.23 71.39
8 520 70.76 | 67.65 | 76.96 | 72.46 | 69.46 71.46

Table 6.8 Feature dimension and recognition performances of different
experiments with varying number of grids for topological feature

Feature Recognition Accuracy (in %)
P19 dimension [ fold1 | fold2 | fold3 | fold4 | fold5 | Average
23] 113 7344 | 71.00 | 77.19 | 7342 | 7056 | 73.12
24| 143 7494 | 7156 | 7847 | 7406 | 7211 | 7423
2(5] 173 7448 | 7231 | 7839 | 7449 | 7339 | 7461
216 203 7564 | 7225 | 7928 | 7458 | 7239 | 7483
27| 233 7397 | 7144 | 7797 | 7322 | 7139 | 73.60
33| 158 7211 | 69.72 | 7717 | 7222 | 69.14 | 7207
34| 203 7407 | 6960 | 77.36 | 7369 | 7103 | 7317
35| 248 7392 | 7017 | 7911 | 7406 | 7122 | 73.90
36| 293 7331 | 7172 | 7867 | 7369 | 7153 | 73.78
37| 338 735 | 7039 | 77.00 | 7269 | 7078 | 7287
43| 203 7158 | 6653 | 7494 | 70.78 | 6858 | 70.48
44| 265 7225 | 6958 | 7658 | 71.67 | 69.17 | 7L85
45| 323 7331 | 70.78 | 7669 | 7369 | 7042 | 72.98
46| 383 7244 | 7072 | 7744 | 7317 | 7011 | 72.78
47| 443 7194 | 6922 | 7639 | 7219 | 69.03 | 7L75
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Fig. 6.13 Instances of recognition accuracy with varying number of neurons
in hidden layer of MLP

6.4.2 Recognition of Word Images

From the above experiments it is clear that best average recognition accuracies are observed
while values of m, p and q are respectively 6, 2 and 6 which implies the lengths of feature
vectorsare 6 * 6 * 8 + 8(= 296) and 2 = 6 * 15 + 23(= 203) respectively for gradient based
and topological features. The length of features after combining elliptical, gradient based and
topological feature vectors becomes 65 + 296 + 203 = 564. This entire feature vector is used
to recognize the word samples using 5-fold cross validation schema. Number of neurons in
hidden layer of MLP is varied from 80 to 180 with step size 5. The entire experimental results
are recorded in Table 6.9. In this table only the best recognition accuracies of each of these
experiments are recorded. This table also includes the recognition results for all the elementary
feature vectors (i.e., elliptical, gradient based and topological) and their all possible
combinations. Also, average and standard deviation (SD) of obtained recognition accuracies
(fold-wise) are also shown therein to indicate the variations in fold-wise results. The best

recognition accuracy observed is 88.31% when all the three individual feature categories are
combined.
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Table 6.9 Showing recognition result of final feature set (i.e., after optimally
selecting parameters for gradient based and topological features). Bold faced
numbers indicate best recognition performances

Feature Set Recognition Accuracy (in %)

fold 1 | fold 2 | fold 3 | fold 4 | fold 5 | average | SD
Elliptical 55.69 | 53.78 | 58.39 | 54.28 | 51.53 5473 | 2.27
Gradient based 71.93 | 68.79 | 76.84 | 72.09 | 69.68 | 71.87 | 2.80
Topological 75.64 | 72.25 | 79.28 | 7458 | 72.39 7483 | 2.57
Elliptical + Topological 78.51 | 76.29 | 82.90 | 77.54 | 76.65 78.38 | 2.39
Elliptical + Gradient based 80.06 | 77.53 | 83.89 | 79.75 | 77.36 79.72 | 2.36
Gradient based + Topological 82.42 | 80.56 | 87.47 | 82.28 | 80.94 82.73 | 2.48
Elliptical + Gradientbased+ | o) 39 | g5 35 | gg31 | 83.64 | 8269 | 84.27 |2.14
Topological

6.4.3 Results on Each Level of HFS Model

In this section, experimental results in each stage of present HFS model, where MA based FS
technique is used as fundamental optimizer, are investigated. The parameter values of MA
based FS are listed in Table 6.10. For experimental need, 20% of word images per class of the
present word image database are randomly selected as test samples while rest of the samples
have been considered for training. In the first stage of the HFS model, all the elementary
features (i.e., elliptical, gradient based and topological) are passed through optimizer i.e., intra-
feature set based FS is performed. The experimental outcomes of all the intra-feature set based
FS are shown in Tables 6.11, 6.12 and 6.13. The best recognition results obtained for elliptical,
gradient based and topological features are 57.44%, 78.02% and 78.18% respectively. These
recognition accuracies are found with feature length 61 (for elliptical feature), 290 (for gradient

based feature) and 180 (topological feature) respectively.

Table 6.10 The parameter values that have been used in the present MA
based F'S technique

Parameter Notation | Value
Probability of mutation P(M) 0.1
Size of population z 10
Number of generations g 10
Weight for recognition accuracy wil 1
Weight for feature reduction w2 10
Maximum recognition accuracy which can be compromised a 0.1%
Number of neurons in hidden layer of MLP - 100
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Table 6.11 Performance of all the chromosomes in the final population of the
MA based F'S for elliptical feature. Bold faced numbers indicate best
performances and RA stands for recognition accuracy

Before Feature Selection

After Feature Selection

Size of feature RA (in Size of feature RA (in | Improvement EZ?S:SIZ;;h
vector %) vector %) in RA (in %) (in %)
61 57.44 0.96 06.15
64 57.00 0.52 01.54
61 56.89 0.41 06.15
57 56.67 0.19 12.31
62 56.61 0.13 04.62
05 °6.48 61 56.47 -0.01 06.15
61 56.39 -0.09 06.15
62 56.19 -0.29 04.62
64 56.19 -0.29 01.54
58 56.17 -0.31 10.77

Table 6.12 Performance of all the chromosomes in the final population of the

MA based FS for gradient based feature. Bold faced numbers indicate best
performances and RA stands for recognition accuracy

Before Feature Selection

After Feature Selection

Size of . Size of feature RA (in | Improvement Reduction in
feature RA (in %) . . feature length
vector %) in RA (in %) .

vector (in %)
290 78.02 2.83 2.03
283 77.82 2.63 4.39
287 77.71 2.52 3.04
289 77.63 2.44 2.36
283 77.60 2.41 4.39

2% 7519 270 77.49 2.30 8.78

285 77.43 2.24 3.72
287 77.43 2.24 3.04
282 77.38 2.19 4.73
283 77.27 2.08 4.39
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Table 6.13 Performance of all the chromosomes in the final population of the
MA based F'S for topological feature. Bold faced numbers indicate best
performances and RA stands for recognition accuracy

Before Feature Selection

After Feature Selection

Size of feature RA (in | Size of feature RA (in | Improvement 22?3:::21&%
vector %) vector %) in RA (in %) (in %)
180 78.18 0.51 11.33
180 78.07 0.40 11.33
182 77.99 0.32 10.34
191 77.79 0.12 05.91
181 77.77 0.10 10.84
203 71.61 191 77.71 0.04 05.91
192 77.71 0.04 05.42
176 77.66 -0.01 13.30
182 77.63 -0.04 10.34
182 77.57 -0.10 10.34

In the final stage of the said HFS, first the best performing feature sets from the preceding stage

are combined and then this combined feature vector is passed through MA based FS for further

optimization. The result of this stage is listed in Table 6.14. Result indicates that the MA based

FS technigue not only improves the recognition accuracy but also decreases the feature

dimension satisfactorily.

Table 6.14 Performance of all the chromosomes in the final population of the
MA based F'S for feature generated after combining best feature sets from
Table 6.11, Table 6.12 and Table 6.13. Bold faced numbers indicate best

performances and RA stands for recognition accuracy

Before Feature Selection

After Feature Selection

Size of feature RA (in | Size of feature RA (in | Improvement ;Z?Sféﬂé?h
vector %) vector %) in RA (in %) (in %)
507 89.55 2.43 04.52
526 89.50 2.38 00.94
504 89.39 2.27 05.08
513 89.36 2.24 03.39
519 89.25 2.13 02.26
531 81.12 470 89.19 2.07 11.49
526 89.11 1.99 00.94
495 89.08 1.96 06.78
519 89.05 1.93 02.26
478 89.02 1.90 09.98
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To investigate the effectiveness of present HFS, the entire feature set is passed through the said
MA based FS technique (i.e., single stage FS) for optimization and the experimental outcomes
have been shown in Table 6.15. The results, tabulated in Tables 6.15 and 6.15, show that the
present HFS technique not only produces better recognition accuracy (i.e., 1.13% (2.43%-
1.30%) more) but also reduces the dimension of the feature vector (i.e., 45 (552-507) more)

than the single stage FS.

Table 6.15 Performance of all the chromosomes in the final population of the
MA based FS for all combined non-optimized features. Bold faced numbers
indicate best performances and RA stands for recognition accuracy

Before Feature Selection After Feature Selection
Size of feature RA (in | Size of feature RA (in | Improvement 22‘:3:::;?1&%
[0) 0] i in o

vector %) vector Y0) in RA (in %) (in %)
552 88.23 1.30 02.13
534 87.98 1.05 05.32
545 87.98 1.05 03.37
518 87.95 1.02 08.16
475 87.90 0.97 15.78

564 86.93 512 87.87 0.94 09.22

497 87.84 0.91 11.88
545 87.76 0.83 03.37
501 87.67 0.74 11.17
511 87.67 0.74 09.40

6.4.4 Result on Optimized Feature Set

From the above results, shown in Tables 6.14 and 6.15, it is clear that present HFS performs
better in terms of feature dimension reduction with improved recognition accuracy. The length
of optimized feature vector for the current HFS model is 507. Now, this optimal feature set for
each of the word image samples of the present database is considered while designing a MLP
based classifier using 5-fold cross validation schema. The recognition results are recorded in
Table 6.16. In addition, the optimized elliptical, topological and gradient based feature vectors
are also taken from the word images and tested in the same way. These results (recognition
accuracies) are shown in Table 6.17. Along with these, to describe the usefulness of underlying
FS a comparison summery is shown in Table 6.18. In this table the best recognition accuracies,
before and after applying FS, of each fold are recorded for each of the elementary feature
vectors viz. elliptical, gradient based and topological and their combined features. From this
table it can be concluded that the present HFS model not only improves the recognition
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accuracies with reduced feature dimension but also diminishes the variation in recognition

accuracy among different folds for all the cases.

Table 6.16 Performances of all optimized elementary feature sets and the
combined feature sets generated during present HFS model

. Recognition Accuracy (in %)
Feature Set (optimized) |47 T551d 2 [ fold 3 | fold 4 | fold 5 | average | SD
Elliptical 59.67 | 58.67 | 62.78 | 61.36 | 57.33 | 59.96 | 1.93
Gradient based 76.89 | 73.97 | 81.08 | 76.00 | 74.11 | 76.41 | 2.59
Topological 76.72 | 74.08 | 80.69 | 75.75 | 74.61 | 76.37 | 2.35
Combining all 87.25 | 86.03 | 90.94 | 85.94 | 86.94 | 87.45 | 1.89

Table 6.17 Comparative performances (with and without applying MA based
FS) of all the elementary feature set and combined feature set

Recognition Accuracy (in %)

fold 1 | fold 2 | fold 3 | fold 4 | fold 5 | average | SD
Elliptical Feature

Without FS 55.69 | 53.78 | 58.39 | 54.28 | 51.53 | 54.73 | 2.27

With FS 59.67 | 58.67 | 62.78 | 61.36 | 57.33 | 59.96 | 1.93
Gradient based Feature

Without FS 7193 | 68.79 | 76.84 | 72.09 | 69.68 | 71.87 | 2.80
With FS 76.89 | 73.97 | 81.08 | 76.00 | 74.11 | 76.41 | 2.59
Topological Feature
Without FS 75.64 | 72.25 | 79.28 | 7458 | 72.39 | 74.83 | 2.57
With FS 76.72 | 74.08 | 80.69 | 75.75 | 74.61 | 76.37 | 2.35
Combined Elliptical, Gradient based and Topological Features

Without FS 84.39 | 82.33 | 88.31 | 83.64 | 82.69 | 84.27 |2.14
With FS 87.03 | 8581 | 90.94 | 86.36 | 8543 | 87.11 | 1.99

Feature used

From the Table 6.16 and Table 6.17, it can be found that the best, worst and average recognition
accuracies as achieved are 90.94%, 85.43% and 87.11% respectively. To analyze the
recognition results in a better way, two measures related to class-wise true classification score
namely, true positive rate (TPR) i.e., recall and positive predictive value (PPV) i.e., precision

[64] are considered. Precision and recall of it"* (i =1,2,...,120) class (say, p; and 7

respectively) are calculated by the formula p; = % and 7»; = %respectively. Here, the

parameters T;, M; and JV; indicate number of word images of i*" class is recognized as
it" class, number of word samples that are classified as i*" class and number of actual word
images in it" class respectively. Class-wise recall and precision are shown in Fig. 6.14 (a-b).
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From Fig. 6.14 (b), it is clear that class-wise best recall is 1.00 which is obtained for 12 classes
(class index are 10, 18, 22, 43, 55, 60, 73, 95, 97, 104, 117, 120) i.e., 10% of the word classes

achieved 100% recognition. Whereas only 3 classes (class index are 32, 68 and 87) provide

. . . 22
worst class-wise recall which is here Pl 0.77.
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Fig. 6.14 Depiction of class-wise (a) Recall and (b) True Classification Rate

6.4.5 Error Case Analysis

Though the proposed HFS based handwritten word recognition method has satisfactorily
recognized most of the pattern classes, but some misclassification of the word samples are also
found. The possible reasons behind such misclassification are analyzed statistically in the
current sub-section. The analyzes are performed based on two statistical error analysis
measures namely, false negative rate (FNR) or miss rate and false positive rate (FPR) or fall
out [64]. FNR indicates number of samples of a particular class is misclassified as other
(remaining) classes while the FPR represents the number of samples belonging to other classes

is misclassified as pattern class under consideration. Class-wise FNR (say, FNR;,i =

1,2,...,120) isdefined as FNR; = % where ¢; and k; are the number of samples misclassified

as i*" class and the number of samples classified as i*" class respectively. Whereas class-wise

FPR (say, FPR;,i = 1,2,...,120) is calculated as FPR; = % where n; and &; are the number
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of samples of it" class that is not classified as i*" class and total number of samples beyond

it" class respectively.

The graphical representations of class-wise FNR and FPR are depicted in Fig. 6.15(a-b). From
this figure Fig. 6.15(a), it is found that samples belonging to 32" class are mostly misclassified
as other classes while samples that belong to classes other than 88" class are mostly classified
as 88" class. Information of the associated classes that perform poorly in terms of FNR and
FPR are tabulated in Table 6.18 and Table 6.19 respectively. The word classes that are
associated with such poor performance are depicted in these tables. These results reveal that
the main reason for misclassifications are shape similarity among these classes.
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Fig. 6.15 Illustration of class-wise (a) FNR and (b) FPR

Table 6.18 Sample word classes that are significantly contributed to poor
FNR performances

Actual Class Classified as
Number of samples
Class Sample word | Class Sample word . -
; . misclassified

Index image Index image

32 NIZRS 45 <ATOAFLA 4

78 T ERT 87 BT 4

83 i 85 Sl 3
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Table 6.19 Sample word classes that are significantly contributed to poor
FPR performances

Actual Class Classified as Number  of  samples
Class Sample word | Class Sample word | misclassified
Index image Index image

88 MO 45 AT 2

45 AT | 32 GIG-ES 4

32 IR 112 | ST R 2

6.4.6 Performance Comparison

Performance comparison is an essential part of any newly designed research outcome to
indicate its usefulness in global perspective. In this work, the present research outcomes are
compared with the state-of-the-art methods with respect to design of feature descriptor and

method. The comparative results are discussed in the following sub-sections.

6.3.6.1 Comparison with State-of-the-art Feature Descriptors

The one of the primary motives of this work is to introduce a feature descriptor which
recognizes handwritten word images holistically in a better way. For that reason, in the present
work, the feature descriptors used here is compared with some state-of-the-art feature
descriptors along with the elementary feature sets used here. Comparison with the elementary
features along with their possible combinations are already provided in Table 6.9. To evaluate
the recognition performance excluding these elementary ones (i.e., elliptical, gradient based
and topological), 5-fold cross validation mechanism is employed having MLP as sole classifier.
Feature descriptors considered for comparison include viz., Topological [86], Convex hull
based [26], Statistical and contour-based feature [178], Tetragonal [73], Shape-context features
[191], Local Gradient of Histogram (LGH) [186], Pyramid Histogram of Oriented Gradient
(PHOG) [175], combination of GABOR and PHOG called G_PHOG [204]. The comparative
results are tabulated in Table 6.20. From this table it can safely be commented that proposed

feature descriptor outperforms state-of-the-art feature descriptors.

6.3.6.2 Comparison with State-of-the-art Holistic Word Recognition Techniques

Finally, the proposed method is compared with some of recently published holistic word
recognition methods [26, 73, 84-86, 180, 189-193]. Except the works in [180] and [86], which
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have dealt with handwritten English and Hindi word recognition respectively, all the works
have been implemented on the Bangla dataset. However, only the work [73] have been
performed on the entire dataset previously. Rest of the works have either considered less
number of sample classes from this database (e.g., 20 classes in [84], 40 classes in [190], 50
classes in [193], 80 classes in [191-192]) or have been experimented on different dataset (e.qg.,
20 most popular city names of West Bengal [189], most frequent words from CMATERdb1 in
[26], Capital names of states and territories of India written in Devanagari script in [44], Bangla
common name words in [85]). The best, worst, average cases of recognition accuracies in these
experiments along with feature information and the classifier used by these techniques are
summarized in Table 6.21. It also includes deviation from average recognition rate. From the

table it is clear that the present technique outperforms the said methods.

Table 6.20 Performance comparison of proposed feature descriptor with the
state-of-the-art feature descriptors on present database

Feature Descriptor Dimension | Recognition Accuracy (in %)
Best Worst | Average | SD

Convex hull features 140 76.53 67.64 72.63 | 2.92
Topological 89 72.53 66.32 69.22 | 2.19
Tetragonal 185 76.42 70.00 72,74 | 3.27
Shape context features 64 65.73 57.60 60.51 | 2.98
Statistical and contour-based feature 220 74.43 65.80 68.85 | 3.08
LGH 786 83.40 76.10 7855 | 291
PHOG 672 78.42 73.47 75.18 2.97
G_PHOG 720 72.53 67.14 68.93 | 3.08
Proposed (without FS) 564 88.31 82.33 84.27 | 2.14
Proposed (with FS) 507 90.94 85.81 87.11 | 1.99

6.5 Discussion

Handwritten word recognition is an important and an interesting research problem which is
solved using either segmentation based approach or holistic approach. For complex regional
script like Bangla word recognition in segmentation based approach, which needs character
segmentation, becomes almost impossible. In addition, unavailability of freely accessed
databases is one of the reasons for the slow progress in this research area. Considering these
facts, in this chapter, a HWR system, following holistic approach, for handwritten Bangle word

images is developed.
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Table 6.21 Comparison of the current handwritten word recognition system
with state-of-the-art methods

Recognition accuracy (in %)

Feature Feature .
Method Description Length Classifier used best | worst a\;eera SD
Arnold
Dasqupta et transform based
o ?18'00] and naive 620 SVM 76.69 | 68.56 | 72.71 | 2.81
b directional
features
Bhowmik Elliptical 65 58.39 | 51.53 | 54.73 | 2.27
et al. [84] P : : : :
Bhowmik Basic HOG 80 MLP 69.82 | 62.93 65.31 | 2.46
et al. [85] features
Bhowmik Convex hull
et al. [26] features 140 7253 | 64.64 | 68.63 | 2.92
Malakar et Topological 89 Sequ_entlal 7303 | 6742 | 69.72 | 2.11
al. [86] feature minimal
Barua et al. . optimization
[189] Gradient based 288 (SMO) 83.06 | 75.75 | 79.06 | 2.72
Sahoo et al. | Shape context
[191] features 64 Classifier 66.53 | 58.18 | 60.97 | 2.91
Shape based ensembling with
features SMO, Simple
Sahoo et al extracted from Logistics and
[192] ' negative 186 CVParameter 82.23 | 75.64 | 78.63 | 2.31
refraction based selection [68] as
image classifier
transformation
Elliptical,
Bhowmik vertical pixel
density 252 SVM 83.64 | 77.19 | 79.38 | 2.33
etal. [73] .
histogram based
and tetragonal
Ghoshetal- | o dient based | 288, 80.08 | 73.91 | 76.21 | 2.25
[190] (272)
- MA based FS
Gradient based having MLP
Ghosh et al. features and 508 aw:‘lg ifi as 8188 | 75.89 | 7827 | 2.17
[193] statistical (412)° classtrier ' ' ' '
contour based
. GA based HFS
Malakar et | Gradientbased | 361 | . unoviipas | 86.82 | 81.13 | 83.00 | 2.08
al. [88] and elliptical (319) -
classifier
Elliptical, 561 MA based HFS
Proposed gradient based (507)" having MLP as | 90.94 | 85.81 | 87.11 | 1.99

and topological

classifier

* The feature dimension presented in format: actual feature length (optimized feature

lengths). The optimized features are used to generate recognition score.
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To recognize word images holistically 3 different elementary features viz., elliptical, gradient
based and topological are considered and all these feature vectors are passed through a HFS
model where MA based FS is the fundamental optimizer to obtain optimized feature vector that
represents the underlying dataset in a better way. Also, to fill the shortfall of database, in this
work, a database comprising most popular city names of West Bengal, India is prepared. The
HWR system is employed on the entire database. The recognition accuracy, as found here, is

90.94% which outperforms some state-of-the-art holistic HWR methods on the said database.
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Chapter 7

KEYWORD BASED HANDWRITTEN
BANGLA DOCUMENT IMAGE
CLASSIFICATION

7.1 Introduction

The classification problem of machine encoded text documents, like short messages, electronic
mails and web content applications, has been widely studied by the data mining, machine
learning, and information retrieval communities [66]. The main objective of such document
classification is to group documents into suitable and predefined categories. This classification
problem is associated with two major issues viz., (i) voluminous text documents and large
number of users and (ii) diversity of the contents and users with varied interests. Handling the
diverse interest of user, in general, is more critical than its counterpart [205], since user choice
is most important but it is in most of the cases imprecise. As a result, the researcher have
introduced personalized document classification where users create their own choice of

categories and the classifiers are trained to classify these categories automatically.

The processes that are used in literature for personalized document classification (or clustering)
are either content-based or request-based [206]. In content-based classification, weight is
assigned to particular subjects (i.e., keywords / key terms / key phrases) in documents in
corpora that determine the class of the document. This type of document classification could
be done based on the number of times a given keywords appears in a document [207]. On the
other hand, request-based classification (or indexing) classifies document to anticipate request
from users. In general, irrespective of the methods of classification, weight to a document is
given depending on presence/frequency of some keywords (also sometime key term/key phrase
is considered). The keywords are normally selected during actual classification using some
algorithms [66].



In handwritten document classification, deciding keywords for some predefined categories of
document is still near impossible using the way it is carried out in machine encoded textual
document [208]. The major reason behind this is poor performance of current handwritten OCR
engines for large lexicon size [73]. Therefore, the alternative solution is to classify the
documents using user given keyword. However, the prerequisite for such document
classification is searching a keyword, provided by user, from a handwritten document. This
need gives rise to new research problem, termed as word/keyword searching/spotting from/in
a handwritten/printed document images, inside the research community. The keyword spotting

is already used in a number of real life applications such as:

e Retrieval of documents containing specific keyword(s) from large-scale document files
in company, office, institutions etc. [44].

e Sorting of handwritten mails based on keywords like “urgent”, “cancellation”,
“complain” etc. [64].

e Marking of figures and their corresponding captions [65].

e Retrieval of pre-hospital care reports (PCR forms) based on predefined keyword [209].

e Spotting of word in graphical documents such as maps [210].

e Retrieval of cuneiform structures from ancient clay tablets [211].

Considering the above facts, it can safely be commented that keyword searching from
document images plays vital role for classification/indexing of the same. A word (keyword)
searching methodology tries to locate the occurrence(s) of some predefined words in a
document image. The word spotting/ searching mechanisms, can be applied on either printed
[212] or on handwritten [67] document images. It is obvious that searching a word in a
handwritten document poses more challenges than searching the word from its printed
counterpart. One of the key factors for this is the variation in writing styles, not only among
different writers but also for the same writer at different times. Also some typical problems of
handwriting like skew, slant, overlapping and/or joining of words/characters add complexities

in keyword searching/spotting in a handwritten document image.

7.1.1 Classification of Word (Keyword) Searching Methods

In the literature on word (keyword) searching, the methods are found to differ on
implementation aspects like (i) how a query word is fed to a word searching system, (ii)

whether a keyword is searched from whole page without applying page segmentation or from
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segmented components like text line (TL) and word and (iii) how a target word is matched with
a query word. Brief description of word searching techniques based on these three aspects is

provided in this section.

A typical way of categorizing word searching techniques is based on how query words are fed
into the system. Based on this, existing techniques are classified into two categories namely,
query-by-example (QBE) [44, 65] and query-by-string (QBS) [44, 213]. In the former category,
a word image is provided to the system and the system returns all occurrences of that given
word in the document image. Methods of this approach have mostly relied on image matching
techniques in an unsupervised way. On the other hand the techniques that follow QBS approach
consider an arbitrary word as a string which needs to be searched from a document image.
Therefore these methods, in general, need model for every character present in the script in
which it is written. Consequently, these methods try to follow some classical word recognition

model (detail description is provided in section 7.1.2).

Not only these, based on processes followed in page segmentation algorithms [46, 57], word
searching techniques can also be categorized as segmentation based approach [45] and
segmentation free approach [72]. The first category of approaches has some in-built page
segmentation methods to obtain pre-segmented text lines (TLs) [45] or words [214]. Some
segmentation-based word spotting methods consider that datasets are already segmented into
text lines/words i.e., these works use pre-segmented TL [215-216] and / or word [216] which
may be achieved by using TL and/or word level ground truth (GT) images. Whereas, the other
category of techniques (e.g., refer to [72, 217]) tries to locate the words to be searched in

document images without spending time for page segmentation.

Use of multiple reference sample images for a given query word is found in recognition based
word spotting techniques [69, 71]. This reference sample images are collected in offline mode
for preparing training module. On the other hand, recognition free approaches [68, 218] try to
spot search words using some matching technique. The present work is an instance of
recognition based approach which uses holistic word recognition technique that has already
been described in previous chapter.

7.1.2 Literature Survey

From the above discussion it is clear that the fundamental need for any document image

classification is a searching technique that can search keywords (or terms) in the document i.e.,
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document classification requires a keyword spotting method that performs satisfactorily.
Therefore, in this section few researches on keyword spotting are studied. Moreover, discussion
in pervious subsection states that word searching techniques could be categorized in different
ways. But, here only some methods that follow QBE and/or QBS approaches are discussed.

7.1.2.1 QBE based Word Searching Methods

From the literature survey, it is observed that, till date, many researchers have applied several
distance based methods [70, 216, 219-220] for searching a word from document image
following QBE way. The work [70] has described a word searching mechanism which extracts
query word from historical document images. For searching of keywords, it has used scale-
invariant feature transform (SIFT) features from word images and search has been confirmed
by cosine and Euclidean distance based similarity measures. Whereas the work, described in
[219], has extracted Gabor features from the word images and then used Euclidian distance
based similarity check for word searching in QBE way. In another work [216], in order to
handle the said problem, gradient angle and its magnitude have been extracted from word
images to obtain query words using a disc based matching schema. Authors of this article have
also prepared a historical document database, called HADARAS8OP dataset, and made the same
freely available to research community along with TL and word level GT information. Pixel
value information has been used in [220] where word searching in QBE way has been carried

out by Bray-Curtis dissimilarity measure.

In another category of works [68, 218, 221], several string matching approaches have been
used for finding solution to the said problem. Multi angular feature descriptor has been used in
[221] where word images are represented by variable length feature vector. Dynamic time
warping (DTW) is used for matching the words. The work described in [68] has introduced a
flexible sequence matching (FSM) technique for comparing query word and target word. In
this work, 8 feature values (1 from gray image and 7 from binarized image), that are extracted
from each vertical line of the word image, have been used. The same set of feature values are
used in [218] for investigating effectiveness of some conventional time series matching
techniques for word searching from handwritten and historical document images. In this work,

it has been shown that continuous dynamic programming (CDP) provides best score.

Graph similarity based methods [45, 222-223] are also found in literature of word spotting. In
the work [222], attributed graphs have been constructed using the graphemes that are extracted

from words by a part-based approach. It has employed edit distance based similarity measure.
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Authors in [45, 223] have used graph edit distance based similarity score for word spotting. In
[223], each word image is represented as a sequence of skeleton-based graphs using context
labeled vertices for connected components (CCs). A similar approach has been found in [45].
The only difference lies there is the way calculation of graph edit distance is done i.e., in [223],
bipartite graph matching schema has been used, while in [45] DTW alignment method has been

used.

7.1.2.2 QBS based Word Searching Methods

Classical word recognition model are used in [64, 213, 220] for performing word spotting in
QBS way. In the work [220], pyramidal histogram of characters (PHOC) features have been
extracted for performing word searching in QBS way. Bray-Curtis dissimilarity measure
between target word and query word has been measured for performing word similarity task.
Geometrical features like number of object pixels, center of gravity, second order moments,
positions of the upper and lower contours, gradients of the upper and lower contours, number
of object pixel to background pixel transitions and fraction of object pixels between the upper
and lower contours have been extracted from a word image in [213] for performing word
spotting. HMM based character level trained model has been applied for finding similarity
score in this work. A statistical framework for the word spotting problem, introduced in [64],
has explored the use of two types of HMMs namely, continuous HMMs (C-HMMs) and semi-
continuous HMMs (SC-HMMs).

Researchers have also attempted to devise techniques [72, 215, 217, 224] where they have
segmented a word into characters or character sub-parts. In the work [224], water reservoir
based character segmentation model is used to extract primitive components (i.e., character or
character subpart) from historical printed document written in French. Next these extracted
primitives are clustered using cross correlation based template matching technique. Finally,
document image and query image are represented as string using the cluster information to
perform word searching in QBS way. The authors of the work [72] have used local image
feature representatives called SIFT descriptor for recognition purpose in their Bag-of-Features
(BoF) based HMMs (BoF-HMM) model. An approach similar to [72] has been proposed in
[217]. In this case, the model has been developed to search any arbitrary word and does not
require any pre-segmentation of document pages. A semi-supervised handwritten word

recognition based technique using bi-directional long short-term memory (BLSTM) model is
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presented in [215]. In this work, authors have used TL based model to extract the query words

i.e., pre-segmented TLs are fed as the input to their word searching system.

Holistic word recognition paradigm is used in [69, 225] for spotting of search words from
historical Arabic handwritten manuscripts. In [69], several structural and statistical features,
extracted from connected parts of word images, are fed into Multi-Layer Perceptron (MLP)
based classifier for preparing a learning module. In this work, it has been shown that features
extracted from connected parts of the word perform well in comparison with features extracted
from entire word. The work, described in [225], has introduced a hierarchical classifier,
comprising of Support Vector Machine (SVM) and Regularized Discriminant Analysis (RDA),
for searching a word written in Arabic script. The said classifiers are employed in a sequential

manner. A gradient based feature vector is used for discriminating the words in feature space.

7.1.3 Motivation

Literature survey as studied in section 7.1.2, reveals that mainly two different approaches viz.,
recognition free [216, 220] and recognition based [215, 224], are followed by the researchers
for providing solution to keyword searching. The first category of works uses
geometrical/shape characteristics of word image (e.g., [68, 216, 218]) and then applies some
similarity measure for word matching. Though, this mechanism is fast, it generally retrieves
more irrelevant words with respect to actual search word. On contrary, matching techniques as
applied in recognition based methods (e.g., [69, 72, 225]) have tried to identify a query word
in the document images by recognizing all the words present therein. Therefore, these
mechanisms not only suffer from high time requirement but also, come up with more irrelevant

words retrieval.

Considering the above facts, in the present work, a two-stage word searching technique, similar
to the work described in [71] is introduced. This work first employs a word selection technique
following recognition free keyword spotting approach to accept some target words as probable
candidate keyword and then matching schema which relies on recognition based model.
However, the recognition based schemas [215, 224] for matching between query word and
target word, found in literature, mostly follow classical approaches of word recognition which
are based on character / language model [64-65]. Therefore, these works need to employ
character extraction technique prior to recognition (e.g., [64, 213]) which is sometimes
erroneous and complex in nature [63, 83]. Hence holistic paradigm for matching a target word

with keywords is considered here.
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In addition to these, most of the abovementioned researches (e.g., [45, 69, 72, 214, 216-217])
have described document image classification/indexing as an application of keyword spotting.
But, no significant work on classification of document images has been found. This may be
due to more number of target words retrieval from document images than expected or not
having suitable dataset. Therefore, in this chapter a suitable database which is developed during
this thesis work along with a machine learning based handwritten document image

classification technique have been described.

7.1.4 Objective

Based on the above discussion, following objectives have been covered in this chapter:

« Design of an efficient word searching technique to retrieve keywords (user given) from
handwritten document page images.

 Introducing a handwritten document classification technique based on the user provided
keywords to classify the documents into some pre-defined categories.

» Preparing a comprehensive database to accomplish all the related experiments.

7.2 Keyword Searching and Document Classification

In the present work, a personalized keywords set based handwritten document classification
method is devised. The task has followed two major modules viz., i) keyword searching from
handwritten document page images and ii) classifying input document pages into predefined
categories. To implement the first module all the components viz., words and punctuation
marks, present in a document page, are extracted using CC based page-to-word extraction
technique, described in Chapter 4, and that are hereafter termed as target word. Next, these
target words are matched with the search word, which is here a keyword, to decide whether the
underlying target word is the desired keyword or not. For the matching purpose here a two-
stage technique, described in section 7.2.1, has been used. Whereas for the later module, first
a set of relevant keywords for each of the personalized document categories (see Chapter 2) is
selected and then number of these keywords is counted using the present word searching
technique. Finally, classification is done relying on feature vector, prepared using counts of
keywords, and MLP based classifier. The overall working procedure of the proposed technique

is depicted in Fig. 7.1.
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7.2.1 Keyword Searching

It has already been mentioned that mainly two different approaches viz., recognition free and
recognition based, are followed by the researchers for developing a word searching method. In
the present work, a two-stage approach is designed where both of these concepts are combined
for searching a given word in handwritten document images. That means, first some of the
target words, those appear in a handwritten document page image, are selected as probable
candidate keywords and then these probable candidate keywords are either confirmed as query
keyword or rejected. In the first stage, irrelevant target words (with respect to a keyword to be
searched) from a document image are filtered out. In the second stage, the probable candidate
keywords are confirmed as given query word image (i.e., keyword). Detailing of these stages

is performed in following subsections.

Handwritten Document Image Perform Page to Word Extraction Search User Given Keywords

Perform Document Classification Calculate Term Frequency and Keyvword Group Frequency

Fig. 7.1 Block diagram of the present handwritten document classification
technique

7.2.1.1 Extraction of Probable Candidate Keywords from Document Images Corresponding

to a Keyword

Words in a document, generally, have varying number of characters associated with
punctuation marks like comma (‘,”), periods (°.”), hyphen (‘*-’). Apart from this, the variation
in number of characters among keywords is very common. In this scenario, searching a word
directly in a document image increases the chances of mismatch as well as it enhances
computational cost. Sometimes, it leads to selection of irrelevant words as search word. That
is why, in the present work, an initiative has been taken to filter out all the irrelevant target
words (i.e., words having different number of characters than search word under
consideration), from document images. For doing this, a feature vector (i.e.,&;) comprising of
4 zonal information such as Mean of transition points (MTP) and number of characters or
character like shapes in middle zone and number of dominant CCs in upper and lower zones
are extracted. Then probable candidate keywords are chosen using a rule based method. In this
section, first feature extraction method and then formulation of required rules for decision

making are discussed. The entire selection process is illustrated Fig. 7.2.
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Calculate Lower Bound (L) and
Upper Bound (Uy;) for a
Keyword £ (€ K),i = 1,2,3,4

Training Word Images for Extract Feature Vector
Keyword Set (say, X) F1=(1f2,f3,f4)

Is
Decision
rule

satisfied
9

Probable Candidate
Keyword for Keyword £ | Yes

Apply Decision Rule

Estimated | L, U
Shown in Fig. 7.4 [ fi !t]

for some £ € K

Discard the Word

Target Words of the Extract Feature Vector
Keyword £ (€ K) & = (fLf2,f3.f4)

f1: Mean Transition Point (MTP) in Middle Zone, f2: Number of Character or Character like Shapes in Middle
Zone, f3: Number of Dominant Component in Upper Zone, f4: Number of Dominant Component in Lower Zone

Fig. 7.2 Schematic diagram for preselecting probable candidate keywords in
a document page that are relevant to a given keyword

7.2.1.1.1 &, Extraction

To extract zonal information based feature vector &, = (f1, f2, f3, f4) first the word images
are converted to its binarized form using the method described in Chapter 2. Let, a binarized
word image is represented asB = {f(i,j):1<i<H A1<j < W}, where H and W are
height and width of B respectively andf (i,j) € {0,1} (‘0’ and‘1’represent background and
object pixels respectively). Next, B is hypothetically segmented into 3 non-overlapping
horizontal regions viz., upper, middle and lower zones, as shown in Fig. 7.3, for feature
extraction. Algorithm 5.1, mentioned in Chapter 5, is used here to estimate the zonal boundaries
viz.,R1, R2, R3 and R4. The position of zonal boundaries are shown in Fig. 7.3. Finally, feature

values from different zones are calculated using the procedure as described below.

R1 -
\ — Upper Zone
R2 E% =
W — Middle Zone
R3

J*- Lower Zone

R4

Fig. 7.3 Partitioning of a word image into three zones
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To find the MTP in middle zone of a word image, number of horizontal transition points, within
R2 and R3, between object and background pixels or vice versa along each row of B is
calculated. Let, transition count along a horizontal row i is 7;, where i € [R2, R3]. The first
feature value f1 (i.e., MTP) is estimated by

1 i=R3
f1l= N Z T;,where N = |{i: 7; # 0}|,Vi € [R2,R3] (7.2)

i=R2

The second feature value (i.e., f2) represents the number of components (either character or
character like shape) in the middle zone of a word image. To count the number of character or
character like shapes, the word image is segmented vertically along Matra regions. For this
two fuzzy membership functions viz. trapezoidal [226] and bell-shaped [46] are customized here
for detection Matra region and segmentation points on Matra region respectively. The detail

descriptions of these processes is described in Chapter 5 (sections 5.2.3 and 5.2.4).

Finally, counts of dominant CCs in upper and lower zones (i.e., f3 and 4 ) are estimated by egs.
7.2 and 7.3 respectively.
f2z=1C:6(0) =1} (7.2)
f3=HC:0(C) =1} (7.3)

In egs. 7.2 and 7.3, C represents CC while 6(.) and @(.) are functions that represent the

belongingness of a CC in upper / lower zone respectively which are defined by

0(C) = {0, if min{i: f(i,j)eC} < k1 2 and max{i: f(i,j)eC} =R2 -1 (7.4)

1, Otherwise

R3 + R4
8(C) = {O' if max{i: f(i,j)eC} > +

1, Otherwise

and min{i: f(i,j)eC} =R3 + 1 (7_5)

7.2.1.1.2 Formulation of Decision Rule

To filter out the words those are not relevant with respect to a given search word, here, a
decision rule has been designed. For this, first, decision boundaries (lower and upper bounds)
for each of the extracted feature values (i.e., f1, f2, f3 and f4) are estimated. These decision
boundaries are set by considering mean, (us;, i = 1), mode (my;, i = 2,3,4) and standard

deviation (oy;, i = 1,2, 3,4) of feature values extracted from reference word image samples,

170



collected in offline mode, for each of the keyword. Let, L; and U,; are the lower and upper

bounds of feature value fi (i = 1, 2, 3, 4) respectively which are defined by

Lei = g — o5y, Where i = 1 (7.6)
Ly =ms — |op| , wherei =2,3,4 (7.7)
Usi = psi + [o5:] , where i = 1 (7.8)
U = my; + [o5;] , where i = 2,3,4 (7.9)

Finally, a word is pre-classified as a probable candidate for the given search word by the
decision rule as depicted in Fig. 7.4.

Target Word Calculate Mean

Image Transition Point {i.c., f1)

I

Calculate Number of
Middle Zone Character ([2)

I $)_. Discard the
Calculate Number of M [ Word Image
Dominant Component
in Upper Lone (£3) w

[

Caleulate Number of
Dominant Component
in Lower Lone (f4)

Consider as Probable

Candidate Kevword

Fig. 7.4 Diagrammatic representation of the selection process of a word
image as probable candidate keyword using rule-based mechanism

7.2.1.2 Confirming a Probable Candidate Keyword as a Keyword

Confirmation of a probable candidate keyword as keyword has been done using holistic word
recognition algorithm. For recognition purpose, another feature vector (&,) comprising
elliptical [84], topological [86] and gradient based [189] features, is extracted from reference
word image samples of each the keyword. After this, a feature subset (&,') is selected from
entire &, using memetic algorithm (MA) based hierarchical feature selection (HFS) model
which has been introduced during this thesis work for recognizing handwritten Bangla words
holistically. The detail description of this module is presented in section 6.2 of Chapter 6. Next,
this selected feature vector (i.e., &,'), are fed to an MLP-based classifier to carry out

recognition and thereby a learned module is prepared. Finally, only the feature subset &,’ is
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extracted from each of the candidate keywords and which is then passed through the learned
module. The system provides recognition confidence (say, #~) for a probable candidate
keyword. Then, this candidate word is confirmed as search word if »~ > T. T is a predefined
threshold value which is here chosen as 0.9. The entire process of confirmation is illustrated in
Fig. 7.5.

Training Word Extract Feature Set Select Optimized Train using
Images Tor (F2):Elliptical Gradient Feature Set (§z) using MLP based
Keyword Set (X} based and Topological MA based HFS maodel Classifier

Discard
L Learned Module

Recognition
Confidence (+)

Classify using
MILP based
Classifier

Confirm as
Kevword £

Recognized
Class (&)

Probable Candidate
Keyword for Some
Kevword & (€ )

Extract Optimized
Features (§2)

Fig. 7.5 Schematic diagram for detecting instance(s) of keyword from its
probable candidate keyword set

7.2.2 Document Classification

It has already been mentioned that in this chapter a handwritten document image classification
technique has been introduced. For this purpose, 5 personalized categories of document page
images, which are related to festival, geography, sport, technology and history, are collected.
Also a set of document page images are considered here which does not fall into either of these
categories. This set of images is considered as miscellaneous category. Hence, in total 6
categories of document pages are prepared during this thesis work. The detail description about
the document page images are already described in Chapter 2. In addition to this a set of
keywords is chosen for performing personalized classification of collected handwritten
document page images. Next, these personalized keywords are searched within the document
pages using the process described in the previous section. Based on the presence of the pre-set
keywords, the documents are classified. For classification a feature vector, which consists of
two types of features viz., logarithmic term frequency and grouped term frequency, and MLP
based classifier are used. These two features are explained in the following subsections.
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7.2.2.1 Logarithmic Term Frequency

Term frequency and inverse document frequency (tf-idf) [227] is a well-known measure for
machine encoded textual content based document clustering/ classification. While searching a
keyword from such documents, the exact count of it is available since this system performs
string matching i.e., ASCII value based comparison. There is no chance of generating extra/less
count for the searched words. The same is not true while considering textual content in
handwritten documents. Inspired by the consideration of logarithmic value for calculation of
“idf”, here logarithmic term frequency (ltf) is chosen in place of term frequency. The Itf is

estimated as

Itf =log,(1 + tf) 7.10

Here tf carries the actual meaning of term frequency which is defined as

f number of occurances of a term (i.e., keyword) in a document 211
B total number of terms in the document '

7.2.2.2 Grouped Term Frequency

When a term (here, keyword) is searched from a handwritten document, there is no chance of
retrieving all the instances. But, if a set of keywords is considered instead of single keyword
then chances for retrieving these keywords as a whole will be higher. Therefore, here, another

concept called group term frequency (gtf) is introduced. The value of gtf is calculated as

n
1
gtf = ZZ Itf, 712
i=1

Here, n is the number of keywords considered by a user for some personalized document

category and Itf;'s (i = 1,2, ...,n) are the calculated Itf for the i" keyword.

7.3 Experimental Results

In the present work, a personalized handwritten document image classification technique is
proposed. For this, first keywords present in a handwritten document image is counted and then
a feature vector comprising logarithmic term frequency and grouped term frequency is
designed. Finally MLP based classifier is used to classify the said categories. For the purpose
of word searching, a two-stage approach, discussed earlier, has been introduced. In the

following subsection, several issues related to experimental outcomes have been described.
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7.3.1 Selection of Keyword Set

It has already been mentioned that 300 document page images, collected during this thesis
work, are used for document classification purpose. It is noteworthy to mention that the
database contains handwritten document page images that belong to 6 different categories viz.,
festival, geographical, sport, technological, historical and none of these (i.e., miscellaneous).
However, for evaluation of the proposed keyword searching technique, 60 document images
(10 samples per each category) are considered randomly. In addition, a set of keywords (%) is
selected from document images that are shown in Table 7.1. More such collected word samples
are provided in Table A2 of appendix. Total number of distinct query keywords as selected is
20 (4 from each of the 5 personalized categories) i.e., || = 20. It is to be noted that absence

of keywords in a document page is tagged the page as miscellaneous document.

Table 7.1 Instances of query keywords (KW ID stands for keyword index)

Sample Word Images Keyword
KW Word Phonolo Frequenc
ID v 1 2 3 :

01 | T8 Utsaba ;J«QSJ'Z <::’57 4(2 gg—;q 31

o | o | o OO gy AU
03 75 Durga ;ll?('] af& 29

, —

04 | g Banali [ J% S »:T sy atwtel) 9

05 Al Nadf ﬂ ‘7 " }'\( ] 65
O

06 | o canga |2\ vty \uUY|
07 ANl Padma W-ng W w | 11

08 AT Yamuna mé}\m Mé@ﬁ w f(} 9




wa

09 e T Khela (%' “[{ Q{m 58
10 AN Rana :ZTY«T N ’é = 28
NY S| gC S
11 ICEIC0) U'ikéta ')g*zgv(g b2 7’4“‘1)' ':é’ 9 Cb:? 10
12 NOJN Satarana m AL O 11
13 NRFIA | Ma'ikropra ‘ 9
(A9 sésara & 5:"’1“ AR08 el BT 3 ¥ cﬁca— (LT3
RIS EM| Oyebasa'

14 _ o 5 _ 1

30 ita TG | F C{;@Nf%!g 4 Taq M 0
15 OIS Databésa SN Hia 4r r}rra:J : 37

gl GI6TE
16 IR Gabesana | sy | e prabrsir SR 9
DIE| gara |
/E\ . ) e )
17 | RER Inrgja > @D | Ty > CEYT 31
18 IGRIER Jaliyana' Duissiaes | " e 9
A | Oyalabaga
Ve (M ~

19 | GRS | sendpati | 7seeee 1T | s oo 8
20 | ©ER Dagara | OMYZ | WfTE | 5 AW 19

7.3.2 Preparation of Reference Keyword Sample Images

As mentioned earlier that some reference images for every keyword are collected in offline
mode to formulate decision rules for performing selection of probable candidate keywords.
These reference word images have also been used to obtain trained module which has been
used here for confirming a probable candidate keyword either as query keyword or to reject it.
For this reason 150 word images per keyword (see Table 7.1) are collected during this work.
Please note that none of the authors who has written the mentioned 300 document pages has
provided reference keyword images. However, the process followed to collect these samples is
same as collecting city name samples which has been described in previous chapter. Therefore,
a database containing 20 * 150 = 3000 word images is prepared. It is worth mentioning that
the preprocessing steps, applied on each of the collected word images, are described previously.

To be specific, binarized images are prepared using the binarization technique which is
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described in Chapter 2 while preprocessing techniques related to feature extraction are

described in Chapter 5.

7.3.3 Parameters for Detecting Preselected Candidate Words

The feature values 1, f2, f3 and f4 (see egs. (7-9)) are first extracted from each of the
preprocessed reference keyword images and then the bounds of the same (see egs. (7.1-7.3))
are also calculated. These bound values for each of the query word images are shown in Table
7.2. Using these values and selection process, described in Fig. 7.4, the irrelevant target
keywords with respect to a provided keyword are removed successfully. It has been observed

that around 80% of the target words occur in a document page are filtered out during this stage.

Table 7.2 Search word-wise lower and upper bound values of 1, 2, f3 and
f4 (KW ID indicates query keyword index)

KW Ly Uy

ID |i=1|i=2|i=3|i=4|i=1|i=2|i=3|i=4
01 [ 1191 3 0 0 1414 | 5 2 1
02 | 9.93 2 0 0 1298 | 6 0 2
03 | 7.42 2 0 0 9.91 6 2 2
04 | 1587 | 4 0 0 19.09 8 2 1
05 | 751 2 0 0 9.71 4 2 1
06 |10.01| 2 0 0 1310 | 6 1 1
07 |10.37 1 0 0 1348 | 5 1 2
08 |1191| 3 0 0 1515 5 1 2
09 | 1172 | 2 0 0 14.63 6 1 2
10 | 8.14 2 0 0 1001 | 4 1 2
11 (1172 2 0 0 16.21 8 2 2
12 | 16.79| 3 0 0 2094 | 7 1 2
13 | 2941 | 8 0 1 |3510| 14 2 3
14 | 2118 | 7 1 0 2503 | 11 3 2
15 | 1747 | 5 0 0 2075 9 2 2
16 | 2010| 5 0 0 2533 | 9 1 2
17 (1274 | 4 0 1 16.25| 8 2 3
18 | 3831 | 11 0 2 |4747| 21 2 4
19 | 1895| 5 0 0 22.71 9 2 2
20 | 1358 | 5 0 1 16.53 7 1 3

7.3.4 Performance of Holistic Word Recognition

It has already been mentioned that a holistic word recognition technique has been adopted here

for confirming a preselected candidate keyword as the query keyword. To prepare the required

trained module for the keywords, the feature vector &,, which consists of elliptical, topological
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and gradient based features, is extracted from all the reference word images related to
keywords. Relying on the experimental outcome as obtained in section 6.4.1, length of &, is
considered as 564 (i.e., 65 (elliptical feature) + 203 (topological feature) + 296 (gradient based
feature)). Next, all these features are fed to the MA based HFS technique for finding optimal
feature set. A similar set of experiments, described in section 6.4.3 of previous chapter, is
carried out to obtain optimal feature subset (i.e., &,'). The length of &, as obtained here is
397. Finally, a 5-fold cross validation technique is performed to obtain the learned module. The
recognition results have been recorded in Table 7.3. The learned module that provides best
recognition accuracy is used for confirming a preselected word as search word (refer to section
7.2.1.2).

Table 7.3 Word recognition performances using 5-fold cross validation on
reference word image set

Fold # | Number of training samples | Number of test samples | Recognition accuracy (in %)
1 97.67
2 95.17
3 20 x 120 = 2400 20 x 30 =600 96.83
4 95.50
5 96.83

7.3.5 Performance of Keyword Searching

It has already been mentioned that in the present work a two-stage keyword searching
mechanism has been designed. Performance of this keyword searching regulates the success of
document classification. Hence, here performance of the keyword searching method is assessed
on 60 document page image, a randomly selected subset of 300 document page images that
have been prepared during this thesis work (see Chapter 2). The assessment of the present
keyword searching mechanism is carried out in terms of recall, precision, true negative rate
(TNR), predictive positive condition rate (PPCR), F-measure score and accuracy [75]. For this
the 4 measures viz., true positive (TP), false positive (FP), true negative (TN) and false negative
(FN) are counted.

Let, K and N, are the set of keywords considered here for searching from the document page
images and number of total target words in the entire database respectively. In addition,
meaning of the counts Nf.y,, Nixw and Niry,, represent the number of t* keyword k¢ (kt €

K) actually present in the entire database, correctly retrieved from the entire database and
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actually retrieved target words from the entire database respectively. Now, TPt, TNt, FN*t and
FPt of t'" keyword kt (k¢ € K) are calculated as

TPt = Nty (7.13)
FPt = Nfry — Nigw (7.14)
FN' = Nigw — Nigw (7.15)
TN® = Nrw + Nggw — Nikw — Nirw (7.16)

Finally the required statistic viz., recall, precision, TNR, PPCR, accuracy and F-measure for

tth (t € K) keyword are calculated as below

recallt = TPt _ NEew (7.17)
TP+ FN'  Niey
t t
precisiont = P = New (7.18)
TPL+ FPt  Ni.,
TNRE = N* _ New — Nirw (7.19)
TNE+ FPt Ny — Nigy
PPCRE — TP + FP! _ Nirw (7.20)
TPt + TNE + FPt + FNt  Npyy
TPt + TNt (7.21)
Acuracy® =

TPt + TNt + FPt 4+ FNt

_ Npy +2X Nixw — Nikw — Nirw

Nrw

recall® X precisiont (7.22)

F — measuret = 2 X - ——
recallt + precision

Keyword-wise recall, precision and F-measure scores have been provided in Table 7.4. From
this table it is clear that present work has achieved admissible retrieval accuracy. This table
also reveals that the best recall is achieved while searching the keyword having ID 11 and
overall satisfactory recall value (lowest recall value=0.7778) indicates better retrieving
capability of the present work for all of the keyword. Whereas the lower precision values (<
0.25) are observed for 8 keywords viz. ‘IUerAl’, ‘omr, A, “TIFB’, *TSA, ‘NITNNT’,  CIRAS’,
<grara. The reason behind such low precision rate is due to character count (in number) and/or
shape similarity of the target words with the keywords. On the other hand, while top 3 precision
value (= 0.5) obtained for the keywords “snfermmemEmmsT’, “witHrge™a’ and ‘8¢5’ which are
with more number of characters than usual or containing less occurring character. In addition
higher values of TNR and accuracy and lower values of PPCR indicate its higher capability of

searching corresponding keywords.
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Table 7.4 Keyword-wise recall, precision TNR, PPCR, Accuracy and F-
measure values. Here, KW ID stands for query keyword index

KW ID | Recall | Precision | TNR | PPCR | Accuracy | F-measure

01 0.8387 | 0.5098 | 0.9968 | 0.0065 | 0.9962 0.6341
02 0.8684 | 0.3367 | 0.9917 | 0.0125 | 0.9911 0.4853
03 0.8621 | 0.3049 | 0.9927 | 0.0104 | 0.9922 0.4505
04 0.7778 | 0.1842 | 0.9961 | 0.0048 | 0.9958 0.2979
05 0.8462 | 0.4104 | 0.9899 | 0.0171 | 0.9887 0.5527
06 0.9500 | 0.2676 | 0.9934 | 0.0090 | 0.9933 0.4176
07 0.8182 | 0.1875 | 0.9950 | 0.0061 | 0.9948 0.3051
08 0.8889 | 0.2963 | 0.9976 | 0.0034 | 0.9975 0.4445
09 0.8793 | 0.3018 | 0.9849 | 0.0215 | 0.9841 0.4494
10 0.8214 | 0.1345 | 0.9811 | 0.0218 | 0.9805 0.2312
11 1.0000 | 0.1724 | 0.9939 | 0.0074 | 0.9939 0.2941
12 0.8182 | 0.1607 | 0.9940 | 0.0071 | 0.9938 0.2686
13 0.8889 | 0.6667 | 0.9995 | 0.0015 | 0.9994 0.7619
14 0.8000 | 0.3810 | 0.9983 | 0.0027 | 0.9981 0.5162
15 0.8649 | 0.4156 | 0.9942 | 0.0098 | 0.9936 0.5614
16 0.7778 | 0.2121 | 0.9967 | 0.0042 | 0.9964 0.3333
17 0.9677 | 0.4000 | 0.9943 | 0.0095 | 0.9941 0.5660
18 0.7778 | 0.7778 | 0.9997 | 0.0011 | 0.9995 0.7778
19 0.8750 | 0.2000 | 0.9964 | 0.0045 | 0.9963 0.3256
20 0.9474 | 0.1818 | 0.9897 | 0.0126 | 0.9896 0.3051
Average | 0.8634 | 0.3251 | 0.9938 | 0.0087 | 0.9934 0.4489

7.3.6 Comparison with State-of-the-art Word Searching Methods

The performance of the present technique is compared with some state-of-the-art methods [68-
69, 71, 218]. Aghbari and Brook [69] have used recognition based word retrieval method. In
their work they have extracted several statistical features. Here, for performance comparison
both of these two feature extraction methods are implemented. On the other hand, the authors
in the works [68, 218] have used recognition free word searching method. In [68] they have
applied FSM technique while in [218], several variations of time series matching techniques
are compared. In both the cases to match two word images they have used a set of 8 feature
values extracted from each column of a word image. For comparison with [218], conventional
DTW method is applied here. In addition, the work described in [71] which has been introduced
during this thesis work, has extracted topological features and modified HOG features for
performing word searching from handwritten English document page images. The average
performances of the methods compared here are recorded in Table 7.5. The search word-wise
performance evaluation of different state-of-the-art methods along with the present one is

shown in Fig. 7.6 (a-f). These results show that the recall values are very close to each other
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but with respect to other measures present method outperforms the others with significant

margin.

Table 7.5 Average recall, precision and F-measure values for different

0.6

methods
Average
Methods Feature extracted =
from Recall | Precision | TNR | PPCR | Accuracy
measure
Aghbari and
Brook (1) | Entire word 06761 | 00429 | 09575 |0.0444 | 09567 | 0.0791
[69]
Aghbari and
Brook  (2) | CONMected parts of | pae | 0.0375 | 0.9509 | 0.0509 | 0.9502 | 0.0698
word image
[69]
Mondal et | Each —column of | o0 | 0544 | 0.9104 | 0.0825 | 0.9188 | 0.0465
al. [68] word image
Mondal — et | Bach column of | 5 o0 | 0059 | 09181 | 0.0836 | 0.9175 | 0.0436
al. [218] word image
topological feature
Malakar et | and modified | ) 2290 | 0.1825 | 0.9005 | 0.0118 | 0.0900 | 0.2875
al. [71] histogram of
oriented gradient
Present Entire as well as | oc0r | 03051 | 00938 | 0.0087 | 0.9934 | 0.4489
from sub-images
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Fig. 7.6 Keyword-wise (a) recall, (b) precision, (c) TNR, (d) PPCR, (e) Accuracy
and (f) F-measure values for different methods. Horizontal axis represents
indices of keywords (refer to Table 7.1) and vertical axis represents

corresponding score

7.3.7 Document Classification
In the present work, logarithmic term frequency for each of the keywords and grouped term
frequency of each of the personalized categories are considered here as feature vector. Total
number of keyword used for classification purpose is 20 (4 for each of the personalized
categories) and number of personalized category is 5. It is noteworthy to mention that no

keyword is considered for miscellaneous category of document images. Total number of
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categories considered here is 6 which include 5 personalized categories and a miscellaneous
category. 50 handwritten document page images for each of the said categories are collected
during this thesis work (refer to Chapter 2 for further detail). Finally, the said features are
extracted from each of the document images and fed to MLP based classifier. 5 set of
experiments are considered here with varying number of train and test samples. The
distribution of training and test data is provided in Table 7.6. It is to be noted that 20% of the
training data used for validation. The classification accuracies of the said experiments have
been recorded in Table 7.6. Also, the confusion matrices corresponding to the best recognition
accuracy in each of the experiments are shown in Fig. 7.7(a-e). From these results, it can safely
be commented that the present handwritten document image classification system performs
satisfactorily. In addition, the confusion matrices indicate that in most of the cases document
belonging to miscellaneous category misclassified as other classes while the document images

for which the keywords are defined are well categorized.

Table 7.6 Document classification results for different experiments that are
conducted using varying number of train and test samples

. Number of Recognition Accuracy (in %)
Experiment training sample test sample
# test | Best | Worst | Average | SD
per class per class
01 5 45 10 | 8296 | 74.81 79.74 2.77
02 10 40 5 86.67 | 80.83 84.33 2.12
03 25 25 2 91.33 | 91.33 91.33 0.00
04 40 10 5 95.00 | 91.67 94.00 1.33
05 45 5 10 | 100.0 | 93.33 96.34 1.80

7.4 Discussion

Classification/indexing of handwritten document images is an utmost necessity for their easy
retrieval, searching etc. from the large archive. But, due to poor performance of existing OCR
system for handwritten documents, it is till date almost impossible to devise a system with
reasonable accuracy although machine encoded textual content classification is a matured
research domain. Therefore, in this chapter, a keyword based handwritten document
classification technique has been designed. In this method, at first, page-to-word extraction
technique has been applied to extract all the words, punctuation marks etc. that present in the
document page. Next, a two-stage keyword searching method is used to ensure the presence of

user given keywords in a document and thereby their counts also.
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Fig 7.7 Confusion matrices of the best classification results for all the five
mentioned experiments. Number of test document pages in (a), (b), (c), (d)
and (e) are 45, 40, 25, 10 and 5 respectively

In first stage of keyword searching, irrelevant target words with respect to a query keyword are
removed. During confirmation or in the second stage, all the probable candidate keywords from
a document image are passed through a pre-trained module which is prepared using a holistic
word recognition method. Inthis word recognition system, first 3 feature vectors viz., elliptical,
topological and gradient based are extracted from word images and then those are passed
through MA based HFS model to generate an optimal feature subset which defines the
keywords under consideration in a better way. Based on recognition confidence, a preselected
candidate keyword is tagged as query keyword.

Finally, a document page is represented as a feature vector, which depends on number of
keywords used for classification and number of personalized categories considered for
documents under consideration, in the feature space. The feature values as used here are Itf and
gtf. MLP based classifier is used for document classification purpose. The experimental results
indicate that the proposed two-stage keyword searching method and designed handwritten

document classification approach yield satisfactory performance.
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Chapter 8

CONCLUSION AND FUTURE SCOPE

Before invention of modern printing technologies like printing press, typewriter, etc., people
mainly used pen-and-paper for various types of documentation. A large section of the educated
people still prefers to keep notes of their activities, maintain daily accounts of
income/expenditure etc. in written form. Even today most of the doctors use pen-and-paper for
listing their observations about their patients and prescribing medicines. All these said issues
infer the presence of huge amount of handwriting documents. It is quite obvious that the
number of handwritten documents will go on increasing in future due to the widespread use of

handwritten documents in various educational institutions, offices, banks, hospitals and so on.

Generally, handwritten documents are prepared hurriedly. Even these are not managed properly
after their creation due to lack of easily available standardized management protocol. Hence,
searching some important document(s), required in a rush, from this gigantic amount of
document pages becomes almost impossible in manual mode. Moreover, due to lack of proper
concern, some documents get misplaced or lost. Also, these documents get degraded over the
time due to lack of proper management. In addition to these, the amount of spaces these
documents occupy is increasing with time. Here arises the requirement for managing these ever
increasing documents automatically which is very challenging though it is a pressing need. The
requirement may be fulfilled if the documents are kept in digital form or in image form with
adequate indexing, which in turn helps in searching and managing the documents in much

easier way.

One of the possible ways of indexing any document is through the understanding of the context
of the textual content present in it. Unfortunately, analysis of textual content present in a
document image is not an easy task to accomplish. It is mainly because the size of a collection
which is often substantial and the current handwritten Optical Character Recognition (OCR)

system works poorly when such a large lexicon size is taken into account [13-14].



Considering these facts, during the course of this thesis work, an alternative attempt is made
for classifying handwritten Bangla documents without converting them into machine encoded
form. In this context, the work presented in this thesis is mainly targeted at handwritten
documents written in Bangla script. The reason for chosen Bangla script is mainly due to its
richness and character shape complexity over Roman script. To be more specific, presence of
compound characters, modified shapes, diacritic, Matra etc. makes this script rich and complex

than others.

The major objective of this work is to devise an automatic system that can search a user
provided keyword in handwritten Bangla documents and also can classify the documents into
personalized categories on the basis of a set of keywords supplied. The searching of keywords
is performed using a two-stage approach [71]. It is to be noted that the task has been completed
by keeping the handwritten documents in image form since conversion of such documents into
machine editable form is almost impossible if the status of the current handwritten Bangla OCR
system is considered. Therefore, the present work has covered all the associated stages needed
to perform such analysis. In addition, preparation of suitable databases for performing related
experiments and designing of automated evaluation tools for measuring performance of page
segmentation algorithms, i.e., text line (TL), word and character extraction have also been

undertaken in this work.

First and foremost, a database consisting of handwritten documents belonging to any of the six
personalized categories namely festive, geographical, sports, technological, historical and
miscellaneous, is prepared. To prepare the handwritten document page image database
handwriting samples are collected using the forms similar to those used in IAM database [92].
During collection of data sufficient variations in terms of writers’ age, sex and educational
qualification have been maintained which in turn help in adding adequate variations in writing
style of the individuals. Next, the collected datasheets are scanned on a flat-bed scanner and
the handwritten textual parts from the form like datasheets have been extracted
programmatically. To accomplish the job, the scanned form like datasheets are first enhanced
using middle of modal class (MMC) filtering technique and the these enhanced datasheets are
binarized using ratio based binarization. Also, morphological close operator and a connected
component (CC) based technique [21] have been used to remove unwanted clusters of
object/background pixels. This preprocessing technique not only works well for the data

collected for this work but also performs satisfactorily for degraded images. In the
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preprocessing pipeline, lastly, a Hough transform (HT) based [77] technique has been

employed to correct page level skewness, if any.

It is to be noted that to search a keyword from handwritten textual content, a target word, which
is either a word or a punctuation mark, is compared with the supplied keyword. Hence,
segmentation of a handwritten document page into words becomes an important stage of the
current work. However, extraction of words from a handwritten document page image can be
performed by either of two ways: (i) first TLs are extracted from documents and then words
are extracted from each of the TLs, (ii) words are directly extracted from the document page
image, which is termed here as page-to-word word extraction technique. After thorough
experimentation, second approach is followed here as this approach outperforms the first one.

To extract words from handwritten document images using the former approach, initially a TL
extraction algorithm is devised. In this technique, a document image is partitioned into a
number of vertical fragments (VFs) first and then Spiral Run Length Smearing algorithm
(SRLSA) [79] is employed in each of the VFs. SRLSA merges spirally close CCs to form
virtually CCs (VCCs). Next, upper and lower contours of these VCCs are analyzed to obtain
line segments (LSs) in each VVFs. After this, any small sized LS, which is decided by its height,
is joined hypothetically with its vertically nearest LS. Finally, an inter-fragment joining
protocol, which connects two vertically close LSs belonging to two adjacent VFs, is designed

to identify final set of TLs.

To evaluate the present TL extraction algorithm automatically, an assessment strategy, which
compares a segmented document page with its ground truth (GT) image, consisting of labeled
ideal TLs, using one-to-one pixel mapping and returns evaluation results in terms of true
positive (TP), false positive (FP), false negative (FN), recall, precision and F-measure scores,
is introduced during the course of this thesis work. For experimentation, 300 document page
images, which are prepared here, are used. The average values of the said scores, as found on
the entire database, are 0.9322, 0.0178, 0.0500, 0.9808, 0.9487 and0.9633 respectively.

For extracting words from handwritten document images, two methods have been followed.
The methods are (i) word extraction from isolated TLs and (ii) word extraction directly from
document page. To extract words from TLs, a SRLSA based technique, described in the work
[79], is used. It is to be noted that the input TLs for the system are extracted from handwritten
documents using the said TL extraction technique, which means the errors occurring during

the TL extraction phase will be carried forward into this technique.
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In case of the second method, a CC based page-to-word extraction technique is used, which
bypasses the errors occurring during TL extraction. The page-to-word extraction technique can
also minimize the overall execution time. The technique identifies all the CCs present in a
document image using 8 way-CC labelling (8-CCL) algorithm [33] first and then classifies the
CCs into two groups, namely, small sized and large sized, based on their height and width.
Next, the small sized CCs have been joined virtually with the closest CC in its 8-neighbours to
form virtually CCs (VCCs). After this stage, the document image contains isolated components
(either VCCs or large sized CCs), which either belong to same or different words. Hence, these

isolated components have been considered for joining to get the final set of words.

Both the word extraction methods have been applied on 300 document page images. The
previously said evaluation protocol is also used for automatic evaluation of the present
algorithm. The average TP, FP, FN, recall, precision and F-measure as found using the first
method are 0.8936, 0.0726, 0.0338, 0.9636, 0.9249, and 0.9439 respectively. While these
scores as found using the second method are 0.9336, 0.0294, 0.0370, 0.9696, 0.9620 and
0.9651 respectively. From these results it is clear that the page-to-word extraction technique

performs better than the other method on the said document page image database.

During the course of this thesis work, a modification of existing character extraction technique
for handwritten Bangla word [150] is introduced. This algorithm is used in the first stage of
the present two-stage keyword searching technique. In this technique, for estimating starting
(i.e., R2) and ending (i.e., R4) rows of middle zone, a mask based technique has been
introduced while detection of starting row of upper zone (i.e., R1) and ending row of lower
zone (i.e., R4) are straight forward. The width of the mask is set as width of the word image
while height varies with variation of vertical object and background pixel runs. Next, a fuzzy
trapezoidal membership function and a fuzzy bell-shaped membership function are used for
detecting Matra pixels and segmentation points respectively. The method also deals with under
and over segmentations and loss of object pixels. Along with these, a lower zone separation
technique is also introduced. For assessment of the said technique, 5000 handwritten isolated
Bangla word images along with GT images consisting of ideally segmented word images and
the above mentioned automatic evaluation protocol are used. The obtained average TP, FP,
FN, recall, precision and F-measure scores are 0.8623, 0.0528, 0.0847, 0.9418, 0.9105 and
0.9212 respectively.
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In the second stage of the present word searching technique, a holistic word recognition
technique is used. The holistic word recognition uses three types of features, namely, elliptical,
gradient based and topological. A hierarchical feature selection (HFS) technique [88] is
applied on the extracted features for removing the redundant features. In the proposed HFS
technique, all the elementary features of each type are separately optimized using Memetic
Algorithm (MA) based feature selection first and then all these optimized features are
concatenated to get it optimized further using the same MA based feature selection technique.
For evaluating the proposed holistic word recognition system, a database containing 150
handwritten samples of each of 120 most popular city names of West Bengal, a state of India,
is prepared during this work. It is worth mentioning that the database is already made available
for the research community through the work [73]. The city name images are recognized using
an MLP based classifier with 5-fold cross validations. The best, worst, average and standard
deviation of classification accuracies as obtained here are 88.31%, 82.33%, 84.27% and 2.14%
respectively (without using HFS) and 90.94%, 85.81%, 87.11% and 1.99% respectively (using
HFS).

Finally, a keyword searching method is introduced here which satisfactorily searches a set of
predefined keywords from a pool of handwritten document images. The search outcomes are
used here for classifying the handwritten documents written in Bangla script. It has already
been said that the underlying keyword searching technique looks for a keyword in a document
using a two-stage approach involving word level matching. Hence, document images are
segmented into word images using a page-to-word extraction method since it performs better
than its counterpart i.e., the approach where word extraction follows TL extraction. This word
extraction technique identifies words and punctuation marks as word images. This scenario

turns creates a large search space while searching a keyword from document page images.

Hence, in the first stage of the keyword searching, punctuation marks and irrelevant words with
respect to a given query keyword are removed from the large search space using a set of
decision rules. Four zonal features viz., mean of the number of transition points in the middle
zone and the numbers of middle zone characters, ascendants and descendants are used for this
purpose. The remaining target words in the document page images are called as probable
candidate keywords. In second stage, proposed HFS based holistic word recognition protocol
has been used to search the keyword. To perform recognition based keyword searching 150
sample word images for each of the keywords (a set of 20 keywords is considered here) are

collected during this work. The experimentation is conducted on 60 document pages, taking 10
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from each of the abovementioned categories, of the current page level handwritten document
page database. The obtained average recall, precision, true negative rate (TNR), predictive
positive condition rate (PPCR), accuracy and F-measure values are 0.8634, 0.3251, 0.9938,
0.0087, 0.9934 and 0.4489 respectively.

Also, based on presence of supplied set of keywords for each of the predefined categories of
documents, the pool of the document page images are classified into respective categories. For
classification, a MLP based classifier and two feature attributes, called logarithmic term
frequency and grouped term frequency, are used. It is to be noted that such choice of features
helps in diminishing the effect of erroneous retrieval of keywords. The classification technique
is evaluated on a database containing 300 handwritten Bangla document page images (50
images per each of the 6 predefined categories) with varying number of training and test
samples. The best, worst and average classification accuracies having 5 training samples and
45 test samples per category are 82.96%, 74.81% and 79.74% respectively. However, while
considering 45 training samples and 5 test samples per each category the said accuracies
become 100%, 93.33% and 96.34% respectively.

Although the techniques described in this thesis work provide satisfactory results considering
present state-of-the-art works yet, there are still some room for improvement. Possible

extensions of this thesis work which can be done in future are as follows:

1. The errors occurred during extraction of TL, word and character are mostly due to
presence of touching components, which causes merging of multiple TLs, words and
characters into single TL, word and character respectively. Therefore, a suitable method
is required for segmenting such touching components.

2. The work undertaken in this thesis has considered only handwritten Bangla document
pages or isolated word images. In future, the present technique may be employed on
other Matra based scripts like Devanagari, Gurumukhi and Syloti to establish the
generalness of the present work.

3. It is to be noted that databases used for TL, word and character extraction include
corresponding GT images. GT image preparation techniques, used here, are universal
in nature (as these use one to one pixel mapping), so the same could be used for creating
GT image databases for the handwritten texts written in other scripts.

4. The evaluation protocol, introduced during this thesis work, could be easily applied to

create an evaluation tool for other document image processing problems include
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suppression of graphics components from handwritten documents, extraction of
handwritten parts from form documents, identification of regions containing keywords
in segmentation free approaches.

5. Recognition of word samples has been carried out using only MLP. Hence, other
recognizer like support vector machine, naive Bayes, deep learning could be used in
future for improving the recognition. In addition, probabilistic models like different
Bayes models, hidden Markov model can be used.

6. Last but not the least, the document page image database can be used in future for
experimenting newly designed algorithms for writer identification and writer’s
demographics classification. Also, the databases (document pages and isolated words)

could be useful for assessment of most of stages of an OCR system.

In summary, the work presented in this thesis is a result of consistent efforts to cover almost
all the major stages to build an automated system that can classify the textual contents in
handwritten Bangla documents. Such attempt resulting into an integrated approach towards
classifying handwritten Bangla document is unique. Also, the improved intermediate stages
might aid in constructing an OCR system for handwritten Bangla document images in future.
In addition to these, the results obtained through application of intermediate stages of the
present work on freely written Bangla text can help in identifying the areas where more effort
is needed in future. Finally, the databases developed under this work would be very beneficial
to the handwritten document image processing research fraternity for testing, evaluating and
comparing performances of algorithms designed for TL, word and character extraction, holistic

word recognition, keyword spotting and document classification purposes.
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Fig. A1 Six samples of collected document page images of festival category
(refer to Chapter 2)



s ARy Grvae:re ‘
e A N pg&%

v FGToFANT T BT

' 6o \WG“!
sy w28 ﬁvmﬁb@m : w:g_ﬁf

dovmd @ o AE 4T

B e w3 @ T
S NTT - |

wpefrs T T

(a)
Ghowd bl <R angw wot o gw oo

o

i

I @0ty 7\’5 PIRES i 7@3‘[«1«,17 o} SvE e -
/
Tt FPe sghy  segeer gt 4 Y

Wex - aby ovon Jeralrc O MWl B

gl A g 2800 Gty A st oo
4?{5«11 U j,g«.i 27 220 q“("mgf{“ﬂ}’ oy mrmrﬁfaaﬁ’-ﬂ%
A opmge ROr 4@ peser SeWHYY sl sdar e 7o AR
R wvse Bnk cwa sem by aody s chowsr P <R
FOT S st Mg gh, cvady, MR dei g Srarmony

Sorslr 3 R oy b ;mfvf St ol g 2O e VLT el AL

A Ly (2 N
NAMTLAT o7 g ﬂm 2L A ters o

(c)

P B o T Tt
56" GrEy of N ertngs Al 3
[N 7

S

'B"F,?l{')?m"/ oy S

Nﬁi\o\{f}? b{(‘a\aﬂqu;} ISy A vm»
soegr prevf, e WA e e 8RR
S8 ) - )
518y - 2o Z 800 [z\mnrr@faﬂ AR IR T (HY

o 5P FOF 02O Gatorfracdre
'CQ'Y?;(V Q’JW’ NG

mﬂr—;\' PN Mﬂ?’ﬁ'
Lol TN AAY

o o
o fottozsr T -
?‘Q‘@' orsTr e ST ‘(sw'ﬂ Y
o 2 - Zona- 5 @A O
Doy % Aoy SRE S
a2 wae(Ze N E L “”#W‘ﬂ—f’—
/;'ﬂw e ATrCTE Y503 e a2

v eI VYSITAT PR

(e)

@Ylum/av%‘ mfz sngs (47, ;OPs gv g filey o o,
o Enely o ] @ so g o wils o At
07y o7, QLPHIIT A o3 SYNT QT A T saepr
syl wf A

AT X 2800 ﬁz(/w(mcn‘ wHY, (R0 et o (o
Ssett 2pr oRo FpEde ogr@ ot erfdy o s o
W W WY elmy T ”’QT ot Vel ¥y 5717'1' .
ot OyF s vy 4 0
@MU ers, owr Ay, o], sy Jovi or Gpeporr e
g} o gl o gz uvl wa st | horag (et
TR B (Al AT RN m@u A7 s s

(9(-,50-:9:1 v rr& BB PRy gg(_fu’ﬂﬂ@ T He Al
m\»comxf e BTN 3 aeaneall T BT Hrgn T
G, _qS_ ,(\%’S;@rv“‘ b«f@"""’{wc{ VR BT T GV

Sear OTeRUT T 2y ARt A T

m% Sros 2B b ]

~
z—(\@jW !

ad ee0C
20 o Qn',\;( e«o:& wpe  HETE
(ALY {;«@“’ el

s Do wrad

e
s S

Qo B0o0C
ol o eI e

3 (e s
T el s . e e e
Gt N afmY Sapeyr Srezesao ) (I
TR SO, erreet, T 5% Wﬂ\\ 3&""!\’1{

N o z:g;v,.&\n'\& EC e e ok
fece e AR SRR O
oo e ~

e BOET

T = AT

(d)

wsnd R AR TR | epzEvds @ LS
; i

Ry AR, TR é?ﬂ?\\é S\STER_FE

rrsenil- Freng” woT T @ OE, = Rawr w0 Y

gl o

< s K3 3
A = enga X TR

qEE A LT .
q(tan”“ )t
ST\ AR\ > 2o @‘&5\ 2% 17\@
IT®
e e T o s
ul?@@\@m & @@ﬁﬁ\ﬁ\dﬂ g,
R A2 SO
TN RSNE T

5 ﬁ\ﬁm 2 T )

Fig. A2 Six samples of collected document page images of geographical
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to Chapter 2)
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Fig. A3 Six samples of collected document page images of sport category
(refer to Chapter 2)
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Fig. A4 Six samples of collected document page images of technological
category (refer to Chapter 2)
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Fig. A5 Six samples of collected document page images of historical category
(refer to Chapter 2)
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