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Wireless communication technology has become one of the most important cornerstones for 

modern day civilization. It provides methods of transmitting information from one point to 

other, without using any physical connection like wires, cables or any other electrical 

conductors. The ability to communicate on the move has increased the popularity of wireless 

communication systems remarkably. In the early 20th century, the era of wireless 

communication began. Since then the wireless communication technology has significantly 

developed over years. Today, it encompasses every walk of human life. Devices such as 
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garage door openers, TV remote controllers, cellular phones, personal digital assistants 

(PDAs), satellite TV receivers, and GPS mapping etc. are all developed based on wireless 

communication technology. Now, the entire cellular wireless service subscribers have 

surpassed the number of wired telephone service subscribers. Furthermore, wireless local 

area networks (WLANs) and satellites are used widely for voice as well as data-oriented 

applications and entertainment services. Therefore, to support different wireless applications 

and services in a non-interfering fashion, the fixed spectrum access (FSA) policy [1] has 

traditionally been adopted by spectrum regulators. However, the fixed spectrum allocation 

scheme may not be able to support the rapidly increasing demand for more radio frequency 

(RF) spectrum. 

          The RF spectrum or electromagnetic spectrum is the natural and limited resource for 

all the wireless communication systems. Efficient utilization of the RF spectrum has become 

the focal point of research over the last several decades in the wireless domain. The fixed 

spectrum allocated systems are allowed to operate at a high transmit power without causing 

interference within the geographical and frequency boundaries of each authorized system. As 

a result, wide coverage area has been achieved with a good quality of service (QoS). 

However, recent analyses of the actual spectrum utilization patterns have revealed that a 

large portion of allocated licensed spectrum experiences underutilization or partial utilization 

[2] [3]. According to the Federal Communication Commission (FCC) in the USA and the 

Office of Communications (Ofcom) in the UK, the utilization of the frequency spectrum 

varies temporally and geographically between 15% and 85% [4] of the existing spectrum 

allocations. On the other hand, the research outcome of International Telecommunication 

Union- Radio communication Sector (ITU-R) [5] has predicted a demand for another 1280 

MHz-1720 MHz by 2020, to accommodate the growing number of wireless technology 

subscribers and application. Therefore, it is necessary to develop a new communication 

technology which can utilize the allocated underutilized spectrum more efficiently [6]. Hence 

the concept of cognitive radio (CR) was proposed in 1999 [7] [8] by J. Mitola III et.al.at 

KTH (the Royal Institute of Technology in Stockholm).  
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1.1    COGNITIVE RADIO  

Cognitive radios (CRs) have emerged as the most efficient solution to utilize underutilized or 

unutilized RF spectrum by dynamic spectrum access (DSA) [9] mechanism. The cognitive 

radio users (CRUs) or secondary users (SUs) are allowed to use the underutilized or 

unutilized frequency spectrum dynamically and intelligently [9] without interfering with the 

licensed users or primary users (PUs). It is possible only when the SUs learn about the 

occupancy of the RF spectrum in real time [10]. After learning about the radio environment, 

it needs to make appropriate decisions regarding the opportune moment for accessing the 

frequency spectrum. Therefore, it is a radio system which can sense the operational 

electromagnetic environment to self-adjust the radio operating parameters dynamically or 

automatically for performance improvement [8]. 

 

1.1.1 Evolution of Cognitive Radio 

                                             

Figure 1.1: Evolution of Radio Technology [11] [12] 

  

The evolution of the radio technology is shown in Fig.1.1. Over the last few decades, the 

design and implementation of wireless devices have undergone a substantial transition from 

pure hardware-based radios to a combination of hardware and software based radios. The 

concept of software defined radio (SDR) was introduced by Mitola in 1993 [11]. The front 

end receiver of the SDR contains a software-controlled local oscillator and IF stages. The 

quantized and coded baseband signal is demodulated by software driven reconfigurable 

device of the front end radio receiver. Due to this software driven reconfigurability features, 

it is called a software-defined radio (SDR). The model-based reasoning was integrated into 

the SDR in 1999 by Joseph Mitola III et.al. [7] [10] to develop a flexible spectrum access 
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CR. The word 'Cognitive' has been deduced from the word ‘cognition’ which means the 

ability to process information, learn about the environment and make decisions about its 

operating behavior to achieve predefined objectives[1] [8]. In [1], the term CR refers to a 

sophisticated system that can mimic the human brain. Ability to measure, sense, learn and be 

aware of the QoS parameters which are related to the radio channel are the essential features 

of the CR application. Joseph Mitola III et.al. [7], the pioneer of CR technology, introduced 

the concept of cognition cycle, which consists of radio performance analysis, channel state 

estimation, and prediction.  In a cognitive radio network (CRN), the SUs can share the 

licensed frequency spectrum as long as it does not cross the interference tolerance limit of the 

PUs. This spectrum sharing concept gives advantages in terms of more than one wireless 

systems operating on the same frequency band and easy access of the licensed spectrum by 

the service providers. The opportunistic RF spectrum utilization technique in the CRNs is 

known as dynamic spectrum access (DSA) [1] [13]. 

 

1.1.2 Dynamic Spectrum Access (DSA) 

DSA [14-16] supports opportunistic spectrum sharing mechanism. It is a real-time spectrum 

sharing management system which works on the time-varying radio environment. The 

variation of the radio environment depends on the change of user location, addition or 

removal of PUs, availability of channels and interference constraints [17] [18].  

          DSA has been classified as command & control, dynamic exclusive use, spectrum 

common and hierarchical access [17]. In [19], similar classification of DSA has been done by 

M. Buddhikot in a slightly different way. The command & control are one of the oldest 

models for spectrum access with complete spectrum usage rights given to a single user. The 

dynamic exclusive use model, adds flexibility to the fundamental structure of spectrum 

policy which, in turn, improves the spectrum utilization. There are two approaches to 

dynamic exclusive use model. First one is spectrum property rights [20], where the license 

holder can trade spectrum and choose technology based on market trends. Second is the 

dynamic allocation [21], where channel frequency allocation is varied at a faster rate to 

improve spectrum efficiency by exploiting the spatial and temporal traffic statistics of 

different services. In spectrum common model, every user has equal rights to use the 
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available spectrum. This is also called as open spectrum model. In the ISM (industrial, 

scientific and medical) band, Wi-Fi application is an example of the common model. In the 

hierarchical access model, SUs can access the primary resources by restricting the 

interference level of the PUs within a specific limit. Spectrum underlay and overlay 

approaches [17] [22] belong to this model. A new dynamic resource allocation method, based 

on hybrid sharing mode of overlay and underlay (Dy-HySOU) is proposed in [23] to obtain 

extra spectrum resources for SUs without interfering with the PUs. Oh et.al. [24] has 

introduced a hybrid CR system to control the operation mode transition between overlay and 

underlay and maximize the performance efficiency of the SUs. 

          The DSA operation [25] is based on spectrum awareness, cognitive processing, and 

finally spectrum access. Spectrum awareness enables acquisition of knowledge about the RF 

environment. The knowledge can be obtained by using either any active or any passive 

method. Conventionally, the spectrum awareness has been classified into three categories 

[16]: black spaces, gray spaces, and white spaces. Black spaces and grey spaces of the radio 

spectrum are occupied by the PUs with high power interference and low power interference 

respectively. Whereas, white spaces of the radio spectrum are free from the interference of 

PUs. The second task of DSA operation is cognitive processing which covers intelligent 

decision-making functions. These decision-making functions include several sub-tasks like 

efficient sensing, collection of knowledge about the radio environment, and access policies. 

The third task, i.e. efficient spectrum access policy of DSA operation provides ways to 

exploit the RF spectrum opportunistically for efficient reuse. Presently, the DSA is supported 

by a number of wireless standards, such as P1900.4 [26], 802.11y [27], 802.16h [28], and 

802.22 [29]. The activities of DSA standards are reviewed in [30] which highlight further 

issues for future standardization. 

 

1.1.3     IEEE Standards of Cognitive Radio Technology   

Many regulatory and standardization groups around the world have started incorporating 

cognitive features [10] to generate more interest in CR technology. The IEEE 802.22 

wireless regional area network (WRAN) was started as a working model in 2004 and became 

a full IEEE standard by 2009. It is the first IEEE standard which implements CR 
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functionalities at the Physical (PHY) and the Medium Access Control (MAC) layers [31]. 

One of the most distinctive features of the IEEE 802.22 standard is centralized spectrum 

sensing requirement [32]. The centralized approach defines standardized air interference for 

opportunistic use of available TV spectrum. On the other hand, the extension of IEEE 802.11 

specification results in a new standard IEEE 802.11k which also includes several cognitive 

features [33] of a centralized network. In this IEEE standard, the network access point (AP) 

collects channel information from each secondary unit to perform channel quality 

measurement. Therefore, to improve traffic distribution within the network, the channel 

quality information is used.  

          The dynamic spectrum access networks (DySPAN) Standards Committee was declared 

as the IEEE P1900 standards committee in 2005 by the IEEE communication society and the 

IEEE compatibility society. It was under the IEEE communication society, till December 

2010. The main objective [34] of this committee was to work on dynamic spectrum access-

based systems and networks for improving the spectrum utilization efficiency, radio 

transmission interference and information sharing capability amongst different wireless 

technologies. Another standardization initiative related to CR technology is IEEE 802.19 

[35]. It focuses on the coexistence of wireless applications with the TV white space (TVWS). 

Furthermore, underdeveloped IEEE 802.11af standard also aims to modify IEEE 802.11 

PHY/MAC standard for TVWS [36].On the other hand, the European Telecommunication 

Standard Institute (ETSI) has formed a Technical Committee on Reconfigurable Radio 

Systems (RRS) [37] to regulate CR technology by software defined radio technology 

framework. The ETSI-RRS committee consists of four working groups namely WG-1 for 

System Aspects, WG-2 for Reconfigurable Radio Equipment Architecture, WG-3 for 

Cognitive Management and Control and WG-4 for RRS for Public Safety. Table 1.1 shows 

the system parameters for different IEEE standards.   
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Table 1.1: Standards of Cognitive Radio Technology [38] [39] 

Parameters IEEE 802.22 IEEE 802.11af IEEE 802.19 

Frequency Range  54-862 MHz 54-790 MHz 54-852 MHz 

Bandwidth  6MHz,7MHz,8MHz 6MHz,7MHz,8MHz 6MHz,7MHz,8MHz 

Modulation  QPSK,16QAM, 

64QAM 

BPSK,QPSK,QAM _ 

Transmit Power  4W 100mW _ 

Multiple Access  OFDMA OFDM DSSS,OFDM 

 

1.1.4 Cognitive Radio Network (CRN) Architecture  

Proper network architecture is an essential component for ensuring the optimum system 

performance. SOAR (State, Operator and Result) [40] was one of the first architectures of 

cognitive science and artificial intelligence (AI) communities. The philosophy of SOAR has 

been based on eleven hypotheses. The main components of SOAR architecture are problem 

spaces, long-term, short-term, and preference memories. In the year 2001, cog-Aff 

architecture scheme was developed [41]. This architecture is presented in the form of a grid, 

considering reactive mechanisms, deliberative reasoning, meta-management and processing 

cycles. On the other hand, Anderson’s Theory of Cognitive Architecture (ACT-R) [42] 

consists of different processing modules namely, sensory information, beliefs, goals, actions, 

and declarative knowledge. The CR technology was introduced by Mitola and Maguire in 

1999 [8] based on observe, orient, decide and act (OODA) loop [43] which was proposed by 

Boyd in 1987.  

          The CRN, also known as secondary network, has been classified into three categories, 

namely, infrastructure-based or centralized network, ad-hoc type or decentralized network, 

and mesh network [38]. The infrastructure-based CRN is a network-centric architecture 

where the key components are cognitive terminals (CTs) and a base station (BS). On the 

other hand, in the ad-hoc type network, each radio node needs to do self-reconfiguration 

based on the local observation. The cognitive mesh architecture is the combination of 

infrastructure based and ad-hoc architectures [44] [45]. A single CR user of distributed 

architecture cannot predict the behavior of the entire network only by the local observation. 

Therefore, the infrastructure based centralized architectures are essential for efficient 

network operation. The advantages of the centralized architecture of CRNs include low 
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transmit power, high energy efficiency, low interference and better network coverage [46] 

[47]. However, extra relay traffic and end to end latency time of an infrastructure based 

centralized network architecture reduce overall system throughput and efficiency. Table 1.2 

addresses implementation strategy of different CRN architectures.     

Table 1.2: Network Establishment Strategies of Different Cognitive Architectures 

Resource Access 

Strategy 

Method Contribution Network 

Architecture 

Partial Observable 

Markov Decision 

Process (POMDP) 

[48] 

Decentralized 

Cognitive MAC 

It ensures synchronous hopping in the 

spectrum between the transmitter and the 

receiver in the presence of collisions and 

spectrum sensing errors.  

Decentralized 

  

Secure Centralized 

Spectrum Sensing 

(SCSS)                           

[49] 

Novel Fusion 

Scheme based on 

Spatial 

Correlation 

Technique 

It produces correct and efficient sensing result 

even during the presence of high density 

attackers within a geographical area. 

Centralized  

 

Classical Narrowband 

Spectrum Sensing 

Technique                       

[50] 

Distributed 

Algorithm  

It proposes fixed handoff delay. The SUs can 

make the choice of either to stay on present 

channel spectrum with low availability or 

handoff to a spectrum with higher 

availability. 

Decentralized  

 

Partial Observable 

Markov Decision 

Process (POMDP) 

[51] 

Maximum 

Likelihood 

The overhead time is reduced resulting in 

increasing the network throughput.  

Decentralized 

 

Sequence based 

Spectrum Allocation 

Algorithm  [52]                     

Graph Theory  It reduces the overhead time and has better 

fairness compared with other existing 

collaborative algorithm. 

Centralized  

 

Distributed Process 

for Information 

Exchange Across the 

Coupled Secondary 

Transmitter [53]                  

Alternating 

Direction 

Method of 

Multipliers 

(ADMM) 

It considers the downlink balancing problem 

to minimize PU interference probability. 

Decentralized 

 

 

1.1.5   Cognitive Radio Network (CRN) Paradigms 

The RF spectrum access by the CR users depends on the network characteristics and 

regulatory constraints. Hence, three spectrum access paradigms [17] [22] [54] namely, 

interweave, overlay, and underlay had been considered for efficient CRN operation. The 

different levels of cognition and modes of operation have been used to differentiate among 

these paradigms. Therefore, in the interweave paradigm or sensing based spectrum sharing 

[54], the SUs are allowed to select appropriate channel frequency after sensing the status of 
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the channel. This approach has allowed the SUs to use frequencies within the unused TV 

spectrum band [55]. On the other hand, the opportunistic spectrum access (OSA) approach, 

also known as spectrum overlay [17] paradigm, allows SUs to operate on the licensed 

spectrum opportunistically when the primary transmission is detected to be idle. The 

fundamental requirement for overlay mode of communication [17] is the prior knowledge 

about the codebook, message sequence, and modulation scheme of the PU transmission. The 

spectrum underlay paradigm or spectrum sharing (SS) allows the SUs to access licensed 

spectrum even when the owner (PU) of that licensed spectrum is active. The fundamental 

criterion of underlay mode of communication is that the resultant interference at the PU 

receiver must be less than the predefined tolerance limit [22] [56]. An advantage of the 

underlay approach over the interweave paradigm is its capability to operate in densely 

populated urban areas where the probability of available white spaces or spectrum holes is 

less. Moreover, the interweave approach requires robust spectrum sensing algorithms to 

detect the PU activities in order to minimize the miss-detection and false-detection 

probability. The robust spectrum sensing scheme is not required by the underlay 

communication system since users, under this approach, operate on the licensed spectrum 

along with the active PUs. Also the complexity of implementing underlay paradigm is less 

compared to the overlay approach. The implementation of the overlay paradigm is 

challenging because of the required knowledge of the primary messages at the secondary 

transmitter and the need of decoding them, as well as the encoding and decoding complexity 

associated with SU transmissions in the system. Further, sharing private information of a PU 

with the SUs raises security issues for the primary system in the overlay paradigm. 

However, even with all the advantages that are offered by the underlay CRNs, successful 

large-scale deployment requires realistic solutions to different associated problems. Hence in 

the next section, some of the critical challenges associated with the successful network 

operation of an underlay CRN are discussed.  

 

1.2    CHALLENGES IN UNDERLAY CRN  

There are many implementation challenges involved in the design of reliable and consistent 

underlay CRN. These key challenges are related to the spectrum sensing and detection 
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operation, PU localization, hardware design, optimization of transmission power level for 

SUs, and development of the network security etc. Some of those challenges are discussed 

below: 

 

 Noise Uncertainty 

The prior knowledge of the noise power level is essential to estimate signal to noise ratio 

(SNR) at any radio receiver. However, it is very challenging to measure the exact noise 

power level at the radio receiver. Therefore, in many detection methods, the receiver noise 

power is assumed to be known a priori, in order to derive the test statistics and the system 

threshold. However, the noise power level may change over time, thus yielding the so-called 

noise uncertainty problem [57]. The noise uncertainty degrades the performance of spectrum 

sensing and detection. It has been seen that the primary transmitted signal cannot be detected 

over an extended sensing period when the received signal strength is lower than a specific 

SNR value [58]. The noise uncertainties have been classified as receiver device noise 

uncertainty or internal noise and environment noise uncertainty or external noise. The 

internal noise is caused by the nonlinearity and time-varying thermal noise of a receiver 

device [59] [60]. The external noise is caused by simultaneous transmission from other 

devices on the same channel or on nearby channels, either intentionally or unintentionally.  

The energy detector based spectrum sensing under Middleton Class A noise, with parameter 

uncertainties, has been considered in [61]. In [62], cooperative spectrum sensing with 

adaptive thresholds has been proposed to improve the detection performance under noise 

uncertainty. This adaptive threshold has been selected to obtain an optimum balance between 

the probability of false alarm )( faP  and the probability of successful detection )( sdP . 

However, in adaptive white Gaussian noise (AWGN) scenario, the threshold selection is 

dependent on the noise variance [63].  On the other hand, an eigenvalue-based spectrum 

sensing technique with double threshold concept has been proposed to minimize the problem 

of noise uncertainty and low SNR detection [64]. The noise uncertainty can also be handled 

by a multi-antenna based spectrum sensing method using the generalized likelihood ratio test 

(GLRT) paradigm [65]. However, the noise properties change frequently due to the 

variability and uncertainty of communication environment. Hence, the methods, which 
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consider only the static statistical properties of noise, are unable to solve the problem of 

dynamic noise environment. Therefore, to overcome the challenge caused by non-stationary 

noise, a novel Bayesian solution [66] has been proposed to recover the dynamic noise 

variance and detect the occupancy of the primary frequency band. However, none of the 

mentioned work has considered the internal noise effects. Therefore, minimization of internal 

noise effects is an important aspect of efficient underlay CRN design.  

 

 Hardware Constraints  

A CR system may need to monitor a wide frequency range to obtain the most reliable 

channel frequency for transmission. Therefore, to sense such wideband frequencies, ultra 

wideband RF frontend and very fast signal processing devices with high sampling rates are 

required. Practically, it is very challenging to design such devices. However, the high-speed 

processing units or field-programmable gate arrays (FPGAs) can be used to achieve a high 

sampling rate [1]. Another potential challenge arises during detection process due to the 

presence of multipath fading and shadowing.   When the signal-to-noise ratio (SNR) of the 

received primary signal is remarkably low, then the detection process becomes very 

challenging. Therefore, to overcome the weak signal detection challenge, the receiver 

sensitivity must be very high. The requirement of high sensitivity increases enormously the 

design complexity and the associated hardware cost of CR receivers. Therefore,                         

cost-effective, simple, and efficient hardware design is one of the most significant 

challenging areas in CR technology.     

 

 Hidden Terminal Interference Problem  

The hidden terminal interference with the transmission of the SUs is one of the well-known 

challenges of CRNs. Hidden terminal interference is also known as blind node collision 

occurs when two nodes in the network are not able to see each other and communicate with a 

shared visible node. In an underlay CRN, the primary transmitter has been considered as a 

hidden terminal since secondary and primary users in an underlay network operates on the 

same licensed channel concurrently. Therefore, during cognitive communication, any 

primary transmitter, which remains hidden from a secondary transmitter but very close to a 
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corresponding secondary receiver, can interfere with the secondary transmission. The hidden 

terminal interference leads to corruption of received data and results in unsuccessful data 

transmission. In [67] cloud computing-based solution has been proposed to overcome the 

hidden terminal problem in the CRN. However, this method has not considered the sudden 

appearance of hidden PUs during cognitive communication. 

 

 Security Issues of CRNs 

CRNs make use of an open communications medium which can be easily accessed by 

malicious users. Therefore, security becomes an essential factor to ensure the desired level of 

network performance. Security attacks may be aimed at deteriorating the CR functionalities 

by providing wrong information about the radio environment. For example, an attacker has 

altered the sensing medium of CR users. Hence, the affected users take wrong decisions 

about the availability or the quality of a given channel. The wrong decision leads to incorrect 

management of the spectrum. This class of CRN-specific security issue is known as spectrum 

sensing data falsification (SSDF) [68].  An infrastructure-based CRN has also been affected 

by the SSDF-type attack. On the other hand, the primary user emulation (PUE) attack is 

carried out by a malicious user which emulates as a PU to obtain the available channel 

resource without sharing with other SUs. The behavior of PUE attack has been investigated 

in [69]. An efficient combat strategy against PUE attacks has been developed in [70]. 

However, the other types of security issues such as denial of service (DOS) attack, rough 

base station attack, and small back-off window (SBW) attack etc. need to be focused on by 

researchers. 

 

 Efficient Medium Access Control (MAC) Protocol Design 

The performance of CRN depends on efficient spectrum sensing techniques as well as the 

design of medium access control (MAC) protocols. The execution of spectrum sensing task 

needs to be scheduled by the MAC protocols. Moreover, when a spectrum hole has been 

detected by more than one SU, the MAC protocol is responsible for making the decision 

about allocation. Therefore, MAC protocol design is essential for the successful network 

operation. In CRNs, the MAC protocol design faces multiple challenges. The challenge of 
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coexistence of SUs with the licensed users can be resolved by the flexible or adaptive MAC 

protocol design. The adaptive design can produce efficient sensing ability, adaptability, and 

resource allocation capability. On the other hand, to overcome hardware constraint, a 

hardware-constrained (HC) cognitive MAC protocol [71] has been introduced for the 

distributed network architecture.  The MAC protocol designs should also consider channel 

interference and data handling capacity [72]. During the sensing process, CR nodes stop 

sending data packets to minimize system complexity. Hence, to minimize end-to-end delay 

due to long sensing duration, it is essential to adopt proper MAC protocols with optimum 

sensing durations [72]. A novel multichannel MAC protocol called time slotted channel 

reservation-based MAC protocol (TSCR-MAC) for CRNs was introduced in [73] to improve 

end-to-end delay and spectrum utilization. On the other hand, hidden terminal interference 

also degrades the performance of SUs. An underlay CR MAC protocol COMAC [74] has 

been introduced to minimize interference by allowing the SUs to access the licensed 

spectrum with active PUs at minimum transmit power. However, the hidden terminal 

interference challenge has not been overcome by COMAC MAC protocol [74]. Dynamic 

open spectrum sharing (DOSS) multichannel MAC protocol [75] has been introduced to 

solve the hidden and exposed terminal interference problem. In an underlay CRN, to enable 

shared access to the licensed spectrum, transmit power control at the secondary transmitter 

has emerged as an effective way to regulate the secondary interference. In [76], a scheme for 

the underlay SUs has been introduced to minimize the interference to the PUs. On the other 

hand, a CDMA-based underlay CR system [77] has focused on the secondary transmit power 

level increment to counter-balance the interference. However, all the mentioned MAC 

protocols have assumed the maximum allowed level of primary interference, although such 

situations rarely exist in practical implementations. There is still an open challenge towards 

the development of totally self-configuring MAC protocols that can meet the requirements of 

a wide range of applications. 

          Among these challenges, few are addressed in this thesis work. The next section has 

described the motivation behind this research work. 
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1.3    MOTIVATION 

There are several factors in the area of underlay CRN where the scope of further research is 

present. One of the significant characteristics of the underlay CRNs is to use licensed 

spectrum even if the owner (PU) of that spectrum band is active. This characteristic can 

reduce the scarcity of free spectrum band for future wireless applications. Hence, this thesis 

has focused on the design of a cost-effective but reliable underlay CRN.  However, the 

implementation process of a radio network needs to handle multiple design constraints. 

Amongst these design constraints, this thesis has focused on precise PU localization, 

optimum resource selection, and transmission power optimization for SUs. 

          The purpose of localization is to detect the accurate physical coordinates of the PUs in 

the CRNs. The specific location information of a PU is one of the essential requirements of 

an underlay CRU or SU to utilize licensed spectrum without causing severe interference to 

the primary receivers. Though a PU does not interact directly with a CRU during the 

localization process, the received signal strength indicator (RSSI) which gives a direct 

measure of the SNR can be used for localization. However, the RSSI measurement changes 

with the terrain conditions due to fading and shadowing effects on the channel for the same 

separation distance between the transmitter and the receiver. Besides, the internal noise of a 

radio receiver also influences the RSSI measurement. The uncertainty in the RSSI 

measurement leads to false detection and miss detection probabilities while decoding the 

signal transmitted by the PUs in an underlay CRN. Therefore, this thesis has focused on the 

mitigation of shadowing effects and radio receiver circuit generated internal noise during the 

localization process in an underlay CRN. However, it is very challenging for a single CR 

user to determine location coordinates of a mobile PU due to its random movement within 

the network. Therefore, a group of collaborative CRUs is considered to estimate the precise 

location coordinates of mobile PUs. 

          The principal motivation behind the research on channel selection scheme is the 

difficulty in finding a reliable channel frequency over time and space due to the coexistence 

of PUs as well as hidden terminals. One of the fundamental design problems is how the 

underlay CRUs will decide when and which licensed channel should be selected for 
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communication [78-80]. Hence, this thesis work has also focused on the design of a cost-

effective optimum channel selection scheme. 

          However, during the cognitive communication on a selected channel frequency, the 

interference probability with the primary receivers is very high. Therefore, transmission 

power optimization for SUs is another significant area of research in the underlay CRNs.  

 

1.4    SCOPE OF THE THESIS 

CR is a very broad and highly multidisciplinary technology involving several fields of 

research such as smart antennas, hardware architectures, signal processing, communication 

theory, learning mechanisms, dynamic spectrum allocation methods, cognitive network 

security and protocol design. Moreover, cognition may take place in all the layers of a 

protocol stack of the open systems interconnection (OSI). However, the main focus of this 

thesis is on the development of reliable and rigid underlay CRN. Since the interference 

constraints are restrictive in the underlay CRN, not only the coverage area of the CRN is 

limited, but also the secondary transmit power is limited. Besides the transmit power 

limitation, the CRN is also subjected to distinct channel impairments such as fading and 

interference. Hence, it is very challenging to achieve a good quality of service (QoS) in a 

wireless channel due to the detrimental effects of fading. So, to enhance the performance of 

an underlay CRN, the goal of the thesis is the precise localization or detection of licensed 

users or PUs, optimum resource selection, and transmission power optimization. 

          The first goal of this thesis is to precisely determine the location coordinates of the 

PUs in the network for efficient underlay CR communication. Therefore, to locate a fixed as 

well as a mobile PU, a localization hypothesis has been proposed based on the RSSI 

measurement. However, the challenge of RSSI-based localization is its high sensitivity to the 

ambiance changes. The RSSI measurement changes with different terrain conditions for the 

same separation distance between a transmitter and a receiver. This variation in the RSSI 

value limits the accuracy of position estimation of an unknown PU using the weighted 

centroid localization (WCL) algorithm. Therefore, to improve the measurement accuracy of 

RSSI in different terrain conditions, the log-normal shadowing model with a correction factor 

has been introduced [81] [82]. On the other hand, the internal noise of a receiver circuit also 
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degrades the quality of the received signal which, in turn, reduces the localization accuracy. 

Therefore, this thesis work also has focused on the minimization of internal noise by 

designing a suitable FIR (Finite Impulse Response) filter after the demodulator stage of a CR 

receiver circuit. The modified CR receiver circuit has been emulated on the bench with a 

suitable setup to monitor the improvement of the received signal strength. However, 

localization of a mobile PU is more challenging to a single CRU due to its random movement 

within the network. Therefore, to overcome the limitations of a single CRU, a group of 

collaborative CRUs has been considered in [219] to localize a mobile PU precisely. In this 

scheme all the collaborative CRUs share its location coordinates and signal strength 

information which has been received from a mobile PU with each other. The WCL algorithm 

with filtered signal strength information has been used to compute location coordinates of the 

mobile PU. To enhance the accuracy, mean of the localization results which has been 

computed at the each of the collaborative CRUs has been considered. Therefore, after 

locating the accurate position of a PU in an underlay CRN, a channel selection is necessary 

to execute the underlay CR communication successfully. 

          The second goal of this thesis work is to develop a channel selection scheme for the 

underlay CRNs [83]. A channel selection hypothesis has been proposed to determine channel 

quality based on the strength of the received signal. Since the underlay CRUs use the 

partially occupied licensed spectrum band, the transmitted signal by the PU has been 

considered as an interfering factor along with the link noise and internal noise during the 

channel selection process. A circuit has been designed and tested to authenticate the proposed 

hypothesis. For testing purpose, the given spectrum (200 MHz to 400 MHz) is split into ‘B’ 

numbers of narrow bands (1 MHz). A channel with a given bandwidth (BW) has been 

selected randomly as per the principle of Hill Climbing algorithm [84]. Hereafter, the RSSI 

of the selected channel has been compared with the predefined system threshold  ms / . 

When the measured RSSI value of the selected channel is higher than or equal to the 

predefined system threshold  ms / then the selected channel frequency BW is increased by1 

MHz. On the other hand, when the signal strength of the selected channel is less than the 

desired system threshold, the program will randomly choose another frequency slot to 

continue the same process. However, the selected channel frequency has to be scheduled for 
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use by the medium access control (MAC) protocols. Moreover, overhead time minimization, 

throughput maximization and controlling of the interference level at the primary receiver 

within the limit during the underlay CR communication, are also handled by the MAC 

protocols. Therefore, the MAC protocol design is also a critical issue to implement an 

underlay CRN successfully. 

          The third goal of this thesis is to develop an efficient MAC protocol to minimize 

interference from the hidden terminals, back-off waiting time, and interference with the PUs. 

The underlay CRUs are allowed to use licensed spectrum efficiently by keeping the resultant 

interference at the primary receiver below the predefined threshold. The interference with the 

transmission from hidden PUs also affects the data reception at the secondary receiver end. 

Therefore, a receiver-initiated (RI) MAC protocol [83] has been proposed to conduct data 

communication by the SUs efficiently. In this protocol, a secondary receiver starts the 

communication by sending locally sensed least noisy carrier frequency information through a 

command control frame. Hence, the receiver initiated channel selection scheme has reduced 

the collision probabilities with the hidden PUs. However, the RI MAC protocol cannot 

minimize the outage probability at the primary receiver due to the fixed secondary transmit 

power. Therefore, to keep interference level at the primary receiver within a limit, transmit 

power optimization of SU is necessary. Hence, a transmitter-initiated (TI) MAC protocol 

[85] with a flexible transmit power selection strategy has been proposed to minimize the 

outage probability at the primary receiver. In this protocol, the secondary transmit power 

level is set only after receiving channel quality information from the corresponding 

secondary receiver. A twin scan process of the selected channel at both ends (secondary 

transmitter and receiver) has been proposed to select an optimum transmit power. This 

process also can minimize the interference probability with the hidden terminals. A step-by-

step transmit power adjustment concept has been established experimentally to maximize 

channel utilization and reliability for underlay CRNs. A power control circuit has been 

designed to implement this flexible power selection concept [85].  

          The next section provides an outline of the thesis organization with a brief summary. 
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1.5    ORGANIZATION OF THE THESIS 

This thesis consists of six (6) chapters. The content of each chapter has been described here, 

in brief.  

 

Chapter II: 

This chapter contains a literature review required for this thesis work. It starts with a brief 

survey on various localization issues and its importance in the CRNs. Survey also follows the 

different possible solutions proposed by the researchers. Hereafter, the survey focuses on the 

challenges and importance of MAC protocol design for CRN. Based on studies by different 

researchers on MAC protocols, a classification has been done considering critical 

characteristics and parameters. Further, transmit power control schemes of SUs have been 

reviewed. 

 

Chapter III: 

A new analytical framework for RSSI based localization scheme to calculate the precise 

location coordinates of a fixed as well as a mobile PU in an underlay CRN has been 

described in this chapter. Based on the proposed localization hypothesis, the location 

coordinates of a fixed PU has been computed in different terrain conditions by applying the 

weighted centroid localization (WCL) algorithm. Subsequently, a collaborative localization 

scheme has been adopted to compute location coordinates of a mobile PU precisely. The 

internal noise mitigation scheme has also been proposed by designing a suitable FIR filter 

block after the demodulator stage of CR receiver circuit, to improve the accuracy of the 

localization. 

 

Chapter IV: 

The concurrent channel selection strategy has been discussed in this chapter. The channel 

selection hypothesis has been proposed based on the received signal strength to determine the 

channel quality. Hereafter an interference temperature model has been considered to establish 

a relationship between signal power and noise temperature. Based on the strength of received 
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signal, a hardware circuit has been designed and tested to justify the proposed channel 

selection scheme along with the maximization of channel bandwidth using the principle of 

Hill Climbing algorithm. 

 

Chapter V: 

This chapter has proposed an efficient underlay MAC protocols to minimize interference 

with the hidden terminals, elimination of back-off waiting time and transmission power 

optimization of SUs. Since underlay cognitive communication takes place on a shared carrier 

frequency with the licensed PUs, the probability of interference with the primary 

transmission is very high. This affects the useful data reception at the secondary receiver end. 

If the received data is corrupted, retransmission attempts increase overhead time extremely 

and it reduces the system efficiency and throughput. Therefore, a receiver-initiated (RI) 

MAC protocol has been proposed to conduct data communication by the SUs efficiently. 

However, RI MAC protocol cannot minimize outage probability at the primary receivers due 

to fixed predefined transmit power of the SUs. Therefore, a transmitter-initiated (TI) MAC 

protocol has also been proposed to minimize the outage probability of primary receiver 

through flexible transmit power selection concept.  

 

Chapter VI:  

Finally, this chapter concludes the thesis and suggests some future research directions. 
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2.1    INTRODUCTION 

The traditional allocation policies of radio frequency (RF) have led to inefficient use of the 

precious RF spectrum. Also, the ever-growing demand for the spectrum resource due to the 

fast proliferation of wireless applications renders the fixed spectrum allocation policies 

inapplicable. Therefore, it is necessary to develop a new communication technology which 

can utilize the allocated underutilized spectrum more efficiently [6]. Hence the concept of 

cognitive radio (CR) was proposed in 1999 [7-8] by J. Mitola III et.al. at KTH (the Royal 

Institute of Technology in Stockholm). The CR technology is based on the principle of 

software-defined radio (SDR) [11]. The SDR adds the software configuration capability to 
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the radio hardware. As a result, the CR can operate on different RF bands by altering the 

relevant parameters. An SDR transceiver is capable enough to change its operating 

specifications according to the radio environment in which it operates. For example, an SDR 

enabled CR system can control the various communication factors like transfer speed, 

modulation schemes, power, frequency bands, etc. by sensing the state of the network and the 

activity of its surrounding users intelligently. CR may have a wide range of application 

domains. Some prospective areas namely, facility management, machine surveillance and 

preventive maintenance, precision agriculture, medicine and health, logistics, object tracking, 

telemetries, intelligent roadside, security, actuation and maintenance of complex systems, 

monitoring of indoor and outdoor environments etc. can use CR technology. In the battlefield 

or in disputed regions, an adversary may send jamming signals to disturb radio 

communication channels. In such situations, CR technology enabled device can apply 

handoff technique to use different frequency bands, thereby avoiding the frequency band 

with a jamming signal. In a health care system, numerous cognitive sensor nodes are placed 

on patients and they acquire critical data for remote monitoring by health care providers. In 

2011, the IEEE 802.15 Task Group 6 approved a draft of a standard for body area network 

(BAN) [86] technology. On the other hand, the real-time surveillance applications namely, 

traffic monitoring, environmental monitoring, vehicle tracking etc. may suffer due to link 

failure. The CR enabled wireless systems can find a better channel or link to overcome such 

crisis. The IEEE 1609.4 standard proposes multi-channel operations in wireless access for 

vehicular environments (WAVE). The WAVE system operates with 75 MHz spectrum in the 

5.9 GHz frequency band with one control channel and six service channels. However, the 

WAVE system also suffers from spectrum insufficiency problems [87]. Channel aggregation 

and the use of multiple channels concurrently are possible in CRN to increase the channel 

bandwidth [88]. 

          A standard cognitive radio network (CRN) consists of primary users (PUs) and 

secondary users (SUs) that coexist within the same network. The PUs are allowed to operate 

on the allocated, licensed spectrum bands with higher priority. On the other hand, the SUs 

opportunistically access the licensed spectrum. The RF spectrum access by the secondary 

network depends on the network characteristics and regulatory constraints. Based on the 

spectrum utilization features, three main CRN paradigms are considered namely underlay, 
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overlay, and interweave. This thesis work has focused on the fundamental issues related to 

the underlay CRNs. 

          In the underlay CRNs, simultaneous cognitive and non-cognitive transmissions from 

secondary and primary users respectively are allowed on the same channel frequency as long 

as the level of the interference caused by the SU at the primary receiver is less than the 

maximum acceptable level. Therefore, the SUs do not have to wait to start data transmission 

on the licensed channels which are preoccupied by the PUs. However, keeping the secondary 

interference below the predefined tolerance limit at the primary receiver is a challenging task 

when the underlay spectrum access policy is considered. An underlay CRU can determine the 

instantaneous interference level at the primary receiver by overhearing transmission or 

feedback mechanisms. In [89], a method for adaptive allocation for SUs with limited number 

of feedback bits of PUs is suggested in order to minimize the inter-network interference. On 

the other hand, the secondary transmitter has to be very cautious while selecting transmission 

power level to ensure a minimum probability of interference. Since the interference 

constraints in underlay systems are typically quite restrictive, this limits the communication 

range of underlay SUs to a very short distance.  The position information or awareness about 

a PU location is another fundamental requirement at the SUs to minimize interference in the 

underlay CRNs [90]. However, fading and shadowing effects reduce the accuracy of 

localization. It leads to the probability of miss-detection as well as false-detection of the 

primary signal. Therefore, a proper spectrum sensing mechanism is required to fulfill the 

localization task precisely in underlay CRN. The spectrum sensing is a method for obtaining 

data about the spectrum usage across multiple dimensions such as time, space, frequency and 

code. However, in any spectrum sensing process, the principal consideration is the 

prevention of performance degradation at any PU. It led to the evolution of medium access 

control (MAC) protocols for CRNs. In CRNs, MAC protocols perform a significant role for 

opportunistic allocation of the available RF spectrum. The MAC protocols also mitigate the 

interference probability with PUs and control the SUs either in a fixed manner or using 

random access mechanisms [91-92] for spectrum access. However, the MAC protocols 

which are designed for CRNs may suffer from severe performance degradation due to the 

multi-channel hidden terminal interference problem, sensing error, selection of common 

control channel, and network coordination problem [91]. 
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This chapter has examined the fundamental operating principals of CR technology. In the 

underlay CRNs, transmit power selection is one of the essential criterions to minimize 

interference probability with the PUs. Therefore, it is necessary to evaluate the precise 

distance of a PU from the secondary transmitter for selecting optimum transmission power 

level of SU. The position information of a PU has also been used to enhance spectrum 

utilization. In section 2.2 a brief overview on the localization schemes used in CRNs is 

presented. The localization issue in CRN also involves the physical and MAC layer. A CR 

system behaves more accurately if the physical layer parameters are considered through 

proper MAC protocols. An overview and comparative survey on MAC protocols has been 

discussed in 2.3. Hereafter, the secondary transmission power optimization process and its 

importance in an underlay CRN have been addressed in section 2.4. 

 

 

2.2    LOCALIZATION  

The channel selection for the underlay CRNs is possible using the theory of compressive 

sensing (CS). Before channel selection, the underlay cognitive radio users (CRUs) must 

reliably detect accurate position coordinates of the licensed users or PUs in order to minimize 

interference. Precise localization is a difficult but important problem for successful operation 

of underlay CRNs. The objective of localization is to find the accurate physical coordinates 

of unknown nodes [90]. Therefore, to track PUs in a CRN, Bayesian technique has been 

presented in [93].  

          The localization schemes in CRNs have been classified into two broad categories: 

range-based [94] and range-free [95]. The range-free localization scheme depends on the 

connectivity information between the transmitter and receiver nodes which are involved in 

the localization process [96]. However, due to poor accuracy in the localization process, the 

range-free scheme is not suitable for underlay CRNs. On the other hand, range-based scheme 

depends on the measurement of distance or angle (range information) between the nodes to 

determine the location of an unknown node [97-98] with better accuracy, as compared to the 

range-free scheme. In the next subsection, range-based localization scheme has been 

discussed. 
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2.2.1    Range Based Localization 

The range-based localization algorithms [99] consider the measured value of received signal 

to calculate the distance or angle between nodes (point-to-point measurement). Since the 

signal strength measurement during the localization process is used for range estimation, this 

scheme is termed as the range-based method. In the range-based method, localization of an 

unknown node is accomplished in two steps, namely ranging and then position computation. 

In the ranging step, the distance between the unknown PU and detector node or CRU can be 

determined by any of the methods, namely TOA (Time of Arrival), TDOA (Time difference 

of Arrival), RSSI (Received Signal Strength Indicator) or AOA (Angel of Arrival). In TOA 

and TDOA methods, the propagation time [99] is utilized to calculate the unknown distance. 

The AOA method measures the angle of the received signal to calculate the positions of 

unknown nodes. A hybrid localization scheme, based on RSSI and TOA or TDOA, has been 

addressed in [100]. However, it is very challenging to achieve timing synchronization with 

the TOA or TDOA in the CR systems. Moreover, TOA and TDOA methods require 

additional acoustic hardware. In the AOA method, an additional antenna array is required to 

implement the ranging step in the localization process. Hereafter, in the positioning step, the 

location coordinates of the unknown nodes are computed by Trilateration or Triangulation 

[101] methods. The localization accuracy achieved by this type of algorithms is high, but the 

resource cost is relatively high due to the requirement of additional hardware and optimum 

synchronization. Therefore, these algorithms are not suitable for localization in a large-scale 

network. An intelligent outdoor positioning scheme was proposed in [102] to calculate the 

position coordinates of an unknown node by distance measurement. The scheme uses the 

estimated distance to determine the position of the unknown node.   Moreover, the scheme 

proposed in [102], uses only the received signal strength to compute distance and does not 

consider any location fingerprinting process in advance or location database. Experimental 

results of [102] show that the average localization error of the scheme is less than 3m, which 

is much smaller than the typical normal GPS localization error which is approximately 15m. 

Since RSSI-based localization is cost-efficient and does not require additional hardware, it is 

the simplest and yet a reliable approach among all the range-based measurement methods. 
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2.2.2    RSSI Based Localization  

Measurement of the RSSI gives a clear idea about the condition of the received signal at the 

anchor nodes. It indicates the magnitude of electromagnetic wave energy received at a point 

in a media [103]. RSSI is used by multiple wireless communication networks and standards 

to determine the quality of the received signal. A novel, RSSI based uncertain data 

clustering, was proposed in [104] to calculate an unknown distance. The precision of the 

distance calculation has improved due to the use of a dynamic mapping strategy in [105].  

The RSSI is inversely proportional to the distance and is affected by the ambient conditions 

of the environment. Therefore, when the distance between an unknown node and detector 

node increases, the RSSI value decreases and when the unknown node is closer to the 

detector node the RSSI value increases [106]. The distance calculations based on RSSI 

measurement considers path loss or signal attenuation factor.  In real conditions with variable 

environmental and geographical terrain conditions, the path loss factor is also different. 

Therefore, path loss exponent is one of the significant parameters which affects distance 

calculation from RSSI measurement. In [107], a grid-based centralized localization method 

has been suggested which considers the path loss exponent in an environment to improve the 

localization accuracy. This method [107] considers all combinations of path loss exponent 

for each link and determines the target location by the averaging of all combinations. 

          Multipath fading effects on signal propagation between transmitter and receiver define 

the characteristics of RSSI. The electromagnetic waves travel in irregular paths and may get 

reflected multiple times. The reflection is due to the presence of different objects and 

obstacles in the path. The interaction among the reflected waves causes multipath fading 

which modulates the amplitude of the signal. Hence, the RSSI measurements are 

significantly affected by the location of the transmitter and receiver. In [108], the RSSI based 

new framework, called Sequential Monte-Carlo combined with shadow-fading estimation 

(SOLID) has been proposed to track the location of small-scale mobile PU accurately. The 

consideration of shadowing effects in SOLID considerably improves the performance 

accuracy of localization. Besides, by monitoring temporally-correlated shadow fading, 

SOLID accurately detects both manipulated and erroneous sensing reports, thus achieving 

high robustness. Another RSSI-based PU localization scheme, that uses distance calibration 

in an underlay CRN, was stated in [109].  Through MATLAB simulation, it shows that the 

proposed scheme can reduce the localization error. An RSSI-based distributed Bayesian 
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localization algorithm developed on the principal of message passing to solve the 

approximate interference problem has been discussed in [110]. However, localization 

attempts by individual nodes and high sensitivity to the ambient condition changes reduce the 

detection accuracy. The RSSI based localization can be classified into non-cooperative and 

cooperative schemes. 

 

2.2.3    Non-cooperative and Cooperative Localization Schemes 

Localization of non-cooperative object refers to the process of locating an object which is not 

intentionally participating in the localization process but still interferes with the RF spectrum. 

In [111], an approach to track multiple non-cooperative targets has been suggested. The 

suggested approach in [111] uses blind source node (BSS) algorithm to identify signal from 

the multiple identical targets. The RSSI based non-cooperative and cooperative schemes 

were applied in [112] to perform localization. For non-cooperative schemes, a novel Semi-

Order Cone Programming (SOCP) based approach has been suggested in [113]. The SCOP 

approach seems to maintain an excellent trade-off between system performance and 

computational complexity. RSSI based non-collaborative localization refers to the individual 

nodes attempting to localize unknown location of a PU. On the other hand, in collaborative 

localization (CL) [114], the anchor nodes collaborate with each other to determine the 

positional information of an unknown node or a PU. In the collaborative localization scheme, 

the unknown locations of PUs can be determined concurrently by using an iterative method 

[114]. An RSSI-based cooperative localization method that estimates unknown coordinates 

of sensor nodes in a network has been recommended in [115]. This localization scheme has 

been tested and experimental results establish that this work provides an effective solution 

for localizing sensor nodes in unknown or dynamic environments. 

 

2.2.4    Centroid Localization Algorithm 

Centroid localization (CL) is a range-free technique which uses the knowledge of adjacent 

connected anchor nodes to determine the location of an unknown node or a PU [116]. The 

CL algorithm was developed by Bulusu et.al. [117] to determine the location coordinates of 

an unknown node using the known location coordinates of the anchor nodes which exist 

within the range of communication of the unknown node. The anchor node is defined as a 

secondary node which assists in the localization process by transmitting a beacon containing 
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its own location coordinates towards a secondary detector node or the detector CRU. The 

secondary detector node is responsible for estimating the location coordinates of an unknown 

PU.  The location calculation, by using CL algorithm, is simple and economic but the 

calculated coordinates are not very reliable because of the probability of significant 

localization error. Therefore, weighted centroid localization (WCL) algorithm [118], an 

enhanced version of the CL method has been developed to compute the coordinates of 

unknown nodes. The WCL algorithm is based on RSSI which makes it simple, cost-effective, 

and transparent to the variation of the RF propagation environment. The RSSI values, 

corresponding to the transmitted signal from a PU and received at the respective anchor 

nodes, are defined as weights. The secondary detector node consider all the known location 

coordinates of anchor nodes and received signal strength information to estimate the 

unknown location coordinates of a PU. In [119], WCL algorithm has been recommended for 

outdoor localization scheme. The WCL algorithm involves lower computation complexity 

and minimum hardware cost but needs to compute the path loss and the distances between 

the unknown node and anchor nodes. In [120], H. Y. Shi proposed an anchor optimized, 

modified WCL algorithm based on RSSI. A weight-compensated WCL (WC-WCL) 

algorithm based on RSSI for an outdoor environment has also been stated in [121]. In WC-

WCL algorithm, the unknown node position has been estimated by compensating the RSSI 

and the coordinates of anchor nodes. The theoretical analysis shows that the WC-WCL 

algorithm has the advantage of lower complexity, the minimum requirement of prior 

information, and lower power consumption. The simulation results show that the WC-WCL 

algorithm is better than WCL in terms of the localization accuracy. 

          In the next section a review on the importance, design requirement and classification of 

cognitive MAC protocols has been undertaken. 

 

2.3    MAC PROTOCOL DESIGN  

MAC protocols are designed and implemented to provide the proper coordination during the 

spectrum access by a set of CRUs. The MAC protocol is responsible for effective and 

efficient communication. However, the CRUs must exchange the control information and 

spectrum information through a common control channel (CCC) before initiating data 

transmission. The MAC protocols support CRUs to access the CCC. The next subsection has 
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discussed the fundamental requirements for the development of an efficient cognitive MAC 

protocol.  

 

2.3.1    Design Requirement of Cognitive MAC Protocol  

In CRNs, MAC protocol design consists of two parts namely, sensing technique and access 

policy. Sensing techniques perform sensing operation to identify the set of available 

channels. After channel selection, the access policy determines access related issues such as 

whether to access the selected band or not [122]. However, in CRNs, the MAC protocol 

design faces various common challenges such as interference from hidden terminals, 

multipath effects, and parameters selection. Therefore, flexible or adaptive MAC protocol 

design is essential to maintain efficient sensing ability, adaptability and resource allocation 

capability of CRUs. The following criteria need to be considered while designing the MAC 

protocols for CRNs. 

 Accuracy in Cognitive Behaviour 

The accuracy of the cognitive operation depends on efficient spectrum sensing, proper 

analysis and finally precise channel selection [123]. However, improper spectrum sensing 

leads to false and miss detection probabilities about the presence or absence of PU signal 

which may cause harmful interference to PUs [124]. Therefore, the ability to sense the 

transmitted signal precisely from a PU is one of the fundamental requirements for an efficient 

MAC protocol [72] design for CRN. Hence, a MAC protocol needs to be designed to 

produce minimum negative effects on the system performance while at the same time 

meeting the accuracy and timing requirements. 

 Sensing Time 

An efficient MAC protocol should also consider channel interference and maximum data 

handling capacity of a channel. The data should be forwarded to a node which provides the 

highest margin for delay budget [72]. Furthermore, the MAC protocol needs to suspend all 

the communications within the CRN when spectrum sensing is carried out. This suspension 

condition is called quite sensing periods. So overall data transfer suffers and system 

throughput decreases. As a result, quite periods degrade the overall quality of service (QoS) 

of CRN. Hence, it is necessary to adopt suitable MAC protocols with optimum sensing 

durations [72]. 
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 Common Control Channel (CCC) Selection 

A MAC protocol needs exchange of control information through a common control channel 

(CCC) to establish data communication link among the CRUs. The CCC information must be 

available to all CR nodes for subsequent synchronization and data transmission. The control 

channels can either be static or dynamic. The use of the Industrial Scientific and Medical 

(ISM) band or underlay ultra-wideband frequency to exchange the control information is 

considered as a static approach. In [125-126] CRUs are assigned a control channel within the 

unlicensed band. On the other hand, the dynamic channel approach can be classified into two 

types, dedicated and non-dedicated CCC. A modified MAC protocol for decentralized CRNs 

was proposed in [127] without considering a dedicated CCC. A stable control channel was 

used in [127] to exchange control information among the CRUs. The concept of a stable 

control channel was accomplished by maintaining a status table of channels and updates 

about the status of the channels frequently at each CRU. However, this approach has 

stringent time requirement to select a stable control channel. On the other hand, in the 

centralized CRNs, a dedicated channel can be assigned as a CCC by the central 

administration for the CR users [128]. Classification of cognitive MAC protocols has been 

discussed in the next subsection. 

 

2.3.2    Classification of MAC Protocol 

The MAC protocols used in CRNs can be classified in terms of four parameters namely, 

architecture, spectrum sharing behaviour, spectrum sharing mode, and access mode. Those 

are depicted in Fig.2.1. 

            

Figure 2.1: Classification of CR MAC Protocols  
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Depending on the CRN architectures, the MAC protocols are subdivided into two categories, 

one is meant for centralized network and the other one is for distributed network. In 

centralized networks, the central controller (fusion center) supports MAC protocols to 

coordinate the channel access mechanism. On the other hand, MAC protocols in the 

distributed networks execute channel access mechanism without a central coordinator. In 

[79], a detailed survey has been taken up on the dynamic access network architecture. In 

[92], MAC protocols for infrastructure-based and ad-hoc networks are differentiated 

according to the medium access scheme. The MAC protocol in the wireless regional area 

network (WRAN) based on the IEEE 802.22 standard [129-130] has been suggested for the 

centralized network architecture. A decentralized cognitive (DC) MAC protocol, based on a 

Partially Observable Markov Decision Process (POMDP) framework, is described in [51] to 

address hardware constraint, sensing error and channel availability. A hardware constraint 

(HC) MAC protocol [71] has been introduced within the distributed network architecture to 

minimize hardware constraint. In [131], a framework of a cognitive mesh network 

(COMNET) has been suggested to support opportunistic spectrum access (OSA) in wireless 

mesh distributed networks. Generally, centralized MAC protocols are highly dependent on 

the central controller. If the central controller fails, the whole network will fail. On the 

contrary, distributed MAC protocols are more resilient and scalable. 

                    The MAC protocols are classified as overlay or underlay type in spectrum 

sharing mode. An underlay spectrum sharing based CR MAC protocol was recommended in 

[132] to investigate the dynamic spectrum sharing problem among PUs and SUs. In [76], a 

scheme of channel allocation for the SUs in underlay CRNs has been discussed. The 

proposed scheme in [76] minimizes the interference probability with the PUs. On the other 

hand, a CDMA-based underlay CR system [77] focuses on the increase of SUs transmit 

power to counter-balance the harmful interference. Another underlay MAC protocol, 

COMAC is described in [74]. COMAC allows SUs to transmit in the spectrum band of the 

PUs at low power levels to avoid harmful interference. The fundamental drawback of 

COMAC protocol is high probability of interference from the hidden terminals. It also faces 

a challenge when multiple users simultaneously access the control channel in the same 

network. Various overlay MAC protocols have also been suggested by researchers. The 

overlay access paradigm is investigated in [133] and is compared with the classical 

interweave approach. An Opportunistic spectrum access (OSA) overlay MAC protocol has 
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been introduced in [134] by considering synchronized transmission and hidden terminal 

problem. However, the fundamental drawback of OSA protocol is the requirement for a 

dedicated control channel.   

             Based on the access mode, MAC protocols are split into two categories namely direct 

access based (DAB) and dynamic spectrum allocation (DSA). In DAB protocols, without 

considering network optimization, each sender-receiver pair negotiates resource sharing 

using a traditional handshake procedure [135]. Moreover, each DAB protocol is classified 

further as contention based or coordination based. A contention-based MAC protocol, 

associated with the back-off process at the contending nodes, has been proposed in [136].  

COMAC [74] is a contention-based protocol that tries to satisfy QoS constraint by limiting 

the number of channels per user. The DSA-driven MAC protocols exploit advanced 

optimization algorithms to realize intelligent, fair and efficient allocation of the available 

spectrum [135]. Various mathematical approaches such as graph theory [137], game theory 

[139], stochastic theory [51], genetic algorithm [140] etc. are considered to model the DSA 

network. Both DAB and DSA protocols can be deployed in centralized or distributed 

architectures. Table 2.1 shows a comparative survey on MAC protocols based on different 

parameters mentioned before. 

                  In CRNs, secondary receiver performance degrades due to the path loss and 

fading effects. Moreover, interference or collisions may occur if multiple SUs transmit on the 

same channel at the same time. The MAC protocols are designed to minimize collisions 

amongst the SUs. Based on the principle of carrier sense multiple accesses with collision 

avoidance (CSMA/CA) [92], MAC protocols need not have to maintain time synchronization 

to perform collision detection. A CSMA based multichannel centralized MAC protocol was 

proposed in [140] to improve spectrum utilization and throughput performance. Single radio 

based statistical multi-channel allocation (SCA-MAC), a decentralized MAC protocol was 

suggested in [142] for efficient channel allocation. On the other hand, a CSMA based MAC 

protocol developed on the concept of a single transceiver and in-band signalling with 

simultaneous transmission of the CRUs was proposed in [147]. The presence of hidden and 

exposed terminals within the network is one of the fundamental reasons for interference or 

collision. A decentralized single transceiver based dynamic open spectrum sharing (DOSS) 

multichannel MAC protocol has been suggested in [75] to solve the problem of hidden and 

exposed terminals.  
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Table 2.1: Comparative Evaluation of MAC Protocols 
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Table 2.2: Comparative Study on MAC Protocols Based on Characteristics Features 
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A novel DSA-driven MAC protocol to achieve highly efficient spectrum usage and QoS 

provisioning was proposed in [148]. In this protocol [148], SUs are separated into various 

non-overlapping groups for dynamic channel allocation. However, the game-theoretic 

dynamic spectrum allocation (DSA) technique is a better approach to coordinate spectrum 

sharing among the CRUs. A novel multichannel time slotted channel reservation-based MAC 

protocol (TSCR-MAC) for CRNs was proposed in [73]. The TSCR-MAC protocol enhances 

spectrum utilization efficiency and throughput performance. Table 2.2 shows the 

comparative analysis of characteristic features of MAC protocols which are designed for 

CRNs 

 

2.3.3    Learning Based Intelligent MAC Protocol  

Learning defines behaviour modification through practice, training, and experience. The 

ability of efficient learning capability is essential for intelligent behaviour. Thus, learning is 

indispensable to any cognitive system and must be at the foundation of CRNs. By 

implementing learning capability, a network system can classify, organize, synthesize and 

generalize information collected from the surroundings. Therefore, learning mechanisms help 

to build up knowledge and knowledge bases. The need for adaptive behaviours motivates the 

adoption of computational intelligence methods like machine learning in CRN. In the area of 

machine learning, Q-Learning is a simple yet powerful reinforcement learning technique 

widely used in applications, where an on-line optimal action-selection policy is required. A 

Q-learning-based dynamic spectrum access method for the industrial internet of things (IIoT) 

by introducing cognitive self-learning technical solution has been developed. It helps to solve 

the difficulty of distributed and ordered self-accessing for unlicensed terminals in [220]. In 

this work [220], a Q-learning based multi-channel access scheme was suggested for the 

unlicensed users migrating to other lower cells. The channel with the highest Q value is 

selected. A novel contention-based MAC protocol for wireless sensor networks, named QL 

MAC and based on a Q-learning approach, was proposed in [221]. The protocol aims to find 

an efficient wake-up strategy to reduce energy consumption on the basis of the actual 

network load of the neighbourhood. Moreover, it benefits from a cross-layer interaction with 

the network layer. It can, therefore, better understand the communication patterns and then to 
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significantly reduce energy consumption due to both idle listening and overhearing. An 

intelligent Medium Access Control (MAC) protocol selection scheme, based on machine 

learning in wireless sensor networks, has been proposed in [222]. The impact of the inherent 

behaviour of the cognitive system and variable external environments were considered in 

[222]. This scheme in [222] can benefit from the combination of the competitive protocols 

and non-competitive protocols and helps the network nodes to select the MAC protocol that 

suits the current network condition the best.  

         On the other hand, an adaptive MAC protocol selection scheme based on machine 

learning was proposed for cognitive radio networks in [223]. This scheme can combine the 

respective advantages of the competitive protocols and non-competitive protocols according 

to the network loads and can help the network nodes to select the MAC protocol that suits the 

current network circumstances the most. An opportunistic p-persistent carrier sense multiple 

access schemes for the underlay cognitive radio networks have been developed in [224]. This 

carrier sensing scheme opportunistically exploits wireless channel conditions while 

transmitting data to the secondary access point. Furthermore, to minimize collisions among 

SUs, an adaptive interference-level control technique has also been developed in [224]. To 

support heterogeneous wireless networks, a Deep-reinforcement Learning Multiple Access 

(DLMA) [225] has been developed based on the deep reinforcement learning (DRL) scheme. 

The framework of DLMA is formulated to achieve general -fairness among heterogeneous 

networks. Extensive simulation results show that DLMA can achieve near-optimal sum 

throughput and proportional fairness objectives. A novel and fully distributed MAC protocol, 

called S-LEARN, that allows sensor nodes in a CRSN to entwine their RF energy harvesting 

and data transmission activities has been developed. It addresses the issue of the 

disproportionate difference between the high power necessary for the node to transmit data 

packets and the small amount of power it can harvest wirelessly from the environment. The 

protocol was proposed in [226]. A short preamble cognitive medium access control (SPC-

MAC) protocol which supports reliable and fast spectrum access while addressing the energy 

conservation problem in cognitive radio sensor networks (CRSNs) was introduced in [227]. 

The novelty of SPC-MAC lies in the combination of short preamble sampling and the 

opportunistic forwarding. 
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2.4    TRANSMIT POWER CONTROL IN UNDERLAY NETWORKS 

The transmit power level control at the SUs is extremely important since an adequate power 

level is mandatory. Therefore, to maintain the specific quality of service (QoS), the power 

control for SUs has been considered as multiuser communication problem in [149]. The 

power control, based on game theory, has been studied in [150] with an interference 

constraint. However, in most of the approaches a constant power allocation (PA) policy has 

been considered. A spectrum sharing strategy based on a throughput model in a CRN has 

been proposed in [151]. In the proposed scheme [151], an optimization problem in the form 

of binary integer linear programming (BILP) is formulated, where it is assumed that every 

SU can access any available channel with a transmission range rather than cover the whole 

CRN. In [152], a joint beam-forming and power allocation for the CR network is considered 

to maximize transmit power level of SUs while keeping the interference at the PUs below a 

tolerable level. 

          To enhance the performance of underlay CRUs, different types of transmit power 

selection strategies for SUs have been studied. Optimal power control policies that maximize 

the achievable data transfer rates of underlay CR systems under either peak or average 

transmit power level have been discussed next.  

 

 Optimal Power Control Schemes to handle Outage Capacity Constraint 

Optimal power allocation strategy that maximize the ergodic capacity of an SU under either 

peak or average transmit power constraint was suggested in [153]. In [153], the computation 

of outage probability at the PU is based on the signal quality of the link between the primary 

transmitter and primary receiver. On the other hand, in [154] the optimal power control 

strategy that maximizes the ergodic capacity of the SU subject to peak/average transmit 

power constraint has been considered together with an upper limit on the outage capacity loss 

at the PU due to the secondary transmission. In [155], the impact of the transmit power level 

on fading severity and interference intensity under different practical constellations and 

Gaussian noise signals has also been investigated.  
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 Optimal Power Control Schemes to handle Interference Temperature (IT) 

Constraint  

For underlay CRNs, a fundamental method to protect the PU is to impose interference power 

limits on the secondary transmit power level. The interfering power level at the primary 

receiver terminal due to the secondary transmission must be below a prescribed limit, also 

known as the interference temperature (IT) constraint [156]. Therefore, to minimize the 

outage probability at the PU, a maximum limit has been imposed over the secondary transmit 

power level in [153]. A distributed power control algorithm, based on Euclidean projection, 

has been suggested in [157] for minimizing total power transmitted by the SUs under the 

time-varying channel scenario. In this work, maximum transmit power constraint and the 

minimum SNR requirement for each SU, together with the IT constraint for each PU have 

been considered. The power allocation problem is transformed into a convex optimization 

problem without auxiliary variables and has been solved by the Lagrangian dual method 

[157]. 

          In [158], from the information-theoretic perspective, the authors have proposed the use 

of the capacity requirement of PU instead of the IT constraint as a new criterion to regulate 

the SU transmission. The capacity constraint is directly related to the PU transmission and 

thus improves the spectrum sharing capability. However, to realize this capacity constraint, 

additional knowledge of the channel state information (CSI) is required at the SU transmitter. 

However, the additional CSI knowledge is not needed when the IT constraint apply. 

 

 Medium Access Protocol for Optimal Power Control 

Multiple access-based collision avoidance MAC protocols use fixed predefined transmit 

power level. Such protocols do not work when dynamic channel selection scheme is applied. 

MAC protocols with transmit power control functionality are explained in [159]. This work 

[159] addresses minimum transmit power selection scheme with request to send (RTS) and 

clear to send (CTS) command before exchanging packets to improve the channel reuse factor 

of the radio network. In the mobile ad hoc networks (MANETs), one essential issue is how to 

increase channel utilization while avoiding the hidden-terminal and exposed-terminal 

problems. A power control mechanism was proposed in [160]. The scheme in [160] allows a 

node ‘A’, to specify its current transmit power level in the transmitted RTS and allows 
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receiver node ‘B’ to include a desired transmit power level in the CTS sent back to node ‘A’. 

On receiving the CTS, node ‘A’ then transmits DATA using the power level specified in the 

CTS. This scheme allows node ‘B’ to help node ‘A’ choose the appropriate power level, so 

as to maintain a desired signal-to-noise ratio. Transmit power is controlled according to 

packet size in [161]. The proposed scheme is based on the observation that reducing transmit 

power level can not only result in energy savings, but also can result in less errors. A higher 

bit error rate can lead to increased retransmissions, consuming more energy. Thus, the 

protocol in [161] chooses an appropriate power level based on the packet size. An adaptive 

scheme is also presented in [162] to choose MAC frame size based on the channel 

conditions. 

 

2.5    DISCUSSION 

This chapter presents a detailed review work on different localization schemes and MAC 

protocols used in CRNs. In a CRN, the positional information of an unknown PU is essential 

as it helps the SUs to use the available spectrum bands without causing harmful interference 

to the PUs. Several localization techniques have been developed to determine the unknown 

location coordinates of a PU in the CRN.  The localization schemes used in the CRN are 

classified as range-free or range-based methods. As the range-based methods estimate the 

positional information of the PU accurately, this thesis work considers the range-based 

localization method to determine unknown location coordinates of both fixed and mobile 

PUs. Among the various range-based methods, the RSSI based localization scheme is quite 

reliable though it is relatively simple to implement and also cost-effective. Therefore, to 

perform precise localization, this thesis work has considered the RSSI based scheme. 

Additionally, for efficient channel selection and allocation, MAC protocol design is one of 

the significant criteria. Various types of MAC protocols have been designed and developed 

by the research community for CRNs. Different parameters and characteristics have to be 

considered while designing an efficient MAC protocol. A thorough study on the MAC 

protocols suitable for CRNs has also been undertaken here.  
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3.1    INTRODUCTION 

Cognitive radio users (CRUs) or secondary users (SUs) in an underlay cognitive radio 

network (CRN) are allowed to access the licensed radio frequency (RF) spectrum 

opportunistically without causing harmful interference to the primary users (PUs). Thus, 

knowledge about the location coordinates of any PU is required to ensure the effective use of 
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licensed spectrum. Hence, localization of PUs must be rapid and accurate enough for the 

successful operation of underlay CRNs. However, the localization issue in the underlay 

CRNs is generally different from localization in other applications such as wireless sensor 

network (WSN) and Global Positioning System (GPS) [163]. In an underlay CRN, a CRU 

can estimate the unknown location by detecting the transmitted signal from a PU. Therefore, 

to determine the unknown location, a CRU considers received signal-to-noise ratio (SNR) or 

received signal strength indicator (RSSI). A CRU needs to detect and locate a PU in the CRN 

even when the SNR of the received signal is less than the minimum requirement, so that the 

interference with the PUs is avoided. Many existing localization schemes attempt to calculate 

the position of the PUs accurately. The localization schemes may be classified into two broad 

categories, namely range-based [94] and range-free [95]. The range-free localization scheme 

only depends on the connectivity information between the nodes for localization without any 

extra hardware support [96]. Though this scheme is simple to implement with minimum 

energy consumption, it is not preferred in the underlay CRNs due to poor localization 

accuracy. On the other hand, range-based scheme depends on the measurement of distance or 

angle (range information) between the nodes to determine the location of an unknown node 

[97-98] with better accuracy, as compared to the range-free scheme. In this scheme, the 

distance or angle is measured by various techniques like received signal strength indicator 

(RSSI) [164], angle of arrival (AoA) [165], time difference of arrival (TDoA) [166], and time 

of arrival (ToA). However, RSSI based localization has been preferred over other techniques 

since AoA-based distance calculation involves costly hardware, ToA requires perfect 

synchronization, and TDoA is limited by localization coverage area [167]. A novel RSSI 

based uncertain data clustering was proposed in [104] to calculate the distance. The precision 

of the distance calculation has been improved by a dynamic mapping strategy [105]. 

However, RSSI-based localization is highly sensitive to the ambient condition changes, 

which reduce the detection accuracy. Therefore, to improve the localization accuracy, RSSI 

based collaborative localization scheme has been adopted in [168]. Collaborative localization 

(CL) [114] is an anchor-free localization technique, where the nodes collaborate with each 

other, to determine the position of an unknown node. A collaborative compressive sensing 

based approach has been introduced in [169] to calculate the location of any PU. In [170] a 
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statistical estimation framework, based on the collaborative spectrum sensing context, has 

been proposed to locate the position of a PU transmitter.  

          In this chapter, a RSSI based localization scheme for underlay CRNs has been 

proposed. Emulation and software simulation techniques have been mixed in this work to 

establish the proposed localization hypothesis. The weighted centroid localization (WCL) 

algorithm has been introduced in subsection 3.3.1 to compute precise coordinates of a fixed 

as well as a mobile PU. The RSSI parameter reflects the actual nature of signal reception due 

to variation in SNR at the CR receiver. However, accuracy of RSSI measurement varies with 

different terrain conditions for the same distance between a transmitter and a receiver. This 

variation in the RSSI value limits the accuracy of position estimation of an unknown PU 

using the WCL algorithm. Therefore, to improve the measurement accuracy of RSSI in 

different terrain conditions, the log-normal shadowing model along with a correction factor 

has been introduced in subsection 3.3.2. Hereafter, in subsection 3.3.3, a network scenario 

has been designed to calculate the accurate position coordinates of a fixed PU under different 

terrain conditions.  However, localization of a mobile PU is more challenging to a single 

CRU due to its random movement within the network. Therefore, to overcome the limitations 

of localization by a single CRU, a range-based collaborative localization scheme has been 

proposed in section 3.4. However, the external or ambient noise effects and internal noise 

generated in the CR receiver circuit degrade the quality of the received signal, which in turn, 

reduces the localization accuracy. As the external noise effects in radio communication is 

unpredictable and unavoidable, the present work has focused on the minimization of internal 

noise of the radio receiver by designing suitable FIR (Finite Impulse Response) filters after 

the demodulator stage of a CR receiver. The modified CR receiver circuit has been emulated 

on the bench with a suitable setup to monitor the SNR improvement, which is described in 

subsection 3.4.3. Next, the WCL scheme has been applied with the improved strength of 

received signal to calculate the precise coordinates of a mobile PU collaboratively. This is 

discussed in detail in subsection 3.4.4. 
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3.2    LOCALIZATION  

The objective of localization is to find the accurate physical coordinates of unknown nodes. 

These coordinates can be either global or relative. The localization is achieved with the help 

of anchor nodes which are either manually programmed with a physical position or using the 

global positioning system (GPS). Localization in a CRN refers to the determination of the 

physical position of an unknown PU using any coordinate system [90]. Therefore, to perform 

efficient localization, distance is measured between the transmitter and receiver nodes and 

then the measurement results are correlated with earlier reference measurements to determine 

the physical position. The information about PU location coordinates can enhance several 

capabilities of CRNs [171]. Hence, the SUs or CRUs need to detect and localize the 

unknown location of PUs in the coverage area even at values of RSSI [172] less than the 

threshold requirement. This section has introduced the significance of RSSI based 

localization scheme with a hypothesis. 

 

3.2.1   Importance of RSSI in Localization Process 

The performance reliability of a CR receiver depends on the variable level of the noise floor 

in the selected channel frequency. Therefore, for successful CR operation, the secondary 

receiver has to decode the received signal even in the presence of noise. The fundamental 

criterion for correct decoding is that the power of the received signal must be higher by a 

given margin with respect to the noise floor. The minimum separation between signal power 

level and noise power level for reliable radio performance as recommended in [173] is 18dB. 

The RSSI gives the direct measurement of the signal-to-noise ratio (SNR) of a 

communication channel together with the signal power and noise power. It is possible to 

predict the approximate physical distance between the communicating nodes based on the 

RSSI value which can be obtained by using the proper path loss model. However, the 

accuracy of path loss models is often very low due to the dynamic characteristics of the radio 

propagation environments [174-175]. To enhance the accuracy of measurement, a path loss 

model has been considered with a correction factor in this work. There are generally two 

fundamental approaches in the RSSI-based localization. The first approach assumes prior 

information on the environment, such as the Simultaneous Localization and Mapping 
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(SLAM) methods [176-177] and the second one is a two-step approach without any prior 

information.  

          In the two-step approach, there are two phases to complete the total localization 

process. Firstly, there is a learning phase, where data from the target area is collected and 

stored in the learning database. Secondly, there is a user localization phase, where 

localization is performed based on the data obtained from the learning phase. In this work, 

the two-step approach has been applied since no prior information is available except 

transmitted signal strength information of PU during the localization process. A RSSI-based 

localization hypothesis has been described in the next subsection. 

 

3.2.2    Hypotheses on the PU Signaling Information 

The CR enabled nodes sniffs the spectrum in the time domain. The decision statistics 

 SID [178] of received signal   tr is given by- 

  dttr
N

D
N

N

SI

2

1

1



     (3.1) 

In equation (3.1), N is the sample size of the received signal   tr . SID , is compared with the 

predefined system threshold  ms / to determine presence or absence of PU signal.                                                                                                                                                   

:: / msSIa DH  PU signal absent                                                                                             

:: / msSIp DH   PU signal present 

 

The hypothesis aH becomes true when the transmitted signal from a PU is absent in the 

received signal   tr . On the other hand, the hypothesis pH becomes true when the received 

signal   tr  contains transmission from a PU. In case of hypothesis pH , the strength   tP  of 

the transmitted signal by a PU is higher than the sum of the link noise  lnP and internal 

noise  inP . However, during the localization process, if the strength of the noise is very high 

compared to the received signal strength from a PU then there will be a probability of miss or 

false detection.  



LOCALIZATION IN UNDERLAY COGNITIVE RADIO NETWORK III 
 

| 46 
 

Therefore, the signal to noise ratio   [179] is defined as the ratio of signal variance  2

s  to 

noise variance  2

n  as shown in equation (3.2). 

2

22

n

s
h




        (3.2)  

In equation (3.2), h represents the channel power gain. In the learning phase, when the 

sample size of received signals is large enough  100N , then by central limit theorem 

(CLT), mean  E and variance  Var of SIE under the hypothesis aH are computed and denoted 

as 2

nN and 4

nN respectively. Similarly, under the hypothesis pH , mean  E   12

nN and 

variance  Var   214 nN are also computed.  

          The  Q function [180] is a complementary cumulative distribution function, which 

calculates the tail probability of a zero mean unit variance Gaussian variable. The function 

can be written as- 

  dt
t

xQ
x














2
exp

2

1 2


               (3.3) 

Probability of Successful Detection  sdP
 
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 
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Q

/
      (3.4) 

In the above expression,  
pHE and  

pHVar  are the mean and variance under 

hypothesis pH respectively. Substituting the values of mean and variance in equation (3.4).   
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Probability of False Detection  
fdP
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            (3.6) 

In the above expression,  aHE and  aHVar are the mean and variance under 

hypothesis aH respectively. Substituting the values of mean and variance in equation (3.6).   
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Probability of Miss Detection  mdP  sdP 1         
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A pre-defined system threshold  ms / is required to take decision about the presence or 

absence of adequate PU signal. Thus, the selection of the optimum system threshold  ms / is 

very important to avoid false detection and miss-detection possibility during the localization 

process. The false detection happens when a CRU falsely detect the presence of a PU signal 

within the interference level. On the other hand, the miss-detection happens when a CRU 

takes a wrong decision about the absence of a PU signal due to interference on the same 

channel. False detection arises when the received signal at the radio receiver is affected by 

constructive fading. Miss-detection, on the other hand, may happen due to internal noise and 

fading effects.   

          Therefore, to minimize both false detection and miss-detection probabilities and 

enhance the successful detection probability, the system threshold  ms / selection model has 

been described in the next subsection. 

 

3.2.3    System Threshold Selection  

Received signal power at CR receiver is affected by three factors, namely distance, average 

path loss and log-normal variation. The common practice of selecting the system 

threshold  ms / is based on false detection probability. When the value of ms / increases (or 

decreases), both fdP and mdP decrease (or increase). Fig.3.1 shows that for a fixed signal-to-

noise ratio (SNR), the probability of false detection  
fdP  increases with decrease in the 

probability of miss-detection  mdP . However, when the SNR is high, mdP is comparatively 

low. Fig.3.2 demonstrates a relationship between sdP and fdP for a fixed value of SNR. 

Therefore, the detection probability of sdP and fdP  is directly proportional to each other.  
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Figure 3.1: Relation between Miss Detection and False Detection Probabilities      
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Figure 3.2: Relation between Successful Detection and False Detection Probabilities 

Again, to achieve the high value of sdP , the mdP must be kept very low. However, with time, 

fdP  may increase. Therefore, the optimum threshold selection can be viewed as the 

minimization of the total error probability  eP [181] which is defined as- 
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Hence, the optimum threshold  

ms / [179] can be written as- 
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            (3.10) 

In equation (3.10),   fda PHP is the probability of false detection of primary signal when 

primary transmission is absent and  
mdp PHP is the probability of miss-detection of primary 

signal when primary transmission is present. Hence, both the terms can also be represented as 

complementary error function   Erfc [180], as given below: 
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    (3.11) 

The standard ''Q function in terms of complementary error function can be written as-
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Therefore, based on  Erfc , both the error probability factors can be written as- 
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Multiplying both numerator and denominator by N  

 
























 


2

2

/

22

1
,

n

nms
fda

N

N
ErfcPHPor




             (3.13) 

Similarly, 
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Multiplying both numerator and denominator by N                              
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The optimum threshold  

ms / [179] for an AWGN (Additive White Gaussian Noise) fading 

channel, can be obtained by substituting equation (3.13) and (3.14) in equation (3.10).     
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The optimum threshold  

ms / is achieved when
 

0
/

/ 




ms

mseP




. After some algebraic 

manipulations, a simplified representation in the form of a quadratic equation of ms / is 

obtained as given below: 
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Therefore, the system threshold  ms /  [179] for any received signal with an acceptable SNR 

value can be derived as- 
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Since 0/ ms , therefore for low SNR,   121,1   and   021ln   . Hence the 

equation (3.17) can be well-approximated [179] as- 
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Fig.3.3 shows the difference in successful detection probability for variable SNR values. The 

probability of successful detection increases with the increment in SNR values. The 
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maximum probability of successful detection is observed when the SNR value is greater than 

15 dB. 
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Figure 3.3: Variation of Successful Detection Probability with SNR 

Therefore, system threshold selection is a significant criterion to execute the localization 

operation successfully. The localization of a PU has been conducted under AWGN fading 

channel condition, in this work. Therefore, a zero-mean Gaussian random variable with 

standard deviation has been introduced as a correction factor to select system threshold. An 

internal noise factor has also been proposed to consider the desensitization effects due to 

platform noise. Therefore, the real-time optimum system threshold can be written as-   






 

in
P

Gn
N

ms
 2

/
        (3.19) 

The system threshold  ms / defined in equation (3.19) has been used to perform localization 

operation efficiently in an underlay CRN. A WCL scheme has been applied to locate the 

coordinates of a fixed PU under different propagation scenario in the next section. 

 
 

3.3    LOCALIZATION OF A FIXED PRIMARY USER 

The positional information of a PU is necessary to avoid harmful interference in the underlay 

CRNs. Therefore, a fixed PU localization scheme has been introduced in this section under 
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four different terrain conditions. The WCL algorithm has been stated in the next subsection 

to calculate location coordinates of a PU. 

 

3.3.1    Weighted Centroid Localization (WCL) Scheme 

Centroid localization (CL) [116], which is a range-free localization technique, uses the 

knowledge of adjacent connected anchor node to estimate the location of an unknown node 

or a PU. The CL algorithm was proposed by Bulusu et.al. [117] to determine the coordinates 

of an unknown node when the anchor nodes exist within the common range or scope of the 

communication. The anchor node is defined as a secondary node which assists in the 

localization process by transmitting a beacon containing its own location coordinates towards 

a secondary detector node or a detector CRU. The secondary detector node in the CL 

algorithm is responsible to estimate the location coordinates  estest YX , of an unknown PU. In 

the CL algorithm, all the secondary detector nodes know the location coordinates and 

activities of all the neighboring anchor nodes or SUs which are located within the 

transmission range of a particular PU. The received location information from all the anchor 

nodes is used to find out centroid location coordinates of an unknown PU  estest YX ,  by 

equation (3.20). 

)
....

,
.....

(),( 11

A

YY

A

XX
YX AA

estest


    (3.20) 

In equation (3.20), '' A represents number of adjacent connected anchor nodes or anchor SUs. 

The known  yx, coordinates of the anchor nodes are represented by  KK YX , , 

where  AK ,....,2,1 . The location estimation using CL method is simple and economic but 

the calculated coordinates contains high localization error and are not very reliable. 

Therefore, weighted centroid localization (WCL) algorithm [118], an improved version of 

CL method, has been considered in this work to calculate accurate location coordinates of 

PUs. The underlying idea of WCL algorithm is based on RSSI which makes it simple, cost 

effective, and transparent to the variation of the RF propagation environment. The RSSI of 

the signal transmitted by a PU and received at all the anchor nodes define weights and 

weighted sum of all the anchor nodes or anchor SUs is considered by the secondary detector 
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node to estimate the location coordinates of an unknown PU in WCL algorithm. Therefore, to 

compute the location coordinates  estest YXP ,ˆ of an unknown node or a PU [90], WCL 

algorithm use the known coordinates  KK YX , of '' A number of anchor SUs or anchor CRUs 

as shown in equation (3.21).   
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 KW (Weight Factors of an anchor SU)
 

P

PPK




 min       (3.22)                                                                                                        

Where, KP is the received power at the thK anchor SU and minP is the minimum received power 

in the considered group of anchor SUs. 

           minmax PPP  , where maxP is the maximum received power at an anchor SU in 

considered group. Sum of the weight factors  KsumW at all the anchor SUs in the considered 

group is


A

K

KW
1

.  

Since strength of received power at any anchor SU depends on the distance between it and 

the PU, it is clear from equation (3.22) that the anchor SU node which is closest to the PU 

has a strong impact on location estimation. 

          Therefore, in the WCL scheme, PU localization depends on the precise measurement 

of RSSI at all the anchor nodes. However, the challenge of RSSI-based localization is its 

high sensitivity to the ambiance changes. The possibility of variation in RSSI measurement 

limits the accuracy in the position estimation of an unknown PU. Hence, to improve 

localization accuracy, a radio propagation model has been considered with a correction factor 

in the next subsection. 

 

3.3.2    Power Law Model with a Correction Factor  

The RSSI which can be measured in decibel-milliwatts (dBm) is ten times the logarithm of 

the ratio of received signal power  rP and a reference power  0P [182] as shown in equation 

(3.23).  
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10log10
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P
RSSI r

dBm                            (3.23)                                                                                                                             

Equation (3.23) can be simplified as-  rdBm PRSSI 10log10  [Assuming 0P = 1mW]      (3.24) 

 

In radio receivers, received signal strength indicator (RSSI) gives a direct linear relationship 

with SNR (refer 3.1.1). The equation (3.24), can be written in terms of the SNR as-  

 rdB PKSNR 10log  [Where, ''K = constant]       (3.25) 

 

It is known that the received power, decreases with path distance [31]. As per Friis equation 

[106], the received signal power  rP  is inversely proportional to the square of the 

distance  d  between the transmitter and the receiver antennas. Equation (3.26) shows the 

relationship between rP  and d . 
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The above relationship may be used to replace rP in equation (3.24) resulting in equation 

(3.27), as shown below: 
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 dRSSIor dBm 10log20,   

 dKRSSIor dBm 10log,  [Where, K Proportionality Constant] 
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The equation (3.27), can be written in terms of the SNR as-  






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


d
SNRdB

1
         (3.28) 

The radio propagation models have been derived using a combination of theoretical and 

empirical models. However, both the theoretical and measurement-based propagation models 

indicate that the average received signal power decreases logarithmically with distance. 
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Therefore, a classical log-distance path loss model has been considered here for non-line of 

sight (NLOS) scenario [174] to measure the received power  rP when the separation between 

the transmitter and the receiver is rd (in meters). Therefore, the received power  rP can be 

calculated as-                             











0

100 log10
d

d
nPP r

r       (3.29)             

In equation (3.29), rP and 0P represent the received and reference power levels in watts at any 

CR receiver. The distance between PU and CRU is denoted by rd and 0d is the nominal 

reference distance corresponding to 0P . The factor ''n is known as path loss exponent (PLE) or 

propagation environment characteristics and its value ranges between 1 and 5 depending 

upon the ambience and terrain characteristics. Thus, the accuracy of the RSSI measurement 

is affected by the different values of ''n  which varies with the terrain conditions. Fig.3.4 

shows the RSSI measurement results under four different terrain conditions for the same 

separation distance rd (m). The received power  rP  has been calculated by substituting 

different values of ''n in the equation (3.29). The reference distance  0d and reference 

power  0P are assumed to be 1m and 1mW respectively. Hereafter, RSSI has been computed 

by substituting the results of equation (3.29) in equation (3.24). 
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Figure 3.4: Effects of Path Loss Exponent on RSSI with Distance 
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Further, to improve accuracy of RSSI measurement under different terrain conditions, a 

correction factor  G has been considered to enhance the accuracy of a path loss model. 

Therefore, log-distance path loss model has been transformed into log-normal path loss 

model and equation (3.29) can be rewritten as- 

 G
r

or
d

d
nPP 










0

10log10          (3.30) 

In equation (3.30), the standard deviation  G is often estimated by empirical measurements 

whose range varies in between 6dB to 12dB depending on the terrain conditions. Therefore, 

to improve received power  rP measurement accuracy, the PLE  n and the standard 

deviation  G of the Gaussian random variable should be known precisely for an efficient 

CRN modelling. Table 3.1 shows the approximate values of '' G and ''n for different terrains. 

 

Table 3.1: Network Modelling Factors 

Terrain Profiles Standard Deviation  G  Path Loss Exponent  n  

Rural 6.5 1.8 

Urban 9.3 3.2 

Line-of-sight (LOS) 6.9 2 

Non-Line-of-Sight (NLOS) 9.5 3.5 

 

Further, the equation (3.30) can be simplified by substituting mWP 10  and .10 md    

   Grr dnP  10log10       (3.31)                                                                                                                         

The propagation paths between a transmitter and a receiver are different and random in the 

various terrain scenarios. The received signal strength value varies for the same separation 

distance between a transmitter and a receiver in different terrains. In the next subsection, an 

underlay CRN scenario has been considered with a fixed positioned PU and five CRUs. The 

WCL algorithm has been applied to compute location coordinates of a fixed PU in different 

terrain conditions. 
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3.3.3    Network Scenario 

                                                                                                      

Figure 3.5: Network Scenario 

Fig.3.5 shows an underlay CRN with five CRUs or SUs and a PU within the reception range. 

The CRUs have been placed at known coordinates with fixed distances from the PU. The 

CRU1, CRU2, CRU4, and CRU5 are defined as anchor nodes and CRU3 as a detector node. 

Since, the four anchor CRUs, are at different distances from the fixed PU, the RSSI of the PU 

transmitted signal are different. The received power  rP at the anchor nodes has been 

measured using equation (3.29) for four different terrain conditions. The correction 

factor  G and path loss exponent  n have been considered as per Table 3.1 for different 

terrains. Hereafter, The RSSI values at different anchor nodes are computed by substituting 

the result of equation (3.29) in equation (3.24). The results of equation (3.24) have been 

converted to millivolt. 

 

Table 3.2: RSSI (mV) Measurement at the anchor CRUs 

No. 

Of 

CRUs 

Dist. 

(m) 

LOS NLOS Rural Urban 

wocfRSSI

 (mV) 

wcfRSSI

 (mV) 

wocfRSSI

 (mV) 

wcfRSSI

 (mV) 

wocfRSSI

 (mV) 

wcfRSSI

 (mV) 

wocfRSSI

 (mV) 

wcfRSSI

 (mV) 
CRU1 50 1.05 1.45 0.6 1.39 1.15 1.44 0.74 1.44 

CRU2 10 3.80 4.05 1.15 3.99 3.95 4.11 1.29 3.99 

CRU4 35 1.92 2.30 0.91 2.29 2.09 2.33 1.05 2.21 

CRU5 25 2.52 2.93 1.09 2.97 2.73 2.99 1.23 2.76 
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Table 3.2 shows the measurement of RSSI at all the anchor CRUs by considering both the 

correction factor  
wcfRSSI and without correction factor  

wocfRSSI  for four different terrain 

conditions. The measured RSSI value at a given distance varies under four different terrain 

conditions when the correction factor  G has not been considered. However, with the 

correction factor  G , approximately similar RSSI measurement has been observed at a 

given distance under different terrain conditions. Therefore, to compute the precise 

coordinates of the fixed PU, RSSI with the correction factor for each anchor CRU node has 

been considered by the detector node (CRU3). Each anchor CRU node transmits beacons 

which contain its location coordinates information and RSSI of the signal transmitted by the 

PU, for the secondary detector node or CRU3. The detector node performs certain 

housekeeping operation to update its lookup table with the information received from the 

anchor nodes. Hereafter, equation (3.21) of the WCL algorithm has been used to calculate the 

absolute coordinates of the fixed PU. Table 3.3 shows the computed PU location coordinates 

for different terrains. It has been observed that the location coordinates calculation of the 

fixed PU varies significantly when the correction factor is not considered during the RSSI 

measurement. On the other hand, with the correction factor, the variation in location 

coordinates is negligibly small. Hence, the minimum localization error has been achieved 

with the proposed correction factor.  

 

Table 3.3: Absolute Location Coordinates of a Fixed PU 

Terrain Profile 
Fixed PU Coordinates  estest YXPU ,



 

With Out Correction 

Factor 

With Correction Factor 

LOS (44.66,64.22) (39,67.91) 

NLOS (88.99,91) (37.33,69.1) 

Rural (48.99,61.33) (39.55,68.99) 

Urban (99.035,93.89) (38.51,69) 

 

The next section has introduced a collaborative localization of a mobile PU under NLOS 

scenario.  
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3.4    LOCATION ESTIMATION OF A MOBILE PU 

The accurate location information of any PU is one of the essential requirements of underlay 

CRUs for an efficient use of licensed spectrum without causing any interference with the PU. 

Though a PU does not directly communicate with a CRU, the RSSI which gives a direct 

measure of the SNR has been used for localization process. However, due to random 

movement of mobile PUs, it is very challenging for a single CRU to determine the precise 

location coordinates. Therefore, a group of collaborative CRUs is required to estimate precise 

location coordinates of mobile PUs. 

 

3.4.1    Optimization of the Number of Collaborative Users   

An adequate number of collaborative CRUs is necessary to ensure localization accuracy with 

minimum error. Hence, to optimize the number of collaborative users, a mapping algorithm 

based on Marcum-Q function [183-184] has been applied to calculate the number of 

collaborative CRUs. The accurate error probability performance has been plotted 

for ''c number of collaborative CRUs based on this function.  

          The detection probability  dQ of a PU has been formulated using Marcum-Q function 

[183-184], shown in (3.32). 

dQ
  

 !1

1!
1






c

PPc
c

sdsd     (3.32) 

In equation (3.32), ''c represents the number of collaborative CRUs and sdP is the successful 

detection probability which has been computed using incomplete Gamma function. 

          The occurrence probability of two error factors namely, probability of false detection 

and probability of miss-detection reduce the localization accuracy. The false alarm happens 

when CRUs falsely detect the presence of the PU signal. On the other hand, the miss-

detection happens when CRUs fail to detect the presence of PU signal, mainly due to 

interference. Therefore, probability of false detection  
fQ and probability of miss-

detection  mQ in the presence of Additive White Gaussian Noise (AWGN) have been 

formulated by Marcum-Q function [183-184].   
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PPc
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f
      (3.33)    and     dm QQ  1    (3.34)        

In equation (3.33), fdP has been calculated using incomplete gamma function [183-184]. 

Therefore, total localization error probability has been formulated as- 

 
mferror QQQ      (3.35) 

This error probability varies with number of CRUs, which work in a group to perform PU 

localization collaboratively. The environment is simulated using MATLAB simulator and 

results are graphically represented in Fig.3.6 which establishes a relationship between the 

total error rate and number of CRUs. For this purpose, the number of CRU  c is varied from 

1 to 10. 

 

 

Figure 3.6: Variation of Detection Error with Number of CRUs 

The simulation result shows that the detection error is high for both higher and lower number 

of CRUs. The error rate is minimum when ''c varies in between 4 to 6. For simplicity, a group 

of four CRUs  4'' c has been considered to conduct further experiments.    
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3.4.2    Localization of a Mobile PU 

A network consisting of four collaborative CRUs placed at four corners of a square has been 

considered to perform precise localization of a mobile PU. Fig.3.7 shows the 

proposed  mm 100100   network scenario. All the collaborative CRUs have been placed in 

this network at the following coordinates.                                                                                                                                           

 

CRU1: (0, 0), CRU2: (100, 0), CRU3: (100, 100), CRU4: (0, 100). 

                                                                             

Figure 3.7: Network Model 

A mobile PU has been placed within the network scenario at a true location coordinates. The 

mobile PU location changes between each iteration. Hence, the distance between the mobile 

PU and each of the collaborative CRU changes continuously. Table 3.4 shows the true 

location coordinates of a mobile PU for ten observations. 

 

Table 3.4: True Location Coordinates of a Mobile PU 

Observations Coordinates  yx,  

1
st
 (21.7,17) 

2
nd

 (91,88) 

3
rd

 (41,86.8) 

4
th

 (30.3,11.7) 

5
th

 (44.8,22) 

6
th

 (36.4,70) 

7
th

 (16,36) 

8
th

 (17.8,52.5) 

9
th

 (62.8,43) 

10
th

 (78,80.3) 
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An approximate probabilistic distance estimation of the mobile PU is obtained by network 

simulation using MATLAB simulator. Fig.3.8 shows the true and estimated location 

coordinates of a mobile PU for ten sample positions. The estimation error factor  d is 

obtained mathematically using Gaussian Newton method [185]. 

                    

Figure 3.8: True and Estimated Location of a Mobile PU 

Fig.3.8 shows estimated position information of the mobile PU from each of the 

collaborative CRUs. Therefore based on these ten observations, distance of the mobile PU 

from each of collaborative CRUs have been computed and plotted in Fig.3.9.  
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Figure 3.9: Distance Measurement at different CRUs with respect to the PU Movement within the Network 

Distance variations of the mobile PU have been considered to compute the received power 

level at each collaborative CRU. In the simulation experiment, the path loss exponent  n and 
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the standard deviation  G of the Gaussian random variable have been set at 3.5 and 9.5 

respectively to establish NLOS communication. Fig.3.10 depicts a comparative analysis of 

received signal level or SNR for all the observations at different CRUs.               
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Figure 3.10: SNR Measurement at different CRUs with respect to the PU Movement within the Network 

 

The complete simulation process, starting from collaborative user selection to distance and 

SNR calculation has been stated in a localization algorithm 3.1. 

 

Localization Algorithm. 3.1 

 

 

 

 

 

 

 

 

 

  

 

1. Measure, dQ and fQ [consider Eq. (3.32) and (3.33)]                                                                                                                                                                           

2. Calculate, mQ using dQ [consider Eq. (3.34)]                                                                                                                                                               

3. Compute, errorQ [consider Eq. (3.35)]                                                                                                                                                                                                 

4. Repeat step 3, for c (no of variable CRU) = 1 to 10 [optimize a group of 

collaborative CRUs]                                                                                                                                                 

5. Plot, estimated location with respect to the true locations for ten observations.  

6. Compute, mobile PU distance from each collaborative CRU for ten observations 

using             
 



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7.  Compute received signal strength or SNR using result of step 6 [consider Eq. 

(3.28)] 
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However, in the generalized CR receivers, the SNR of the received signal is not very reliable 

due to the presence of external and internal noise. It leads to an increase in the localization 

error probability of a PU. The localization capability of a radio receiver can be enhanced 

either by increasing the sensitivity or by using high gain antennas. In most of the cases, 

providing a directional high gain antenna in place of an omnidirectional antenna is not a 

practical solution. On the other hand, receiver sensitivity (SNR) is measured by the ratio of 

the received signal power and the total harmonic distortion (THD) respectively. If THD can 

be mitigated with suitable filter design, the SNR will definitely improve. It will also reduce 

the occurrence probabilities of miss and false detection. Therefore, a scheme to minimize a 

significant part of the internal noise which is generated by the receiver circuit itself has been 

described in the next subsection. It will improve the precision of localization in the underlay 

CRNs. 

 

3.4.3    Internal Noise Mitigation   

Two critical factors which affect reliable and consistent reception in CR receivers are the 

random external noise and circuit generated internal noise. The external noise effects on 

radio communication are unpredictable and unavoidable. Therefore, this thesis work has 

focused on the minimization of the internal noise by designing a suitable FIR filter. The 

internal noise, which is generated mainly due to receiver circuit nonlinearity, interferes with 

the received signal and reduces SNR of the received signal. Hence the CR receiver circuit 

design has been modified by incorporating the proposed filter block after the demodulator 

stage.  It enhances the overall SNR of the received signal. 

 

3.4.3.1    Modified Cognitive Radio Receiver 

In the data communication system, bit error rate (BER), which indicates the reliability of 

received data, is inversely proportional to the SNR. Therefore, if SNR can be improved, it 

will automatically lead to a fall in BER. Hence, the SNR improvement filtration block has 

been introduced in Fig.3.11 to minimize mainly the internal noise of a radio receiver. 

 



LOCALIZATION IN UNDERLAY COGNITIVE RADIO NETWORK III 
 

| 65 
 

 

Figure 3.11: Operational Block of a Modified Cognitive Radio Receiver    

The modulated signal  inRF  is picked up by the antenna from communication medium. The 

received signal is fed to a low noise amplifier (LNA) stage to amplify the desired band. The 

modulated carrier signal is amplified selectively in the LNA stage. Then the amplified signal 

is passed to a mixer block. The second input of this mixer is the local oscillator (LO) signal. 

The voltage controlled oscillator (VCO) determines the locked frequency to be used as the 

LO signal to the first mixer. Multiple steps are involved in the generation of the VCO signal. 

The reference oscillator produces a stable 16 MHz clock frequency with the help of a 16 

MHz Xtal. This output is divided by 16 to produce a lower reference frequency of 1 MHz for 

the phase detector. The process of stepping down of reference frequency is necessary to 

ensure stable error correction. The second input to the phase detector comes from ‘Divide By 

M’ counter. The ‘M’ value is programmed by the controller. The error voltage from the 

phase detector is smoothed by the low pass filter (LPF) before it is applied to the VCO block 

for necessary frequency correction. The locked output of the VCO is divided by (N) to obtain 

final locked frequency  LOCKEDf . This frequency is fed to the first mixer and acts as the local 

oscillator (LO) signal. The reference oscillator, divider, phase detector, LPF, counters and the 

VCO are all integrated into the PLL IC (NBC12429). The output of the mixer unit is down-

converted by first intermediate frequency IFfirstfm _(  where, IFfirst _ is assumed as10.7 
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MHz) stage. Then the output of the first IF is applied to the second mixer to convert to a 

lower intermediate frequency IFlowerfm _(  where, IFlower _ is 455 KHz) by narrowband 

filtering. After the IF stages, the next operational block is the audio demodulator stage with a 

FM limiter. In this stage signal is first down converted to the baseband. The baseband signal 

is filtered in the main filter to attenuate other out of band signals and extract the modulating 

or message signal  mf . In a normal CR receiver circuit, the modulating signal is passed on to 

the modem to recover binary data. In the proposed system model, a filter block has been 

introduced after the demodulator stage of the CR receiver circuit to reduce the internal noise 

which in turn improves the localization accuracy. Three different filter types namely, 

Rectangular, Chebyshev, and Hamming were designed and tested in the audio frequency 

band on a reconfigurable DSP kit (TMS320C6713 DSK, details in Appendix A) to compare 

the relative improvements in the SNR of the demodulated signal. For final selection of the 

optimum filter type, a comparative analysis has been done on the results obtained with the 

three designed reconfigurable filters.  

          The output of the selected filter block is fed to the MODEM unit of the receiver for 

generation of the digital data. 

 

                                                     

Figure 3.12: Proposed Experimental Block 
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Testing of the modified receiver block (Fig.3.12) was carried out around a function generator 

(FG3MD, 3MHz) and a random noise source (AWG30, 30 MHz, details in Appendix A). The 

internal noise was generated by the random noise source (AWG30, 30 MHz) and the test 

signal or message signal  mf was obtained from the function generator (FG3MD, 3MHz). 

The test signal was mixed with the variable output of AWG30 to generate the noisy signal.  

This analog noisy signal, which emulates the demodulated signal, was applied to the input of 

the designed filter unit through a matching network. The DSP kit (TMS320C6713 DSK) was 

programmed to realize three different types of FIR filter windows, one at a time, in the audio 

frequency range. All the three filters have been tested at a nominal frequency of 1 KHz since 

the audio signal attains maximum power level at 1 KHz (approx.). SNR of the input test 

signal improved after additional filtering since the designed filter reduced the internal noise 

effects. To measure the SNR a distortion analyzer (sm5027-details in Appendix A) was used.  

 

3.4.3.2    Operational Analysis 

Fig.3.13 shows the experimental set up. The analog noisy signal was converted to digital 

signal by the analog to digital (ADC) unit of the DSP kit (TMS320C6713 DSK). The 

converted digital signal was processed by the designed FIR filters developed with the DSP 

kit. The filtered digital signal was transformed back to analog form using the digital to analog 

(DAC) unit of the DSP kit. The distortion analyzer (sm5027) was used to measure the SNR 

of both input and output signals of the DSP kit.  

                                                           

Figure 3.13: Hardware Setup 
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Variable noise levels have been generated from the random noise generator to make the 

analysis more realistic. The operational sequence of the experiment and the design code of 

digital filters are described in Fig. 3.14. 

 

 

 

                                                                                                  

                                                                                           

 

 

 

 

 

 

 

 

 

 

a. Various Steps of Emulation of the Proposed 

Modification 

 

 

 

b. Corresponding Code for DSP Emulation 

Figure 3.14: Operation Sequence and Filter Design Code 

 

 

void main() 

{ 

DSK6713_AIC23_CodecHandle hCodec; 

Uint32 l_input, r_input,l_output, r_output; 

DSK6713_init (); 

hCodec = DSK6713_AIC23_openCodec(0, 

&config); 

DSK6713_AIC23_set Freq (hCodec, 1); 

while (1) 

while (!DSK6713_AIC23_read(hCodec, 

&l_input)); 

while (!DSK6713_AIC23_read(hCodec, 

&r_input)); 

l_output=(Int16)FIR_FILTER(&filter_Coeff 

,l_input); 

r_output=l_output; 

while (!DSK6713_AIC23_write(hCodec, 

l_output)); 

while (!DSK6713_AIC23_write(hCodec, 

r_output)); 

} 

DSK6713_AIC23_close Codec (hCodec); 

} 

signed int FIR_FILTER(float * h, signed int x) 

{ 

int i=0; 

signed long output=0; 

in_buffer [0] = x; /* new input at buffer [0] */ 

for (i=51;i>0;i--) 

in_buffer[i] = in_buffer[i-1]; /* shuffle the buffer 

*/ 

for (i=0;i<51;i++) 

output = output + h[i] * in_buffer[i]; 

return (output); 

} 

 

Step 1  The reconfigurable DSP kit 

(TMS320C6713CDSK) is initialized for three 

parallel filter windows.                                                                    

Step 2   Test signal is fed to the initialized 

DSP kit along with the random noise.                                                                             

Step 3   The analog noisy input signal is 

converted to digital form and is passed 

through a selected filter window.                                                                         

Step 4   Filtered output is again converted 

back to analog signal by the DAC unit of DSP 

kit.                                                                                             

Step 5   Converted output signal is fed to 

the distortion analyser (sm5027) for 

measurement.   
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The SNR, measured at the output port for each of the three filter windows, are tabulated in 

Table 3.5 with respect to the common SNR of the input test signal.  

Table 3.5: Performance Analysis of Different Filter Types at Variable Noise Levels 

Noise 

Level 

(mV) 

Input 

SNR 

(dB) 

Rectangular Filter 

Window 

Chebyshev Filter 

Window 

 

Hamming Filter Window 

Output SNR 

(dB) 

Improvement 

(dB) 

Output SNR 

(dB) 

Improvement 

(dB) 

Output SNR 

(dB) 

Improvement 

(dB) 

5 21.0 21.8 0.8 22.7 1.7 21.7 0.7 

10 20.4 21.1 0.7 22.0 1.6 21.1 0.7 

20 19.0 19.8 0.8 20.5 1.5 19.8 0.8 

50 18.9 19.5 0.6 20.5 1.6 19.8 0.9 

100 18.0 18.8 0.8 19.7 1.7 18.7 0.7 

150 17.6 18.3 0.7 19.1 1.5 18.4 0.8 

200 17.5 18.3 0.8 19.0 1.5 18.3 0.8 

300 16.6 17.4 0.8 18.2 1.6 17.4 0.8 

350 16.4 17.1 0.7 18.1 1.7 17.2 0.8 

450 16.3 17.1 0.8 18.0 1.7 17.2 0.9 

600 15.5 16.3 0.8 17.2 1.7 16.2 0.7 

650 15.0 15.7 0.7 16.5 1.5 15.7 0.7 

700 14.7 15.6 0.9 16.4 1.7 15.5 0.8 

750 14.2 15.1 0.9 16.0 1.8 14.9 0.7 

800 13.9 14.5 0.6 15.6 1.7 14.5 0.6 

850 13.5 14.0 0.5 15.3 1.8 14.2 0.7 

900 13.4 14.1 0.7 15.1 1.7 13.9 0.5 

950 13.2 14.0 0.8 15.0 1.8 13.5 0.3 
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Figure 3.15: Plot of Output SNR Vs Input Noise Level for Different Filter Types          
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The outputs of the three filter windows have been plotted in Fig.3.15. It has been found from 

Table 3.5 that on the average, an improvement of 1.7 dB in the output SNR value over the 

corresponding input SNR is obtained with the Chebyshev filter, whereas, the Hamming and 

Rectangular filter types have achieved improvements up to a maximum of 0.7 dB to 0.9 dB 

in the output SNR respectively. Though the performances of all the three designed filters 

degrade at higher noise level, the performance of Chebyshev filter is better than those of the 

other two. Therefore, the Chebyshev filter has been selected as the optimum filter type for 

internal noise mitigation. The next subsection has described the computation scheme of 

precise coordinates of a mobile PU. 

 

3.4.4    Computation of Location Coordinates 

The WCL algorithm [30] has been considered in this work to calculate precise location 

coordinates of a mobile PU. The fundamental principal of this algorithm is based on RSSI of 

signal received from the mobile PU. Therefore, in the proposed network scenario (refer Fig. 

3.7), the CRUs have performed localization collaboratively for each observation. The 

Chebyshev filter has been introduced after demodulator stage to minimize system generated 

internal noise effects on received SNR. The variable SNR which has been obtained through 

MATLAB simulation (refer Fig. 3.10) of proposed network has been applied to the 

Chebyshev filter. Table 3.6 shows the improvement of SNR after filtration at each of the 

collaborative CRU with respect to the SNR before filtration.   

Table 3.6: SNR (dB) Improvement at Each of the Collaborative CRUs 

Observations CRU1 CRU2 CRU3 CRU4 

Without 

Filtration 

With 

Filtration 

Without 

Filtration 

With 

Filtration 

Without 

Filtration 

With 

Filtration 

Without 

Filtration 

With 

Filtration 

First 20.1 21.6 12.2 13.9 8 9.7 15.3 17 

Second 8.3 9.8 14.1 15.8 21 22.6 12 13.7 

Third 12.1 13.7 13.4 15 15.5 17.2 16 17.7 

Fourth 17.1 18.8 12.9 14.6 10 11.7 14.4 16 

Fifth 16 17.7 14.7 16.4 12.5 14.2 13.3 15 

Sixth 14.3 16 13.1 14.8 14.7 16.4 16.7 18.4 

Seventh 18 19.6 11.3 13 8 9.7 15 16.7 

Eighth  17.5 19.2 11.1 12.8 8.5 10.2 16.9 18.6 

Ninth  11 12.7 16 17.6 14.5 16.1 14 15.6 

Tenth  10 11.6 14 15.7 18 19.7 13 14.7 
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SNR values before and after filtration have been converted to the mean received power  rP  

for all the observations separately at each of the collaborative CRU using equation (3.25). 

Hereafter, equation (3.24) was used to compute RSSI. Hence RSSI with known coordinates 

of the anchor CRU nodes has been applied to the equation (3.21) to compute location 

coordinates of the mobile PU. Table 3.7 shows the RSSI value at each of the collaborative 

CRU for all the observations. Precision of RSSI values is fixed up to the first decimal place.  

 

Table 3.7: RSSI  V  at Each of the Collaborative CRUs without and with Filtering 

Observations CRU1 CRU2 CRU3 CRU4 

Without 

Filtration 

With 

Filtration 

Without 

Filtration 

With 

Filtration 

Without 

Filtration 

With 

Filtration 

Without 

Filtration 

With 

Filtration 

First 359.3 428.3 145 176.3 89.3 108.9 207.2 251.7 

Second 92.6 110 181 248.3 398.9 480.3 141.5 172.4 

Third 143.2 172.4 166.6 200 212.15 257.9 224.3 273.2 

Fourth 254.8 309.7 157.1 191 112.4 168.5 186.9 224.3 

Fifth 224.3 273.2 193.4 235.2 149.5 182.3 164.8 200 

Sixth 184.71 224.3 160.2 195.72 217.4 235.1 243.6 296.2 

Seventh 282.4 428.32 133.6 158.8 89.3 108.4 200 243.4 

Eighth  267.05 408.8 128.6 156.7 94.7 115.3 249 302.8 

Ninth  126.1 153.05 224.3 275.9 189.1 232 178.2 214.6 

Tenth  112.4 135.6 178.2 216 282.4 385.9 158.8 193.4 

 

 

In the proposed localization scheme, all the four CRUs, act as the detector node to localize 

coordinates of a mobile PU, within the period of observation. As per the WCL algorithm, 

when CRU1 act as a detector node, then CRU2, CRU3 and CRU4 perform the role of anchor 

nodes. The same procedure has been followed when other three CRUs act as the detector 

nodes. The anchor nodes share necessary information with the detector node for localization 

of the coordinates of a mobile PU. Each of the four detector nodes estimates the location 

coordinates on the basis of collected information from anchor nodes for ten common 

observations. The computation steps involved are listed in localization algorithm 3.2. 
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Localization Algorithm. 3.2 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The location coordinates are estimated by using the proposed localization algorithm 3.2. The 

RSSI values with and without Chebyshev filtering of the received signal from the mobile PU 

have been separately considered. The given true location coordinates are compared with the 

estimated locations in both cases. The variation in the localization coordinates of the mobile 

PU with respect to each of the four CRUs are plotted one by one in the Fig. 3.16, Fig. 3.18, 

Fig. 3.20 and Fig. 3.22 respectively. 

 

1. Choose the detector node among the four CRUs one by one.                                                                                                                      

2. After detector node selection, evaluate received RSSI and 

location coordinates information from the anchor nodes  A .                                                                                                        

3. Consider, 3:1 KPRSSI  from the anchor nodes  A .                                                                                                                      

4. Determine, maxP and minP from the results of step 3.                                                                                                                                                           

5. Calculate, minmax PPP                                                                                                                                                               

6. Consider anchor location coordinates  4:14:1 ,  KK YX                                                                                                             

7. Compute, 3:1KW [consider Eq. (3.22)]                                                                                                                                                                 

8. Calculate,      KKpossumpossum XWXXPU                                      

9. Calculate,      KKpossumpossum YWYYPU                                                                                                 

10. Compute, 



A

K

KKsum WW
1

                                                                                  

11. Calculate,  
 

Ksum

possum

meanloc
W

YXPU
YXPU

,
,                                                                                                          
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                    Figure 3.16: CRU1 as a Detector Node                         Figure 3.17: Error in Location Estimation by CRU1 
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                         Figure 3.18: CRU2 as a Detector Node                  Figure 3.19: Error in Location Estimation by CRU2 
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                  Figure 3.20: CRU3 as a Detector Node                     Figure 3.21: Error in Location Estimation by CRU3 
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             Figure 3.22: CRU4 as a Detector Node                            Figure 3.23: Error in Location Estimation by CRU4 

 

The addition of Chebyshev filter minimizes the location estimation error. The percentage 

errors in location estimation without and with Chebyshev filter are shown graphically for 

CRU1 to CRU4 in the Fig. 3.17, Fig. 3.19, Fig 3.21 and Fig. 3.23 respectively within a 

common period of observation. It has been observed that the range of percentage error 

without filtration is (6.5–12) % and with Chebyshev filter the error percentage has come 

down to (2.4–5.6) %.  

Table 3.8: Estimated Mean Location Coordinates 

Observations PU Coordinates  meanmean YX ,  

1st  (21.2, 17) 

2nd  (88.6, 87.75) 

3rd  (41.4, 87.8) 

4th  (30.6, 11.9) 

5th  (44, 22.2) 

6th  (36.1, 71.7) 

7th  (15.7, 37.5) 

8th  (17.5, 51.7) 

9th  (62.5, 41.9) 

10th  (79.9, 80.1) 

 

Further to improve localization accuracy of mobile users, collaborative scheme has been 

adopted in this work. The localization estimation results after filtration of all the four CRUs 

are considered together and the mean location coordinates of the mobile PU are calculated 

for each observation. Table 3.8 represents the estimated mean location coordinates of a 



LOCALIZATION IN UNDERLAY COGNITIVE RADIO NETWORK III 
 

| 75 
 

mobile PU for each observation. Fig. 3.24 shows a comparative study of estimated mean 

location coordinates with the true location coordinates.   
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Figure 3.24: Estimated Mean Location Coordinates of Each Observation 
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         Figure 3.25: Error in Collaborative Location Estimation 
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Fig.3.25 shows the location estimation error after collaborative localization. It has been 

observed that the percentage error of collaborative estimation has come down to (1.3–1.62) 

% compared to (2.4–5.6) % location estimation error when each of the CRU performs 

localization individually. 
 

 

3.5    DISCUSSION  

This chapter has introduced a new analytical framework for RSSI based localization scheme 

to calculate the precise location coordinates of a fixed as well as a mobile PU in an underlay 

CRN. A localization hypothesis has been proposed to establish the RSSI based localization 

scheme. Subsequently, a mathematical model has been developed to optimize the system 

threshold for efficient PU localization. A well-known localization algorithm WCL, which 

considers only RSSI measurement at anchor nodes with known location information, has 

been applied to calculate the location coordinates of a fixed PU under different terrain 

conditions. It has been observed that RSSI measurement at the CRUs varies with different 

terrains for the same distance between the transmitter and the receiver. Therefore, a power 

law model has been considered with a correction factor to improve the accuracy of RSSI 

measurement under different terrain conditions. The precise location of a fixed PU has been 

calculated for all the given terrain conditions using the proposed power law model. However, 

localization of a mobile PU by a single CRU results in poor accuracy. Consequently, a range-

based collaborative localization scheme has been introduced in this work to overcome the 

limitations of a single user localization scheme. In order to calculate the optimum number of 

collaborative CRUs, a mapping algorithm based on Marcum-Q function has been applied. 

The graphical analysis reveals that the detection error rate is minimal when four to six users 

are considered jointly to perform the localization task. For simplicity, a group of four fixed 

collaborative users has been chosen for experimentation. A rectangular network zone            

 mm 100100  with the fixed CRUs placed at the four extremes of the lamina and a mobile 

PU inside the network zone have been considered as the simulation environment. However, 

several unpredictable factors such as random external noise effects as well as internal noise 

of the radio receiver affects reliable signal reception by the CRUs. Since external noise 

effects on radio communication are random and unavoidable, this chapter has focused on the 

mitigation of internal noise by modifying CR receiver circuit with the incorporation of a FIR 
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filter block after the demodulator stage. Three different filter types, namely, Rectangular, 

Chebyshev, and Hamming have been designed and tested using a programmable DSP kit. A 

comparative analysis among these three different filter types mentioned above has been done 

on the basis of their noise filtering performances. All the three filters have been tested at 1 

KHz frequency since the audio signal attains maximum power level at 1 KHz (approx.). An 

average of 1.7 dB improvement in the output SNR value over the corresponding input SNR 

has been observed with the Chebyshev filter. Also Hamming and Rectangular filters both 

have achieved a moderate improvement up to a maximum of 0.7 dB to 0.9 dB in the output 

SNR respectively. Though the performances of all the three designed filters degrade at higher 

noise level, the Chebyshev filter performance is better than the other two. Therefore, the 

Chebyshev filter has been selected as an optimum filter type to perform internal noise 

mitigation. Hereafter, the simulated variable SNR which has been obtained at each of the 

collaborative CRU due to the movement of mobile PU have been applied to the Chebyshev 

filter. The SNR obtained with and without Chebyshev filtering have been converted to RSSI 

voltage for location coordinates calculation at each of the collaborative CRU. The converted 

RSSI finally determine the precise location of the given mobile PU. The WCL algorithm has 

been applied to find out the location coordinates of the mobile PU with respect to each 

collaborative CRU. The collaborative CRUs share its location coordinates and signal strength 

information, which has been received from a mobile PU, with each other. The received 

information from the collaborative CRUs has been used to compute location coordinates of 

the mobile PU for ten observations. The graphical analysis reveals that the coordinates of a 

mobile PU, obtained after filtering is more accurate as compared to the coordinates, obtained 

before filtering with respect to each CRU. To enhance the localization accuracy, mean of all 

the location coordinates of the ten common observations has been computed. The range of 

localization error after the calculation of mean location coordinates collaboratively has come 

down to (1.3–1.62) % from the earlier (2.4–5.6) % error when each CRU localizes 

coordinates individually after filtering. Precise localization capabilities reduce the 

interference probability with PUs. It also reduces the miss detection and false detection 

probabilities in the network. Hence, the overall spectrum utilization efficiency improves. 
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4.1    INTRODUCTION  

The ever-increasing demand for radio resources poses new challenges for future wireless 

communication systems. The need for higher data rates is increasing as a result of the 

transition from voice-only communications to multimedia type applications. With the 

existing fixed spectrum assignment policy [1], it is very challenging to meet the demand for 

spectrum resources with the high data rate expected for future communication systems. 

However, the actual scenario points to under-utilization or partial-utilization of the pre-
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assigned radio frequency (RF) channels by different wireless applications. Duration of 

underutilization of an RF channel varies with time, frequency and location resulting in 

spectrum opportunities which can be availed of by other devices. Therefore, a dynamic or 

variable channel frequency allocation scheme is necessary to meet the demand for secondary 

wireless applications which, in turn improves spectrum utilization. Hence, the cognitive radio 

(CR) technology [7] based on dynamic spectrum allocation or sharing policy has emerged. 

The cognitive technology enabled cognitive radio users (CRUs) or secondary users (SUs) can 

access the available unoccupied or partially occupied spectrum resource opportunistically. 

However, if the channel cannot be selected reasonably, the secondary data transmission 

performance may suffer. The resource or channel selection schemes have been classified into 

four different types namely, auction model [186], learning model [187], optimization model 

[188] and prediction [189] model. The channel selection scheme, based on the auction model 

[186] takes PU as sellers, SU as buyers and idle channel as products. Since the behavior of 

PUs is very unpredictable and non-cooperative in a practical environment, the auction model 

cannot ensure the best spectrum selection. Moreover, delay involved in the auction process 

causes huge system overhead time. In the learning model [187], for proper channel selection, 

the short term historical state information of spectral occupancy and availability are 

combined with long term historical information. However, this model faces a challenge 

during channel selection in a heterogeneous network. The performance indices, namely 

system time, throughput, maximum channel utilization time, and minimum system delay are 

considered during the channel selection by the optimization method [188]. The channel 

selection scheme based on the single object optimization is simple. However, the selection 

becomes very challenging when the multi-objective optimization is applied. The prediction 

model [189], considers a specific channel model to analyze the activity of PUs through 

environmental sensing. The prediction model enabled users can pre-select and switch to the 

target channel through historical information statistics or some predictive technique. The 

prediction capability enhances the efficiency of secondary data transmission. However, if the 

delay involved in periodic detection is high, the effectiveness of the scheme decreases. Thus, 

the prediction model is suitable for systems where PU activities are regular. 

          From the earlier discussion, it is clear that a channel selection scheme requires a high 

degree of flexibility. The radio channel environment is not consistent due to propagation 
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losses, interferences, and environmental noises. Hence, to handle this inconsistency, some 

spectrum analysis technique is required to determine the characteristics of the selected 

channel. After detection and analysis, the spectrum allocation decision (or spectrum 

assignment) function selects the radio frequency (RF) channel with maximum signal to noise 

ratio (SNR) for reliable operation of the CR receivers. Hence, a busy time ratio (BTR) metric 

was introduced in [190] to select the channel by characterizing its quality. A novel graph-

theoretic matching algorithm has been proposed in [191] to solve the dynamic channel 

characteristics. On the other hand, the selection process, described in [192], uses the 

statistical information of the previous utilization pattern of the channels. It shows a 

considerably improved performance. In the underlay cognitive scenario, the interference 

probability with the PU signal is very high due to the simultaneous use of the same channel 

frequency. Therefore, to minimize interference probability a dynamic channel access strategy 

has been suggested in [193]. In [194], the utilization of multiuser channel quality information 

(CQI) has been introduced to allow underlay CRUs to access the licensed spectrum. A 

cooperative sensing method has been suggested in [195] to avoid collision between SUs and 

PUs.  

          A channel frequency selection scheme of the underlay cognitive radio networks 

(CRNs) has been suggested in this chapter. The channel frequency selection hypothesis has 

been proposed in subsection 4.2.1. A comparison between the predefined system 

threshold  ms / and the RSSI of the selected channel is done to determine whether the 

channel can be used in an underlay CRN. A hardware module for channel selection scheme 

has been designed and tested in section 4.3. The hardware testing results have been tabulated 

in subsection 4.3.3 to justify the proposed hypothesis. 

 

 

4.2    SELECTION PARAMETERS 

In CRNs, SUs are temporary visitors to the licensed spectrum. Therefore, SUs should vacate 

the occupied spectrum when the owner or PU resumes operation. The frequent spectrum 

handoff process causes huge overhead for the SUs. To decrease the secondary overhead, it is 

necessary to reduce the number of connection disruptions in a channel. Hence, this thesis 
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work has considered underlay cognitive communication system, in which SUs operate 

simultaneously with the PUs on the same licensed channel. However, the selection of 

licensed channels in underlay CRNs depends on various parameters. Based on the utilization 

patterns, the licensed bands have been classified into three categories namely black spaces, 

gray spaces, and white spaces. The black spaces mean that in the occupied spectrum band, 

the interference level is very high. The gray spaces represent low intensity interference. The 

white spaces indicate spectrum hole or interference free spectrum. Amongst the three 

classified spaces, grey spaces are used by the underlay CRUs. However, the selection of grey 

space spectrum band depends on the proper spectrum sensing technique. The spectrum 

sensing is one of the essential features of CR enabled devices to become aware of the 

parameters related to spectrum availability, access policies, and radio channel characteristics 

like transmit power and noise [1]. The dynamic spectrum access operation of CR depends on 

two main components namely, spectrum sensing policy and techniques [196]. The spectrum 

sensing policy decides when and which frequency band to access and it may be implemented 

either individually or collaboratively. On the other hand, sensing techniques define the 

selection process for the desired frequency band.  

          The sensing techniques have been classified into non-cooperative and cooperative 

schemes. In the non-cooperative scheme, SUs perform sensing operation individually to take 

a decision about the availability of RF channels. In the cooperative method, multiple SUs 

share their locally sensed information to obtain an accurate channel selection result [10] 

[197]. Based on the collected information, the controller (spectrum manager) of the 

centralized network can reduce the complexity of the SU terminals by allocating the 

available channels. One fundamental objective of the central controller is to prevent 

overlapped spectrum sharing among the SUs.  The next sub section describes the optimum 

channel selection hypothesis of Underlay CRN. 

 

4.2.1    Resource Selection Hypothesis  

The SUs learn about the radio environment to select the optimum channels for cognitive 

communication. Fig.4.1 shows the cognitive communication in underlay scenario. The 

transmitter of a SU sends a supervisory tone  tS on a licensed channel. In underlay scenario, 
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primary and secondary communication takes place on a common channel [198]. In this case, 

the primary signal   tPU has been considered as an interfering factor along with the link 

noise  lnP and system generated internal noise  inP . Hence, a hypothesis has been proposed 

to perform the selection operation efficiently. The SNR of the resultant signal,   tR  

received by the secondary receiver is defined as- 

 
  inPPtPU

tS
SNR




ln

                    (4.1) 

SNR of the received signal is compared with a predefined system threshold  ms /  to 

determine the quality of the selected channel. The test statistics has been classified into two 

categories: 

SNR of the received signal ms / 0: H  

SNR of the received signal ms / 1: H  

Therefore, hypothesis  0H  is true when the SNR of  tR is less than ms / . Otherwise, 

hypothesis  1H is true. 

                                                          

Figure 4.1: Underlay Cognitive Communication 

Therefore, a channel has been selected  1H when the SNR of the received signal   tR meets 

the predefined condition of the channel quality. So, the selected channel reliability has been 

tested only in the presence of noise. Hence, the knowledge of noise power level  inPP ln is 

essential to derive the reliability statistics for channel selection. But it is impossible to 
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measure the power level of random noise, separately. So, the receiver noise power is 

assumed to be known a priori in many channel selection methods. However, the noise power 

level may change over time, thus giving rise to the so-called noise uncertainty problem [57]. 

The noise uncertainty degrades the performance of the channel selection schemes. Therefore, 

controlling of interference is essential to achieve maximum performance level during channel 

selection in CRNs. The next subsection derives a relationship between the noise uncertainty 

factors and the received signal power. 

 

4.2.2    Interference Temperature Model  

Interference temperature is defined as a measure of the RF power available at a radio 

receiver. More specifically, it is the temperature equivalent (measured in Kelvin) of the RF 

power available at a receiving antenna per unit of bandwidth [199]. In 2003, the federal 

communication commission (FCC) defined the interference temperature as-  

 







 


KB

NI
Tint                     (4.2) 

In equation (4.2),  NI   is the total noise power consists of interference  I and 

noise  N generated by undesired transmitters and other noise sources, ''B  is the bandwidth 

and ''K  is the Boltzmann’s constant. Moreover, the interference temperature metric can be 

used to calculate the received interference power  intP  at the receiver, in watts [156]. 

 
 
KB

BfP
BfT c

c

,
, int

int              (4.3) 

In equation (4.3) the average interference power   BfP c ,int  and the corresponding absolute 

temperature   BfT c ,int are present in the center  cf of any frequency channel with a specific 

BW  B . Boltzmann's constant  K  defines a relationship between the absolute temperature 

and kinetic energy. However, interference and noise behave distinctly. Interference is more 

deterministic and independent of bandwidth, whereas noise is not. The objective of this 

research is to define a single metric that fully captures both the properties of noise and 

interference. From equation (4.3), intT  can be specified as a function of B  as- 
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The  fS represents power spectral density (PSD) [200] of the RF environment. For a given 

geographic area, the FCC specified an interference temperature limit  LT . This value would 

be a maximum amount of tolerable interference for a given frequency band in a particular 

location. Any unlicensed transmitter utilizing this band must guarantee that their 

transmissions together with the existing interference level must not exceed the interference 

temperature limit at a licensed receiver [201]. Therefore, optimization of transmission power 

of an unlicensed user is one of the important factors to control this interference. The SNR of 

the received signal can be used to determine the amount of energy required for any 

transmission. The interrelationship among interference temperature, BW, and received signal 

strength is a powerful factor during channel selection. It has been illustrated by- 

  
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       (4.5) 

In equation (4.5), lnP and inP represent the link noise and internal noise, respectively. The total 

noise power  NP can also be represented in terms of interference temperature  intT .  

       intKBTPN                           (4.6) 

The interference temperature  intT is caused by the presence of link noise and system 

generated internal noise. Therefore, intT  can be written as- 

 el TTT int                                 (4.7) 

In equation (4.7), lT  and eT are the unwanted interference temperature corresponding to the 

link noise and the internal noise temperature respectively. Therefore to establish 

ineterrealtionship between interference temperature and received siganl strength, the eqation 

(4.5) can be rewritten as-  
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 










el

r

TTKB

P
SNR                   (4.8) 

Hence, overall SNR degrades when interference temperature factors increase. The 

fundamental criterion for an optimum channel selection is that the signal power of the 

selected channel must be higher than the noise floor level. The minimum signal to noise ratio 

(SNR) for reliable data communication is recommended as 18 dB [173]. For example, if the 

noise floor peak is -85 dBm, the signal power should be a minimum of -67 dBm to achieve 

reliable data communication. However, together with the signal and noise power, the RSSI 

voltage indicates the SNR of a communications signal in CRNs. Hence, the RSSI 

measurements are playing an important role in radio resource management like cellular 

systems as it is used to monitor the signal and noise levels [202] together. Therefore, in this 

work RSSI corresponding to the received signal SNR has been used as the channel selection 

parameter in an underlay CRN. The next section has introduced the RSSI based channel 

selection scheme. 

 

 

4.3    OPTIMUM CHANNEL SELECTION SCHEME 

A channel selection scheme has been finalized by designing a suitable hardware circuit. The 

circuit has been tested and analyzed based on the comparison between the RSSI of the 

selected channel and the predefined system threshold. The Hill Climbing (HC) method has 

been introduced in the next subsection to maximize the bandwidth (BW) of the selected 

channel.   

 

4.3.1    Maximizing Channel Bandwidth using Hill Climbing Method 

Hill Climbing (HC) is a simple search and optimization algorithm for single objective 

functions. It is an iterative algorithm that starts with an arbitrary solution to a problem, then 

attempts to find a better solution by changing the previous selection incrementally. If a 

change produces a better solution, further incremental change is made to find a better 

solution than the previous one. Let’s consider a target function  xf , where '' x represents a 
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continuous or a discrete variable depending upon the problem domain. The optimization 

algorithm modifies '' x and determines whether the correction increases the value of  xf . Any 

modification that increases the value of  xf is accepted. The variable '' x is defined as ‘locally 

optimal’ [203]. The idea of beginning with a sub-optimal solution is compared to starting 

from the base of the hill by a randomly chosen track and finally reaching the top of the hill 

through the best track. The process is compared with the maximizing some solution. Another 

possibility for selection using HC algorithm is to start with the worst possible variable [204].  

          In numerical analysis, HC is a mathematical optimization technique [205] which 

belongs to the family of local search. Mathematically, the HC algorithm is used to maximize 

or minimize a given real function by choosing values from the available inputs. The relative 

simplicity of the HC algorithm makes it a popular choice amongst optimizing algorithms for 

CR technology. It can often produce a better result than other optimization algorithms when 

the amount of time available to perform a search is limited. In CR technology, HC algorithm 

is used as a heuristic search function. A heuristic search function is a function that will rank 

all the possible alternatives at any branching step in a search algorithm based on the available 

information. 

                                                                                                 

Figure 4.2: Hill-Climbing Optimization Algorithm [205] 

Fig.4.2 shows state space diagram. It is a graphical representation which establishes a 

relation between the states of the search algorithm and the value of objective function. In 

Fig.4.2, the local maximum is a state which is better than the neighbor states. This local state 

is better because the value of an objective function is higher than its neighbors. HC algorithm 
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is good for finding a local optimum, but it is not guaranteed to find the global optimum out of 

the search space.  This chapter has proposed an optimum channel selection scheme based on 

the principle of HC algorithm. In this scheme, after a random selection of channel BW as a 

solution, the system will try to find a better solution than the previous selection by increasing 

the BW with a step by step incremental process. During this process, if the signal to noise 

ratio (SNR) is poor for a given selection, compared to the previous one, the system will 

switch to another part of the spectrum randomly to continue the process. The process will 

continue until the cumulative BW is less than the allotted maximum channel BW. Once the 

channel BW is equal to the maximum frequency, the channel selection process will 

terminate.                                        

                                                                                               

                                                                                                                                                                                         

Figure 4.3: BW Selection as per Principle of Hill Climbing Algorithm 

Fig.4.3 shows a part of RF spectrum band that has been split into B numbers of narrow 

frequency bands of 1 MHz BW each. A narrow band can be selected randomly as per the 

principle of HC algorithm. Received signal strength indicator (RSSI), a dc voltage (output of 

the first IF processor IC) is linearly proportional to the signal power of selected channel 

frequency. The RSSI of the selected frequency band is compared with the predefined system 

threshold  ms / . The system threshold  ms /  has been chosen carefully to meet the 

requirement of minimum SNR for the reliable and consistent operation of CR receivers.  

Only when the RSSI of the selected channel frequency is greater than or equal to the 

predefined system threshold  ms / , the selection will be accepted and the selected channel 

frequency BW will be increased by 1MHz. The step by step BW increment will continue 

until the signal strength of the channel frequency is greater than or equal to the system 

threshold. Otherwise, some other portion of the frequency band will be selected randomly. 
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Fig.4.4 represents the operational flow of the proposed channel selection scheme for underlay 

cognitive communication.  

                                                                                                                                                 

Figure 4.4: Operational Flow Diagram of the Channel Selection Scheme 

 

4.3.2    Experimental Setup  

Fig.4.5 represents the hardware scheme of channel selection for underlay communication. A 

variable voltage source has been used to emulate the RSSI of the selected channel. A DC 

comparator has been used to compare RSSI voltage with the predefined reference voltage. 

The output of the comparator has been connected to a voltage translator. The translator gives 

either 0 volt or 5-volt output. When the input is 5-volt, microcontroller instructs phase lock 

loop (PLL) IC to lock the selected channel frequency and the voltage controlled oscillator 

(VCO) of PLL IC increase the VCO frequency by 1 MHz under controller control. However, 

when the input is 0 volt, random selection of another channel frequency is instructed.  
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Figure 4.5: Schematic Block of Channel Selection Scheme 

A frequency range of (200-400) MHz in the RF spectrum has been selected for the RSSI 

based channel selection scheme. The given spectrum band has been split into B number of 

narrow bands (refer Fig.4.3). After random selection of one sub-band out of the B bands, the 

quality of the selected channel frequency band is checked directly by comparison with the 

RSSI voltage, which has been obtained from the data sheet of the first IF processor IC SA 

636 [206] (details in Appendix B). When the RSSI value is higher than or equal to the 

corresponding system threshold  ms /  value, the controller instructs the phase lock loop 

(PLL) IC to increase the BW of selected frequency band. On the other hand, if the RSSI of 

the selected channel frequency is less than the desired system threshold  ms / , the system 

selects another 1 MHz band of B to continue the same process. The operational amplifier 

(CA 3160-details in Appendix B) has been used to compare the RSSI of the selected channel 

frequency with the predefined reference voltage  
refV  of 0.8 V (System Threshold) through 

the voltage translator. The output of the comparator (CA3160) has been connected to a port 

(P0.0) of the microcontroller (89C51). The output ports of the 89C51 have been connected 

with the M [8:0], N [1:0], and P_LOAD inputs of the PLL IC (NBC12429-details in 

Appendix B) [207]. M [8:0] pins are used to configure the PLL loop divider. M [8] is the 

MSB and M [0] is the LSB. N [1:0] pins are used to configure the output divider modules. 

P_LOAD pin loads the configuration latches with the contents of the input. The M [8:0] and 

N [1:0] ports are set first and then the P_LOAD is enabled by the microcontroller (89C51). 
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When the comparator output is high, controller changes 1 bit of M [8:0] to increase the 

frequency band by 1 MHz. The corresponding frequency is locked by the PLL within 20 ms 

[207]. The process will continue until the RSSI voltage value of the locked frequency band is 

greater or equal to the reference voltage. However, when the output of the comparator is low, 

the microcontroller gives a low state output. This causes the program to change M [8:0] in 

sequence, and the corresponding PLL output  outF  frequency is changed randomly within the 

range of (200-400) MHz. The frequency shift can be observed by a frequency domain 

instrument. In this work, the change in channel frequency was observed on the spectrum 

analyzer. Fig.4.6 shows the schematic diagram of the setup. 

 

                                                                                                                                                                                           

Figure 4.6: Experimental Setup of Channel Selection Scheme 

In Fig.4.6, equivalent RSSI voltage corresponding to selected channel has been applied as an 

input to the comparator (CA3160) with a reference threshold voltage  refV . When the RSSI 

voltage is greater than refV , the comparator output  outC  is 10V and when the RSSI value is 

less than refV , the comparator output  outC  is 0 V. Therefore, a voltage divider which is used 

to limit the comparator output  outC  within 5V, has been designed with  kR 11 and  kR 12 . 

The output of the voltage divider has been connected to the input port (P0.0) of a 

microcontroller (89C51). The microcontroller takes decisions about the selection or rejection 

of the selected channel frequency from the input voltage level (5V/0V). Thus, a given 

channel frequency band is selected automatically from the RSSI. The reference voltage  
refV  

which has been obtained from the datasheet of the IF-IC [206] represents the minimum signal 

strength for the reliable network operation. 
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4.3.3    Emulated Results of Channel Selection Scheme  

Fig.4.7 represents the laboratory setup of the experiment. 

                                  

Figure 4.7: Laboratory Setup of Experiment 

NBC12429, the general purpose PLL can be programmed for a frequency within 25 MHz 

and 400 MHz. The voltage-controlled oscillator (VCO) within the PLL operates over a 

frequency range of 200 MHz to 400 MHz. The output frequency  outF  of the PLL is 

represented mathematically [207] as- 

   NMFF XTALout  16                 (4.9) 

In equation (4.9), XTALF  is the frequency of the crystal, M is the loop divider modulus, 

and N is the output divider modulus. 16 MHz crystal frequency is used as reference. If M is 

selected arbitrarily, the PLL will be unable to achieve loop lock. To avoid this, the selection 

of M value is limited within the VCO frequency range 200 MHz ≤ fVCO ≤ 400 MHz. The 

PLL output frequency step depends on the selection of N. Table 4.1 shows PLL output 

frequency range variation for four combinations of output divider modules.  

Table 4.1: Programmable Output Divider Function [207]  

N1 N0 N 

Divider 
outF  Output Frequency 

Range (MHz) 
outF  Step 

0 0 1  M  200-400 1 MHz 

0 1 2  2M  100-200 500 KHz 

1 0 4  4M  50-100 250 KHz 

1 1 8  8M  25-50 125 KHz 
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Therefore, to get the desired PLL output  outF , M and N have been programmed properly. In 

this experiment, the division ratio of N [1:0] set as 1N . Therefore, equation (4.9) can be 

written as- 

 

   11616  M
out

F                                                                                                                                   

M
out

For ,            (4.10) 

 

Therefore, if M changes by 1, outF changes by 1 MHz. The test results have been tabulated in 

Table 4.2.  

 

Table 4.2: Emulated Results of Hardware Module 

refV  RSSI 

(Volt) 

Microcontroller Port  

P2.3 Connection 
M  

outF  

0.8 1.1 5V DC [011001011]    203MHz (Random) 

0.8 1.3 5V DC [011001100]  204 MHz (Increment) 

0.8 0.5 Ground [101000000]    320 MHz (Random) 

0.8 0.8 5V DC [101000001]  321 MHz (Increment) 

0.8 1.3 5V DC [101000010]  322 MHz (Increment) 

0.8 1.3 5V DC [101000011]  323 MHz (Increment) 

 

 

4.4    DISCUSSION  

A channel selection scheme for the underlay CRNs has been developed in this work. One of 

the fundamental design problems is how the underlay CRUs decides when and which 

licensed channel should be selected for communication. A channel selection hypothesis has 

been proposed to determine channel quality based on the strength of the received signal. 

Since the underlay CRUs use the partially occupied licensed spectrum band, the transmitted 

signal by the PU has been counted as an interfering factor along with the link noise and 

internal noise during the channel selection process. The ability to select the optimum licensed 

channel would minimize the interference probability with the PUs in an underlay network. It 

also improves the utilization efficiency of licensed spectrum. 
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5.1    INTRODUCTION 

The underlay cognitive radio users (CRUs) or secondary users (SUs) utilize the underutilized 

radio frequency spectrum dynamically and intelligently [208] without interfering with the 

licensed users or primary users (PUs). It is possible only when the SUs learn about the spec-

trum occupancy in real time [10]. After learning about the radio environment, SUs need to 

make appropriate decisions regarding the opportune moments for accessing the underutilized 
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parts of the channel spectrum. Therefore, the operational       activities of SUs depend on ef-

ficient spectrum sensing techniques as well as effective medium access control (MAC) pro-

tocols. In CRNs, MAC protocols are required to exploit the spectrum opportunities, manage 

the interference with PUs, and coordinate the spectrum access amongst SUs either in a fixed 

manner or using random access mechanisms [91-92]. Hence the execution strategies of the 

spectrum sensing techniques need to be scheduled by MAC protocols. However, the perfor-

mance of MAC protocols may suffer by the interference from the hidden terminals, sensing 

error, sensing delay, selection of common control channel, interference with PUs, and net-

work coordination problem [91]. Therefore, CR specific MAC protocol design is a critical 

issue to implement the underlay CRNs successfully.  

          The underlay CRUs are allowed to use licensed spectrum efficiently by keeping the 

resultant interference at the primary receiver below the predefined threshold [22].   An under-

lay CR MAC protocol is proposed in [132] to investigate the dynamic spectrum sharing prob-

lem among PUs and SUs. In [76], a scheme for the underlay CRUs has been introduced to 

minimize the interference with the PUs. On the other hand, a CDMA-based underlay CR sys-

tem [77] focuses on the increase transmit power of SUs to counter-balance the harmful inter-

ference. The collision with the hidden terminals degrades the received signal quality at the 

secondary receiver. A hidden node collision is also known as blind node collision which oc-

curs when two nodes in the network are not able to see each other and communicate with a 

shared visible node. In an underlay CRN, the primary transmitter has been considered as a 

hidden terminal. Therefore, during the cognitive data communication, hidden primary trans-

mitter can interfere with the transmitted data. The hidden terminal interference leads to cor-

rupted data reception which subsequently leads to unsuccessful data transmission. Therefore, 

the secondary transmitter reattempts to transmit undelivered data to complete data transmis-

sion successfully. The waiting time duration increases exponentially with each retransmis-

sion attempts. It leads to a very high system overhead time. In [67], a mathematical model 

based on queuing theory has been derived to quantify the impact of the hidden terminal prob-

lem. A ranging based communication method has been recommended in [209] to minimize 

interference with the hidden terminals. 

          In section 5.2, a receiver-initiated (RI) MAC protocol is proposed to minimize hidden 

terminal interference problem and end-to-end delay. In the RI MAC protocol, a secondary 
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receiver establish a communication link by sending locally sensed least noisy   carrier fre-

quency information over a command control frame. The receiver initiated channel selection 

scheme has minimized the collision probabilities with the hidden terminals. Since the back-

off waiting period due to the multiple failures in data transmission is not a factor at all, sys-

tem overhead time is less compared to conventional MACA or MACA-BI protocols. Simula-

tion results in subsection 5.2.3 are used to analyze the throughput and system efficiency in 

case of multiple retransmission attempts. However, the secondary transmissions may degrade 

the performance of a primary receiver due to the simultaneous usage of the same licensed 

spectrum. Therefore, to keep probability of interference level at the primary receiver within 

acceptable limit, optimization of secondary transmit power is necessary. In section 5.3, a 

transmitter-initiated (TI) MAC protocol with a flexible transmit power selection strategy is 

proposed to minimize the outage probability at the primary receiver. In this protocol, second-

ary transmitter initiates data transmission only after receiving channel quality information 

from the corresponding secondary receiver. Hence, a twin scan of the selected channel at 

both ends (secondary transmitter and receiver) has been proposed in this protocol to elimi-

nate hidden terminal interference during data communication.  A step-by-step transmit power 

adjustment concept has been established experimentally to maximize channel utilization and 

reliability for underlay CRNs. During this process, if the secondary transmit power reaches 

the limit to cause interference at the PU, then without wasting any time, SU opportunistically 

switches to another licensed channel to continue the secondary transmission. It not only im-

proves the system throughput and efficiency but also overcomes interference possibility with 

the PUs. 

 

 

5.2    OPPORTUNISTIC UNDERLAY NETWORK                                                                                           

Underlay CR brings the concept of a well regarded agile technology that allows concurrent 

opening up of the frequency bands to the users in a non-interfering mode. These radios 

should possess at least, minimum information about their surrounding non-cognitive users to 

make spectrum sharing possible. Exceeding the predefined tolerable interference limit may 

degrade the performance efficiency of the licensed users dramatically. 
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5.2.1    Channel Model 

Fig.5.1 shows a point to point underlay cognitive communication environment. Here, simul-

taneous operation of a primary (Licensed) and a secondary (Cognitive) user pair (Transmit-

ter  XT Receiver  XR ) is examined [198]. The licensed channel is open to SUs for their use 

to achieve higher spectral efficiencies. In Fig.5.1 primary and secondary users are indexed by 

suffixes p and s respectively. ssh , represents a link between secondary XT and 

ary XR and pph represents a link between primary XT and primary XR . The channel state infor-

mation (CSI) is obtained from the classic spectrum sensing techniques. The SU adjusts 

transmit power depending on the sensing outcomes. 

 

                                                             

Figure 5.1: Underlay Channel Model 

The channels are assumed to be AWGN (Additive White Gaussian Noise) type whose gains 

are random but constant during transmission. The corresponding input-output relation  
spY of 

the link  
sph between the secondary XT and primary XR is given by- 









 n

sp
X

sp
g

sp
Y     (5.1) 

In equation (5.1), spX and n represent secondary transmission on the channel link  
sph and 

path loss exponent respectively. The channel power gain  
spg of the link sph can be written as- 
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2

sp
h

sp
d

sp
g         (5.2) 

In the equation (5.2), spd represents the distance between secondary XT and 

ry XR and is the attenuation power-law exponent. Channel gains are modelled as Zero Mean 

Circular Symmetric Gaussian (ZMCSCG) random entries, so that )1,0(~ Nhsp
, a normal dis-

tribution with mean 0 and variance 1. Now, during the licensed communication between a 

primary XT and primary XR , channel power gain will be ppg . Hence the input output rela-

tion  
ppY  of the link pph can be written as- 

PUsp
Yn

pp
X

pp
g

pp
Y 








     (5.3) 

Where, PU is the predefined interference threshold limit at primary XR and ppX is the primary 

transmission on the channel link  
pph . The channel power gain  

ppg of the primary 

link  
pph can be obtained as per equation (5.2). The input output relation  ssY of the 

link  ssh between the secondary XT and the secondary XR  can be defined likewise.  

          The outage handling capacity of PU is defined as the maximum capacity that can be 

achieved over all the fading channels for a specified outage probability. In [210], based on 

the statistical CSI, primary outage probability has been considered as a new criterion to 

measure the QoS. It has been assumed that a PU transmits with constant power and rate, de-

noted by pP and pr respectively. When the secondary transmission is not present on this li-

censed channel, then the transmission outage probability  a [211] can be written as- 
















PUB

p
n

p
P

pp
g

r
P

a
      (5.4) 

Where,  rP denotes the probability of a given transmission rate pr . In the equation (5.4), 

pn is assumed to be an independent random variable of the AWGN channel with a normal 

distribution having zero mean and variance 0N .The channel bandwidth is represented by B . 

The ergodic channel capacity of a SU is investigated by Bala et al. [212] using soft sensing 

information of PU activity in a shared channel under joint peak transmit power and average 
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received interference power constraints. This capacity defines the maximum achievable rate 

averaged over all fading states. Therefore, if the SU transmission presents on the same li-

censed channel then the transmission outage probability 







p

 [211] can be written as- 









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





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PUB

p
n

s
P

sp
g

p
P

pp
g

r
P

p
    (5.5)                                                                                                                      

The transmit power of the SU is denoted by sP . Hence, to meet optimum SNR at primary XR , 

the transmission outage probability  
p always must be less than or equal to  a  i.e. 

pa
          (5.6) 

The next sub-section introduces basic MAC protocols for secondary data communication by 

maintaining maximum interference with the PU within a predefined limit. 

 

5.2.2    Basic Communication Protocols  

A medium access control (MAC) protocol [213-214] allocates available channel resources 

among the SUs to avoid collision with the PUs. Handshaking procedure is used before initiat-

ing any data transmission. It creates a physical link between the two parties [215]. Thus four 

cycles are required to complete successful data transmission with conventional MACA pro-

tocol [216]. In multiple access with collision avoidance (MACA) protocol, a second-

ary XT initiates communication by sending a command signal, known as request-to-send 

(RTS). If the recipient is in a condition to receive, it responds with the clear-to-send (CTS) 

command. After receiving confirmation from the secondary XR , data transmission begins on 

a selected channel by the secondary XT . 

          A receiver-initiated MACA-BI (By Invitation) protocol was proposed in [217] to min-

imize system overhead and transmission delay. In this protocol, a secondary XR initiates 

communication by sending the ready-to-receive (RTR) command frame. After the reception 

of the RTR command, secondary XT starts sending data on the locally selected channel. 

Communication session is over after receiving an acknowledgment (ACK) command from 

the corresponding secondary XR node.  
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However, in an underlay CRN, the secondary XT selects channel for data communication 

based on local sensing information. If the received signal strength at the secondary XR is less 

than the predefined system threshold  ms / then the received data can get corrupted. On re-

ception of corrupted data, the secondary XR does not respond to the secondary XT with ACK 

command. Therefore, secondary XT needs to retransmit the same data after a period of waiting 

time. This waiting time due to multiple retransmission attempts increases exponentially and 

results in huge overhead. It reduces overall system throughput and efficiency. Fig.5.2 and 

Fig.5.3 represent the retransmission timing sequence of the two conventional MAC proto-

cols, respectively.  

 

 

Figure 5.2: Data Transmission Scheme under MACA Protocol 

 

 

Figure 5.3: Data Transmission Scheme under MACA-BI Protocol 

The shortest inter frame space (SIFS_1, SIFS_2,....., SIFS_n) represents the system computa-

tion time  
comp for processing, comparison and response. The lengths of the RTS and CTS 

control frames are 20 and 15 bytes long respectively. The RTR frame length is 16 bytes long. 

A common control channel is used to exchange command control frames between transmitter 

and receiver. Fig.5.4 shows the structure of the command control frames. Both the RTS and 

RTR frames consist of 6 bytes of destination ID or receiver address and 6 bytes of source ID 
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or transmitter address. The CTS frame simply gets the transmitter address of the RTS frame 

and set it to receiver address of 6 bytes. The RTS frame also consists of the information 

about the total number of packets which will be transmitted after receiving the required ac-

knowledgment from the receiver unit. The CTS frame has the packet length information of 

two bytes. On the other hand, the RTR frame gives information about both the length and 

packet ID which the receiver wishes to receive from the corresponding secondary XT . 

 

                                                                 

(a)  Request-to-Send (RTS)                                                                                                                                                            

                                                                                                                                           

(b) Clear-to Send (CTS)                                                                                                                                                           

                                                                                      

(c) Ready-to-Receive (RTR)                                                                                                                             

Figure 5.4: Command Control Frame Structure                                                                                                

In a dense traffic condition, multiple collisions usually occur which may increase transmis-

sion delay exponentially. As a result, retransmission attempts for the same data packet de-

grade the overall system throughput and efficiency. Hence, a receiver-initiated (RI) MAC 

[83] protocol scheme has been proposed in the next section to minimize interference with the 

hidden terminals and maximize system efficiency. 
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5.3    RECEIVER-INITIATED (RI) MAC PROTOCOL 

Underlay Cognitive communication takes place on a licensed carrier frequency along with 

the PUs.  During the data communication, interference with the PU signal degrades the per-

formance of an underlay CRN. In the proposed scheme, the secondary XR initiates communi-

cation on the locally sensed, least noisy carrier frequency. In this protocol, data transmission 

completes within only three cycles for successful first attempt transmission. However, for 

each failure of data transmission, the receiver selects another channel frequency for retrans-

mission and initiate communication without waiting for retransmission attempt from the cor-

responding secondary XT on the previously selected licensed channel frequency. This is the 

fundamental difference from other conventional receiver initiated protocol such as MACA-

BI. Since the back-off waiting period is not a limiting factor in the proposed RI MAC proto-

col, system overhead time will be less compared to conventional MACA or MACA-BI pro-

tocols. 

 

5.3.1    Timing Sequence of Data Transmission Scheme 

The primary reason for implementing this technique is to minimize collisions with hidden 

terminals and improve data transmission efficiency. Therefore, to initiate communication, 

secondary XR sends carrier-to receive (CTR) command with a desired secondary XT address. 

CTR is a 21 bytes long control frame and contains preamble bits (for synchronization), con-

trol bits (source-destination information) and checksum bits. 

 

                                             

Figure 5.5: Carrier-to-Receive (CTR) Frame Structure 

Fig.5.5 shows the basic structure of the CTR command frame. It consists of frame control 

bits of two bytes, six bytes of a destination ID or a receiver address (RA), six bytes of a 

source ID or a transmitter address (TA), four bytes frame check sequence (FCS) and two 
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bytes of packet length information. The channel information (CI) of one byte will carry in-

formation about the suitable channel frequency. The corresponding secondary XT will respond 

with data transmission on the receiver selected carrier frequency. Fig.5.6 represents the flow 

of handshaking procedure between secondary XR and XT . 

          For the concurrent transmission along with a PU on a licensed channel, the failure 

probability during data transmission is very high. Hence, when the received signal strength of 

the transmitted data from the corresponding secondary XT is less than the predefined system 

threshold  ms / , the secondary XR cannot recover the original information from the received 

data sequence. This unrecovered data sequence has been termed as corrupted data. On the 

reception of corrupted data, secondary XR will instantly scan the available channels to select a 

different carrier frequency. Hereafter, without waiting for retransmission attempt from the 

corresponding secondary XT , secondary XR sends another CTR command frame with new car-

rier frequency information for data communication. 

 

                                                                                                                              

Figure 5.6: Operation Flow Diagram of the Proposed Protocol 
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The data transmission scheme has been classified into two binary hypotheses sdH and fdH cor-

responding to successful and failed data transmission. Fig.5.7 shows the successful data 

transmission scheme at first attempt under hypothesis sdH . Here, a secondary XT  transmits 

required data after receiving the CTR command from a secondary XR . On the reception of 

data successfully, secondary XR responds with the ACK command. Therefore, successful data 

transmission completes within three cycles. 

:sdH Signal Strength of the Received Data ms /  

 

                                                 

Figure 5.7: Scheme of Data Transfer under Hypothesis sdH  

However, the possibility of interference with the PU leads to high failure probability in sec-

ondary data transmission. Unsuccessful or failed data transmission scheme at first attempt 

has been shown in Fig.5.8 under hypothesis fdH . Failure probability occurs when the re-

ceived data signal strength is less than the predefined required system threshold  ms / . In this 

hypothesis, if corrupted data is received, then the receiver resends the CTR command. There-

fore, transmitter reattempts to send the undelivered data on a different channel frequency se-

lected by the receiver. The retransmission attempts may fail again, but it eliminates exponen-

tial back-off waiting time in data communication. 

:fdH Signal Strength of the Received Data ms /  

               

Figure 5.8: Scheme of Data Transfer under Hypothesis fdH  
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5.3.2    System Throughput and Efficiency 

                                                 

Figure 5.9: Data Transmission Scheme using RI MAC Protocol 

Fig.5.9 shows a data transmission scheme for a network of three cognitive transceiver nodes. 

Here, the distance between node ‘A’ and ‘B’ is 500 meters whereas the distance between the 

node ‘B’ and ‘C’ is 200 meters. The receiver node ‘B’ initiates communication by generating 

CTR command with the address of node ‘A’. Since both the nodes (‘A’ and ‘C’) receive car-

rier information simultaneously, only the node ‘A’ responds by sending data packets. 

          In this scheme, the sender  XT starts sending data packets whenever it receives CTR 

command from any receiver. Here, a dedicated control channel has been assigned to ex-

change overhead command control frames  
cfO at a fixed transmission rate  controlR . There-

fore, the transmission time  TC  of the control command with reliable channel selection and 

processing time can be calculated as-  

control
R

cf
Oi

comp
i

TC

















        (5.7)                                                                                                              

The minimum receiver computational time for scanning, comparison, and selection of relia-

ble channel frequency is represented as comp . In equation (5.7), ''i is the positive integer that 

represents the number of retransmissions of CTR frame. In the worst case scenario, system 

computation time  
comp  calculation depends on PLL locking time (20ms) [207], RSSI gener-

ation time by the IF processor IC SA 636 (10 ms) [206] and the program execution time. In 

this scheme, 16 MHz clock (duration of 60ns) has been considered. After the reception of 

CTR command, the transmitter changes channel frequency as per CI sent from the receiver. 

Hence the total data transmission time  TD between XX RT  can be calculated as- 



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


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
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


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


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In the above equation, first term represents the time to forward all the bits on the link. Here, 

S is the combination of {control bits + data frame (M) bits} and represents the uniform data 

transmission rate. To evaluate the maximum data rate over a given communication link or 

channel, Claude E. Shannon's Equation [218] for channel capacity   









N

S
BC 1log2 has 

been considered. The channel capacity (C) is related to the channel bandwidth and signal to 

noise ratio (SNR). Effective data rate    is given by- .
100

C


 The transmission efficien-

cy   is evaluated as- 

 %100          (5.9) 

Second and third terms in equation (5.8) denote propagation delay time  PT and channel pro-

cessing time  tT respectively.  

          The system throughput  sTh is measured either in bits per second (bps) or in packets 

per second (pps) and is defined as the rate at which packets or bits are successfully deliverer 

over a selected channel. Hence, sTh can be computed as- 
















TD

S

s
Th


    (5.10) 

In equation (5.10), S and TD represent total data (control bits + message bits) and transmis-

sion time respectively.  

 

5.3.3    System Performance Analysis 

A comparative study has been done among RI MAC protocol and conventional MACA and 

MACA-BI protocols to analyse the performance of an underlay CRN. The transmit power of 

the SU has been set at 0.01 mW for network simulation. Gains and heights of the secondary 

transmitter/receiver antenna have been programmed as 1 and 0.1meter respectively. The dis-

tance between a secondary XT  and the corresponding secondary XR has been maintained at 

500 meters along with the fixed data packet size of 100 bytes and slot duration of 10 ms.  

          To conduct experiment, channels of the industrial scientific and medical (ISM) band 

have been considered for secondary data communication. Based on the six numbers of re-
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transmission attempts, the performance of various parameters like overhead time, throughput 

and system efficiency have been plotted. The proposed scheme switches channel frequency 

among the different channels of ISM band to support six retransmission attempts as shown in 

Table 5.1. 

Table 5.1: Channel Frequency for Multiple Retransmission Attempts 

Attempts Channel Frequency 

First 2.454 GHz 

Second 2.4 GHz 

Third 2.484 GHz 

Fourth 2.424 GHz 

Fifth 2.454 GHz 

Sixth 2.4 GHz 

 

In Fig.5.10, variations of overhead time with the number of attempts have been plotted for 

three different MAC protocols. The link establishment time for successful data transmission 

is equivalent to the overhead time of the system. The overhead time increases exponentially 

for MACA or MACA-BI protocol. However, MACA-BI protocol performs slightly better 

than the MACA protocol. On the contrary, the system overhead time in the RI MAC protocol 

is very low and nearly constant for multiple retransmission attempts.  

  

First Second Third Fourth Fifth Sixth

0

2

4

6

8

10

12

14

16

18

 
 

O
v

er
h

ea
d

-T
im

e 
(S

ec
o

n
d

s)

Number of Retransmission Attempts

 MACA Protocol

 MACA-BI Protocol

 RI MAC Protocol

                                                                 

Figure 5.10: Variation of Overhead Time with the Number of Attempts           

Fig.5.11 depicts the system throughput  sTh variation in a situation of multiple retransmis-

sions with transmission range of 500 meters and 100 bytes packet length. With the MACA-

https://www.powerthesaurus.org/on_the_contrary/synonyms
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BI protocol, the system has achieved the maximum throughput compared to other MAC   

protocols at the first attempt as it completes the successful data transmission with minimum 

number of three cycles. But after the failure in data transmission at the first attempt, through-

put falls sharply. On the contrary, even for multiple retransmission attempts, relatively high 

and stable throughput is achieved with the RI MAC protocol. The system throughput perfor-

mance with the MACA and MACA-BI protocol is very poor due to generation of huge over-

head time before each retransmission attempts as shown in Fig. 5.11.   
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Figure 5.11: Throughput Performance with the Number of Attempts            
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Figure 5.12: System Efficiency with Time 
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Fig.5.12 shows the system efficiency    for a given period of observation during data com-

munication. A comparative study has been undertaken among the conventional MAC proto-

cols and RI MAC protocol. It is observed that the minimum system efficiency with RI MAC 

protocol is 43.4%. On the other hand, for MACA and MACA-BI, the system efficiency can 

go down to 18% and 22% respectively. Moreover, the average system efficiency of RI MAC 

protocol is higher than those of the MACA and MACA-BI protocols. Hence, the proposed 

MAC protocol is definitely much more efficient for underlay cognitive communication sys-

tem. In the next subsection, performance of RI MAC protocol has been compared with the 

opportunistic matched filter-based (OMF) MAC protocol [228]. 

 

5.3.4     A Comparative Study   

                                                                                                                                                             

OMF-MAC protocol [228] uses a distributed coordination function (DCF) based contention 

process. The OMF MAC protocol distinguishes between the primary and secondary signals 

by applying short sensing intervals. When a signal transmitted by a primary user (PU) is de-

tected on the channel by secondary users (SUs), all SUs must remain silent until the channel 

becomes free again. The silent period increases the time delay in data transmission and re-

duces secondary system efficiency. Additionally, the back off waiting period causes a delay 

if interference occurs during connection establishment or data transfer. Hence, cognitive ra-

dio network operation will be affected if the OMF MAC protocol is used.  

          In the proposed scheme, the secondary receiver initiates communication on the locally 

sensed, least noisy carrier frequency. In the RI MAC protocol, data transmission completes 

within only three cycles if the first attempt transmission is successful.  However, for each 

failure of data transmission, the receiver selects another channel frequency for retransmission 

and initiates data transmission without waiting for a retransmission attempt from the corre-

sponding secondary transmitter on the previously selected licensed channel frequency where 

transmission failed. This is the fundamental difference from the OMF MAC protocol. The 

receiver initiated channel selection scheme has minimized the collision probabilities with the 

hidden terminals. Since the back-off waiting period due to multiple failures in data transmis-

sion is not a factor at all, system overhead time is less compared to the OMF MAC protocol. 
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The channels of the ISM band have been considered for secondary data communication to 

analyze performance comparison between RI MAC and OMF MAC protocol. The overhead 

time and overall system efficiency have been plotted. The RI MAC protocol switches chan-

nel frequency among the different channels of the ISM band to support six retransmission 

attempts as shown in Table 5.1. The simulation parameters represent in Table 5.2. 

Table 5.2: Simulation Parameters 
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Figure 5.13: System Overhead Time during Data Transmission 

Fig.5.13 and Fig.5.14 show the variations of overhead time with the number of attempts and 

the system efficiency   for a given period of observation for the two protocols under com-

parison. The overhead time increases exponentially for the OMF MAC protocol because, af-

ter every silent period, a secondary receiver needs to establish a link to initiate data transmis-

sion on the same channel. On the contrary, the system overhead time in the RI MAC protocol 

is nearly constant after multiple retransmission attempts. This is due to the initiation of the 

channel switching process after each failure in data transmission. The channel switching 

Parameters Value 

Fixed Data Packet Size 100 bytes 

Slot Duration 10 ms 

Distance Between Secondary XT and XR  500 meter 

Secondary Transmit Power 0.01 mW 

Secondary Antenna Height 0.1 meter 

Gain 1 
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scheme eliminates silent period and link establishment time. The comparative study also 

shows that system efficiency over time varies from 71.2% to 43.4% for the RI MAC proto-

col. However, system efficiency goes down to 23.8% for the OMF MAC protocol. Hence, 

the proposed RI MAC protocol is much more efficient for the underlay cognitive communi-

cation system. 
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Figure 5.14: Overall System Efficiency 

 

However, as per the proposed RI MAC protocol, it may so happen that the intended transmit-

ter is already busy when it receives the CTR command from any receiver. Hence, the initiat-

ing receiver will switch to back-off waiting mode until the corresponding transmitter re-

sponds with the expected data. It may also be possible that the transmitter does not wish to 

communicate with the initiating receiver. Therefore, retransmission attempts of the CTR 

command after a period of waiting time may lead to huge overhead data. On the other hand, 

the primary criterion of underlay communication is the simultaneous usage of licensed spec-

trum by primary and secondary users. But, in RI MAC protocol, on each reception of cor-

rupted data, the receiver retransmits the CTR command with a different channel frequency 

switching request. This is not the efficient utilization of radio spectrum from CR perspective. 

Therefore, to overcome the drawbacks of the RI MAC protocol a transmitter-initiated (TI) 

MAC [85] protocol has been proposed in the next section. In an underlay CRN, the foremost 
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objective is to keep the outage probability at primary XR within a predefined limit. Hence, a 

flexible transmit power selection scheme for secondary XT has been introduced in the TI 

MAC [85] protocol to minimize the outage probability of primary XR . A twin channel sens-

ing strategy at both ends of the corresponding SUs has also been adopted to minimize hidden 

terminal interference. 

 

 

5.4    TRANSMITTER-INITIATED (TI) MAC PROTOCOL  

A TI MAC [85] protocol is proposed to improve secondary data transmission efficiency. In 

this approach, transmit power level selection at secondary XT depends on the received SNR or 

RSSI level of the selected channel from the secondary XR . 

 

5.4.1    Optimum Transmit Power Adaptation 

The optimum transmit power control policies that maximize the achievable rates of underlay 

CR systems with an arbitrary input distributions under average transmit power and interfer-

ence power constraints have been developed by Ozcan et al.[155]. Therefore, to satisfy the 

PU outage constraint given by equation (5.6), the secondary transmit power constraint has 

been considered. It has been categorized into two general types – (a) Flexible Transmit Pow-

er Constraint (b) Peak Transmit Power Constraint. 

          In the TI MAC protocol, the flexible transmit power constraint which depends on the 

outcome of the sensing result has been adopted. Hence, based on the CSI of the selected li-

censed channel, optimum transmit power level has been selected by keeping primary inter-

ference within the maximum limit. The selection has shown by equation (5.11). 

PUsp
g

s
PE ][       (5.11) 

In equation (5.11), sP denotes the secondary transmit power and spg is the channel power gain 

(refer Fig.5.1) and












 


sp

sppp

PU
Y

YY
 defines interference limiting factor or SNIR (Signal 
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to Noise and Interference Ratio) at primary XR due to transmission by the secondary XT on the 

same channel. Therefore, in the TI MAC protocol during the secondary transmit power selec-

tion, the equation (5.11) has been modified as- 

pk
P

flxs
PE ]

_
[      (5.12) 

In the above equation  E denotes the expected secondary flexible transmit power level 

and pkP  is the peak transmit power which ensures the maximum allowable secondary inter-

ference (SI) at Primary XR . On the other hand, the secondary XR receives signal on a channel 

selected by the secondary XT . The received signal power at secondary XR is flxsPh _

2
, 

where h = a , represents the propagation loss between secondary XT and XR . The probability 

of error due to high noise factor is                                            

  SNRe
SNR

a
r

PeP

1

1
1











         (5.13) 

Therefore, in the next subsection a data transmission scheme based on TI MAC protocol has 

been introduced. 

 

5.4.2    Scheme of Data Transmission  

In this scheme, the secondary XT initiate communication by sending locally sensed least noisy 

carrier frequency information for the secondary XR . The secondary XR , in turn, checks and 

responds with the SNR of the selected carrier frequency. The data transmission starts on a 

channel selected by the secondary XT , only after receiving the channel quality information 

from the secondary XR end as well.   

          Therefore, two hypotheses  
smfpsffp HH __ ,  have been proposed to implement a data 

transmission scheme. The hypothesis
sffpH _

is true, only when successful data transmission is 

completed in the first attempt. Otherwise, hypothesis
smfpH _

occurs, when more than one 

attempt are required to transmit same data successfully with the flexible selection of transmit 

power for each retransmission attempts.  
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Fig.5.15 shows the data transmission scheme of
sffpH _

hypothesis. 

                                              

Figure 5.15: Data Transfer Scheme for SUs under Hypothesis
sffpH _

 

In this scheme, after performing local sensing operation, the secondary XT sends a channel 

switching request to a secondary XR using request-to-carrier-switch (RCS) control command. 

On the reception of the RCS command, a supervisory tone is used by the secondary XR to de-

termine the SNR of the switched channel frequency. The signal strength information of the 

switched channel is sent back to the corresponding secondary XT by using the switched carrier 

strength information (SCSI) command. Hereafter, to initiate data transmission, a flexible 

transmit power is selected based on the received signal strength information from the corre-

sponding secondary XR . Fig.5.16 has shown the frame structures of the RCS and SCSI com-

mand. The RCS frame consists of the channel frequency information (CFI) of one 1 byte. On 

the other hand SCSI frame contains channel quality information (CQI) of one byte. Both the 

frames also allot 6 bytes of destination ID or transmitter address and 6 bytes of source ID or 

receiver address. The number of packets information of two bytes and packet length infor-

mation of two bytes are also present in the RCS and SCSI frame structures respectively.  
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(a) Request-to-Carrier Switch (RCS) 

                                            
(b) Switched Carrier Strength Information (SCSI) 

Figure 5.16: Structure of Command Control Frame 

Hence, the data is transmitted only after the selections of optimum transmit power. If the sig-

nal strength of the received data is less than the predefined system threshold  ms / , then in-

stead of waiting for retransmission attempt from the corresponding secondary XT , the sec-

ondary XR sends step-up transmit power (SUTP) command. The SUTP command frame 

structure has been shown in Fig.5.17. This frame consists of one byte of frame control bits, 

six bytes of source ID or receiver address (RA) and 6 bytes of destination ID or transmitter 

address (TA). The transmit power level step-up instruction contains one byte information. 

This step-up instruction has been used to control the flexible transmit power of the second-

ary XT . 

                                                      

Figure 5.17: Step-Up Transmit Power (SUTP) Frame Structure 

Whenever the secondary XT receives the power level increment command from the corre-

sponding secondary XR , it increases the transmit power level and re-transmits the same data 

sequence. The process will continue until the transmitted data satisfies the receiver require-

ment. Fig.5.18 shows the data transmission scheme under hypothesis
smfpH _

. As per the de-

fined algorithm in the next section, transmit power is increased step by step towards peak 
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transmit power till ‘ACK’ is received. However, even after reaching the peak transmit pow-

er  pkP , if the received signal strength is less than the system threshold, a different channel 

frequency is selected by the secondary XT for data communication. The complete process is 

repeated until data has been transmitted successfully. 

 

Figure 5.18: Data Transmission Scheme for SUs under Hypothesis
smfpH _

 

A comparative analysis between the RI and TI MAC protocols in terms of system throughput 

and efficiency has been undertaken in the next subsection. 

 

5.4.3    Comparative Analysis of Proposed MAC Protocols 

In this section, a comparative study has been done between RI MAC and TI MAC protocols. 

The simulation parameters have been considered as per previous simulation parameters (refer 

5.2.3) to execute this comparative task. The mathematical model which is derived in section 

5.2.2 has been considered to calculate system efficiency and throughput for both the pro-

posed MAC protocols. 

          A plot of number of retransmission attempts vs overhead time is depicted in Fig.5.19 

which shows the linearly increasing overhead time of RI MAC protocol compared to almost 

flat variation for TI MAC protocol after considering multiple retransmission attempts. In the 

TI MAC protocol, the maximum number of cycles which are required to complete successful 

data transmission is greater than the RI MAC protocol. However, in the RI MAC protocol, 

different channel selection times are required after each failure in data transmission. This 

channel selection is not required with the TI MAC protocol after each failure in transmission. 

Therefore, with the TI MAC protocol, system requires less overhead time even after multiple 

retransmissions. 
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Figure 5.19: Overhead-Time Variation with the Number of Attempts 

 

The system throughput variation for multiple retransmission attempts has been plotted in 

Fig.5.20. The requirement of less number of cycles and minimum overhead data to complete 

data transfer gives better throughput performance with RI MAC protocol as compared to the 

TI MAC protocol after the first attempt successful transmission. However, after multiple re-

transmission attempts, the system throughput falls almost linearly for the RI MAC protocol. 

On the other hand, TI MAC protocol gives better throughput performance compared to RI 

MAC protocol in the same condition. 

          Fig.5.21 shows the system efficiency for a given period of observations. The secondary 

system has achieved better efficiency with the TI MAC protocol than with the RI MAC pro-

tocol.                                                                                                                                
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Figure 5.20: Throughput Performance Variation with the Number of Attempts 
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Figure 5.21: System Efficiency Variation with the Period of Observations 

The next section presents an optimum transmit power selection concept which has been test-

ed with a designed power control circuit. 

 

5.5    FLEXIBLE TRANSMIT POWER SELECTION STRATEGY  

The precise transmit power selection is very crucial in an underlay CRN to avoid interference 

with licensed users (primary XR ). Therefore, a flexible transmit power selection scheme is 

proposed in this section. A power control circuit has been designed to implement the flexible 

selection procedure.  

 

5.5.1    Optimum Power Selection  

The received signal quality at the secondary XR is expressed in terms of SNR and is measure-

able by the RSSI voltage. The fundamental criterion of an underlay CRN is to allow the SUs 

to operate on licensed spectrum without degrading the receiver performance of PUs. There-

fore, selection of an optimum secondary transmit power level is essential for the SUs so as 

not to cause unacceptable interference at the PUs. Here, SNR is used as a reference to select 

the transmit power level for the SUs. The selection starts at a power level corresponding to a 

SNR level, which is 3dB lower than the SNR value sensed at the corresponding second-

ary XR end on the selected channel. Hereafter, secondary transmit power level is increased in 
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steps based on the command instructions received from the corresponding secondary XR . 

Secondary XT sets transmit power, as per the condition defined in equation (5.14).  

pk
P

xp
T

jflxs
P

pk
PdB

jxp
T

flxs
P







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






 _

3
_

    (5.14) 

In the equation (5.14),  
jxpT represents the required power level to attain the desired signal 

strength at the secondary XR and '' j is positive binary integer  11110000  j which is used 

as an index to different power level ranges illustrated in Table 5.3. The data transmission 

starts at a power level, which is 3dB below the level required to attain the threshold on the 

selected channel at the corresponding secondary XR . However, on the reception of corrupted 

data due to poor signal strength the corresponding secondary XR responds with SUTP com-

mand instruction. The transmit power increases in steps of 0.5dB till it reaches the maximum 

limit  
pkP .Therefore,    iKdBTT

jxpxp  3 , where ''K = 0.5dB and '' i is the number of re-

transmission step.  Algorithm.5.1 has been used to execute the flexible secondary transmit 

power selection scheme. 

 

Secondary Transmit Power Selection Algorithm.5.1 

 

 

 

 

       

 

 

           

 

1. RCS command is sent to the corresponding secondary XR . 

2. From the secondary XR end, SCSI command has been generated after perform-

ing SNR measurement on the switched channel frequency. 

3. The secondary XT initiate data transmission on flexible selected transmit power 

using eq. (5.14). 

4. When received signal strength ms / , SUTP command has been generated. 

5. Otherwise, ACK command has been sent by the secondary XR . 

6. On the reception of SUTP command secondary XT increase the transmit power 

to the next level and retransmit the same undelivered data. 
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Table 5.3: Flexible Power Steps                                            Table 5.4: SNR Corresponding to Binary Code 

Binary Code Range of Transmit 

Power Level (mW) 
        Binary SNR Range (dB) 

  0000 3.19-3.89  0000 5.051-5.9 

0001 4.0-4.79   0001 6.021-6.8 

0010 4.8-5.62 0010 6.81-7.5 

0011 5.63-6.15 0011 7.51-7.89 

0100 6.17-7.9 0100 7.9-8.974 

0101 7.9-10 0101 8.975-10 

0110 10.23-12.59 0110 10.1-11 

0111 12.6-15.42 0111 11.004-11.881 

1000 15.80-19.5 1000 11.987-12.9 

1001 20-24.94 1001 13.01-13.97 

1010 25-31.6 1010 13.979-14.994 

1011 31.62-39.81 1011 15-16 

1100 39.90-50.04 1100 16.01-16.994 

1101 50.11-63.09 1101 17-18 

1110 64.6-85.11 1110 18.1-19.3 

1111 85.31-100 1111 19.31-20 

 

Table 5.4 shows the mapping of binary codes with the receiver performance (in terms of 

SNR) on any channel (assumed) selected by the secondary XT . As per the channel SNR, the 

binary code will be sent to the secondary XT using the proposed transmit power step up com-

mand.  

           The flexible secondary transmit power selection scheme has been implemented by de-

signing a power control unit in the next subsection.  

 

5.5.2    Power Control Unit 

Fig.5.22 shows the hardware set-up for checking the flexible transmit power scheme. The 

RSSI voltage, which is directly proportional to the SNR, is available from the IF processor 

IC (SA 639) datasheet. This voltage has been used as a test input in the experiment.  

          In this circuit, the analog DC output of SA 639 has been digitized with the help of the 

4-bit analog-to-digital converter (ADC 0804, details in Appendix C). The ADC outputs con-

nect with a controller 89C51. This controller is pre-loaded with a look-up table (refer Table 

5.3) of all the binary combinations corresponding to the range of possible RF power levels. 

The selection of the RF power level depends on the input RSSI value. 
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                                  Figure 5.22: Power Control Hardware Module 

The objective of this present scheme is to control the biasing voltage of the power amplifier 

stage rather than controlling the driver stage. Here, the RSSI voltage, after ADC conversion, 

is compared with the pre-programmed matching binary values in the controller. If the RSSI 

voltage is lower than the given network threshold, the secondary XR executes the RF power 

step-up decision with the help of Table 5.3. This power control table has been programmed 

with the required 4-bit binary data within (0000-1111). Each of the binary entry corresponds 

to a range of transmit power level. The binary pattern corresponding to the desired transmit 

power level is applied to a voltage monitoring unit (IC UC1910). The DC control voltage 

from IC UC1910 (details in Appendix C) is used to control the DC-to-DC converter 

MAX8506 (details in Appendix C). The output of MAX8506 controls the biasing voltage of 

the RF power amplifier. The variation of the biasing voltage with respect to input reference 

voltage has been tabulated in Table 5.5. 
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Table 5.5: Variable Biasing Voltage to Control Transmit Power 

 Input Reference Voltage 

(UC1910 Output) 

Biasing Voltage (MAX8506 

Output) 

Approximate Transmit power 

level 

3.5 Volts 0.75 Volts 3.19-3.89 

3.4 Volts 0.80 Volts 4.0-4.79 
3.3 Volts 0.86 Volts 4.8-5.62 
3.2 Volts 0.90 Volts 5.63-6.15 
3.1 Volts 0.98 Volts 6.17-7.9 
3.0 Volts 1.1 Volts 7.9-10 
2.9 Volts 1.2 Volts 10.23-12.59 
2.8 Volts 1.5 Volts 12.6-15.42 
2.7 Volts 1.8 Volts 15.80-19.5 
2.6 Volts 2.0 Volts 20-24.94 
2.5 Volts 2.1 Volts 25-31.6 
2.4 Volts 2.3 Volts 31.62-39.81 
2.3 Volts 2.5 Volts 39.90-50.04 
2.2 Volts 2.8 Volts 50.11-63.09 
2.1 Volts 3.0 Volts 64.6-85.11 
2.0 Volts 3.4 Volts 85.31-100 

 

In the TI MAC protocol, the secondary XR forwards the SUTP command frame to the corre-

sponding secondary XT  when received data has been corrupted due to poor signal strength. 

On the reception of SUTP command, corresponding transmitter increase the transmit power 

level by one step and retransmit the previously transmitted data. The SNR for the corre-

sponding transmit power level is also stored in the transmitter controller. Table 5.3 and Table 

5.4 represents the flexible transmit power levels corresponding to variable SNR range. This 

proposed scheme maintains optimum transmit power level to minimize distortion at the PUs 

due to secondary interference.  The Table 5.6 shows the selection of flexible transmit power 

level as per equation (5.14) for measured SNR at the secondary XR  end before initiating data 

transmission.    

Table 5.6: Transmit Power Variation Corresponding to the SNR at the Receiver End 

CSI at the Receiver End 

SNR (dB) 

Corresponding Transmit Power 

Level (mW) 

Corresponding Binary 

Code 
13.5 11.22 0110 

11 6.30 0100 

17.3 26.92 1010 

18 31.62 1011 

18.5 35.48 1011 

8 3.16 0000 

15 15.89 1000 
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Fig.5.23 shows the step by step, transmit power increment process up to the maximum limit. 

This limit has been set by the SNR of the switched channel frequency at the 

secondary XR end. Hence, it has been observed that whenever maximum limit of transmit 

power is reached, the secondary XT switches to another channel frequency. This process 

continues till the optimum solution is achieved.  
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                     Figure 5.23: Transmit Power Increment till the Maximum Interfering Limit 

In the next subsection, primary outage probability due to secondary transmission in underlay 

cognitive scenario has been emulated and analysed graphically. 

 

5.5.3    Performance Analysis with Flexible Transmit Power  

Here, the unlicensed channel in ISM band is considered for data communication between 

primary and secondary node pairs concurrently. The primary transmit power has been varied 

from 0.03mW to 0.09mW to observe the variation in secondary transmit power adaptability 

by maintaining the minimum level of interference at primary XR . Distance among nodes 

(Secondary XX RT  and Primary XX RT  ) has been kept at 5 meters. Table 5.7 has listed the 

important parameters for network simulation. 
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Table 5.7: Simulation Parameters 

Parameters Value 

Available Channel frequency 

2.4 GHz, 2.432 GHz, 

2.454 GHz, 2.481 GHz 

Distance Among Nodes 5 meter 

Separation Distance between 

Primary XR  and Secondary XT  10 meter 

Tx-Rx Antenna Height (Second-

ary-Primary Unit) 0.1 meter 

Gain 1 

Primary Transmit Power 0.03mW to 0.09mW 

 

Fig.5.24 shows the variations of primary outage probability with the flexible transmit power 

level of the secondary XT . For the three different primary transmit power levels, outage prob-

ability of the primary receiver has been observed. Therefore, the precise selection of second-

ary transmit power is very important in an underlay CRN to keep outage probability within 

the predefined maximum limit.  
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Figure 5.24: Outage Probability of PUs with the Flexible Transmit Power  

Fig.5.25 shows, a linear increment of secondary channel capacity with increment of the inter-

ference threshold limit of the primary XR . However, simulated channel capacity is less than 

the theoretical channel capacity. It happens since, in CR communication, the presence of link 

noise and circuit generated internal noise reduces the received signal SNR. It has been ob-
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served that higher is the value of secondary transmit power, higher is the outage probability 

of primary XR . It results in lower channel capacity of SUs. Therefore, channel capacity in-

creases if the interference threshold limit in the primary XR is high. 

 

Figure 5.25: Channel Capacity of SUs 
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Figure 5.26: Secondary Error Probability Variation with SNR (dB) Levels 
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Fig.5.26 exhibits the error probability  eP with the variable SNR. It is logical that the error 

probability  eP  of SUs goes down as SNR increases since the reliability of successful sec-

ondary transmission improves with high SNR value. The error probability  eP reduces to al-

most 0 when the SNR is greater than 10dB (approx.). The simulation result differs from the 

theoretical calculation because of the presence of noise, as described.  

          In an underlay CRN, secondary transmit power level needs to be chosen carefully to 

minimize outage probability at primary XR . Hence, in Fig.5.27 a relationship has been shown 

between the error probabilities  eP of the primary XR and transmit power levels of the sec-

ondary XT . It can be observed that eP comes down with the increase in the power level of the 

secondary XT until it is less than or equal to the interference limit at the primary XR . There-

fore, it has been observed in Fig.5.27 that with the increment of the transmit power level 

more than the interference limit, the outage probability of primary XR is increased. This phe-

nomenon has been justified by the upward trend of the error probability  eP  when the sec-

ondary power level crosses the predefined interference limit of any primary XR as shown in 

Fig.5.27. 

 

0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0
 

 

P
ro

b
a

b
il
it

y
 o

f 
E

rr
o

r 
(P

e
)

RF POWER LEVEL (mW)

 Interference Constraint>10 dB

 Interference Constraint>14 dB

 Interference Constraint>18 dB

                                                                                                           

Figure 5.27: Primary Error Probability Variation for Interference Limits  
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5.6    DISCUSSION  

Underlay CR communication takes place on a licensed channel frequency shared with the 

PUs. In the underlay network, interference with the hidden terminals degrades the perfor-

mance of the secondary XR . Therefore, to minimize interference probability with the hidden 

terminals, a receiver-initiated (RI) MAC protocol has been proposed in this work. Successful 

data transmission with the RI MAC protocol has been completed within three cycles on a 

channel selected by the secondary XT . Since the back-off waiting period due to the multiple 

failures in data transmission is not a factor at all, system overhead time is less compared to 

conventional MACA or MACA-BI protocols. The simulation results are analyzed to plot the 

system throughput and efficiency for multiple retransmission attempts. Approximately con-

sistent system throughput and efficiency have been achieved with RI MAC protocol even 

with multiple retransmission attempts. Concurrent spectrum allocation to the underlay CRUs 

has also been achieved with the proposed RI MAC protocol. However, the RI MAC protocol 

cannot minimize the outage probability of primary receiver due to predefine fixed secondary 

transmit power. It may also happen that this protocol faces the problem of long waiting peri-

od if the corresponding secondary transmitter does not respond after receiving a data trans-

mission request from a secondary receiver. Therefore, a transmitter-initiated (TI) MAC pro-

tocol has been proposed to minimize the outage probability at the primary receiver and to 

reduce the overhead time during an underlay CR communication. In this protocol, secondary 

transmitter selects the transmit power level only after receiving channel quality information 

from the corresponding secondary receiver. A twin scan process of the selected channel at 

both ends  XX RT  has been introduced in the TI MAC protocol for transmit power selec-

tion. This process can also minimize the hidden terminal interference problem during data 

communication in an underlay CRN. A step-by-step flexible transmit power selection scheme 

has been introduced to maximize channel utilization and reliability for underlay CRNs. A 

power control circuit has been designed and tested to implement this flexible power selection 

concept. It improves data transmission efficiency and spectrum utilization by keeping inter-

ference probability within a tolerable limit at the primary XR . 
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Limited availability of usable radio frequency (RF) spectrum and current rigid frequency 

allocation policies have resulted in the apparent scarcity of the RF spectrum even though the 

overall spectrum utilization is still very low. The cognitive radio (CR) technology improves 

the spectrum efficiency by allowing secondary users (SUs) or cognitive radio users (CRUs) 

to share the underutilized licensed spectrum by keeping interference level at the primary 

users (PUs) below the allowed limits. This thesis presents the precise localization, optimum 

resource selection and efficient resource allocation strategies for underlay cognitive radio 

networks (CRNs). The secondary transmission power optimization scheme has also been 

introduced to minimize interference probability with the PUs. A combination of emulation 
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and simulation has been performed to justify the proposed hypotheses. This concluding 

chapter has summarized all the key findings of the thesis and suggests several interesting 

future research directions.    

 

 

6.1    SUMMARY OF RESULTS 

In Chapter III, a received signal strength indicator (RSSI) based localization scheme for an 

underlay CRN has been proposed. The weighted centroid localization (WCL) algorithm has 

been applied to compute precise coordinates of fixed as well as mobile PUs. In the WCL 

scheme, PU localization depends on the precise measurement of RSSI. However, it has been 

observed that RSSI measurement at the CRUs varies with different terrains for the same 

distance between transmitter and receiver. The variation possibility of the RSSI measurement 

limits the accuracy in position estimation of the unknown PU. Hence, to improve the 

measurement accuracy of RSSI in different terrain conditions, the log-normal shadowing 

model with a correction factor has been introduced. To analyze the improvement, location 

coordinates of a fixed PU has been calculated under four different terrain conditions (LOS, 

NLOS, Urban and Rural). It has been observed that the calculation of location coordinates of 

the fixed PU varies significantly when the correction factor is not considered during the RSSI 

measurement. On the other hand, with the correction factor, the variation in the estimated 

location coordinates is negligibly small. Hence, minimum localization error has been 

achieved with the proposed correction factor. However, localization of a mobile PU is more 

challenging to a single CRU due to its random movement within the network. Therefore, to 

overcome the limitations of localization by a single CRU, a range-based collaborative 

localization scheme has been considered in this work. The graphical analysis reveals that the 

detection error rate is minimal when four to six users are involved together to perform the 

localization task. For simplicity, a group of four collaborative users have been experimentally 

considered to perform the localization task. A rectangular network zone  mm 100100  has 

been designed with the fixed CRUs placed at the four extremes of the lamina and the mobile 

PU is placed inside the network zone. Several unpredictable factors such as random external 

noise as well as internal noise affect the reliable signal reception by the CRUs. Since external 
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noise effects on radio communication are random and unavoidable, this chapter has focused 

on the mitigation of internal noise by modifying CR receiver circuit with the incorporation of 

a FIR filter block after the demodulator stage. Three suitable filter types namely Rectangular, 

Chebyshev, and Hamming have been designed using a programmable DSP kit. All the 

designed FIR filters, after the demodulator stage, have been tested, one by one, with 1 KHz 

modulating signal mixed with signal from noise generator. An average of 1.7 dB signal to 

noise ratio (SNR) improvement has been achieved with the designed Chebyshev filter. Also, 

Hamming and Rectangular filters both have achieved a moderate improvement up to a 

maximum of 0.7 dB to 0.9 dB in the output SNR respectively. Though the performances of 

all the three designed filters degrade at higher noise level, the graphical analysis reveals that 

the Chebyshev filter performance is better than the other two. Therefore, the Chebyshev filter 

has been selected as an optimum filter type to perform internal noise mitigation. Hereafter, 

the simulated variable SNR which has been obtained at each of the collaborative CRUs, due 

to random movement of the mobile PU, has been applied to the Chebyshev filter. The SNR 

obtained with and without Chebyshev filtering have been converted to RSSI voltage for 

location coordinates calculation at each of the collaborative CRUs. The converted RSSI 

finally determine the precise location of the mobile PU. The WCL algorithm has been 

applied to find out the location coordinates of the mobile PU with respect to each 

collaborative CRU. The collaborative CRUs share its location coordinates and signal strength 

information received from the mobile PU with each other. The received information from the 

collaborative CRUs has been used to compute location coordinates of the mobile PU for ten 

observations. The graphical analysis reveals that the coordinates of a mobile PU, obtained 

after filtering is more accurate as compared to the coordinates, obtained before filtering with 

respect to each CRU. To enhance the localization accuracy, mean of all the location 

coordinates of the ten common observations has been computed. The range of localization 

error after the calculation of mean location coordinates collaboratively has come down to 

(1.3–1.62) % from the earlier (2.4–5.6) % error when each CRU localizes coordinates 

individually after filtering. Precise localization information reduces the interference 

probability with PUs. It also reduces miss detection and false detection probabilities in the 

network. Hence, the overall spectrum utilization efficiency improves. 
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In Chapter IV, a novel optimum channel selection scheme based on the RSSI measurement 

is presented. A channel selection hypothesis based on the strength of the received signal has 

been proposed. Since the underlay CRUs use the partially occupied licensed spectrum band, 

the transmitted signal by the PU has been counted as an interfering factor along with the link 

noise and internal noise during the channel selection process. A circuit has been designed and 

tested to authenticate the proposed hypothesis. Therefore, for testing purposes, the given 

spectrum (200 MHz to 400 MHz) is split into ‘B’ numbers of narrow bands (1 MHz). A 

channel with a given bandwidth (BW) has been selected randomly as per the principle of the 

hill-climbing (HC) algorithm. After a random selection of one sub-band out of the B bands, 

the controller instructs the phase lock loop (PLL) IC on the basis of the quality of the 

selected channel. The quality of the selected channel frequency has been checked directly by 

comparing the RSSI of the selected channel with the predefined system threshold  ms / . The 

system threshold has been chosen by the minimum requirement of SNR or signal strength for 

reliable radio communication. The RSSI value has been emulated using a DC voltage source, 

obtained from the first IF processor IC SA 636 datasheet. When the measured RSSI value of 

the selected channel is higher than or equal to the predefined system threshold, the controller 

instructs the PLL to increase the selected channel frequency BW by 1 MHz. However, when 

the signal strength of the selected channel is less than the desired system threshold, the 

program will randomly choose another frequency band to continue the same process. The 

emulation results have been tabulated to justify the proposed channel selection scheme. The 

ability for optimum selection of a licensed channel can minimize the interference probability 

with the PUs and improve the utilization efficiency of the licensed spectrum. 

         In Chapter V, an efficient MAC protocol which attempts to minimize interference of 

hidden terminals, back-off waiting time, and interference with the PUs, has been proposed. 

Underlay cognitive-communication takes place on a shared carrier frequency with a PU and 

collision with the hidden terminals and interference with the primary transmission affects the 

data reception at the secondary receiver end. When the received data is corrupted, 

retransmission attempts increase huge overhead time and overhead data which, in turn, 

reduce the system efficiency and throughput. Therefore, a receiver-initiated (RI) MAC 

protocol has been proposed to conduct data communication by the SUs efficiently. In the RI 
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MAC protocol, a secondary receiver initiate communication by sending locally sensed least 

noisy carrier frequency information over a command control frame. The corresponding 

secondary transmitter starts data transmission on the channel frequency selected by the 

secondary receiver. Successful data transmission with the RI MAC protocol is completed 

within three cycles. However, when the received signal strength corresponding to the data 

transmitted from the paired secondary transmitter is less than the predefined system 

threshold  ms / , the secondary receiver is not able to recover the original information from 

the received data sequence. This unrecovered data sequence has been termed as corrupted 

data. On the reception of corrupted data, a secondary receiver will instantly scan the available 

channels to select a different channel frequency. Hereafter, without waiting for a 

retransmission attempt from the corresponding secondary transmitter, the secondary receiver 

sends another command control frame with new carrier frequency information for data 

communication. Since the back-off waiting period due to the multiple failures in data 

transmission is not a factor in this protocol, system overhead time is less compared to 

conventional MACA or MACA-BI protocols. The graphical analysis shows that 

approximately consistent throughput and system efficiency can be achieved with RI MAC 

protocol even with multiple retransmission attempts. Concurrent spectrum allocation to the 

underlay CRUs has also been achieved with the proposed RI MAC protocol. However, the RI 

MAC protocol cannot minimize the outage probability at the primary receiver due to 

predefine fixed secondary transmit power. It may also happen that this protocol faces the 

problem of long waiting period if the corresponding secondary transmitter does not respond 

after receiving a data transmission request from a secondary receiver. Therefore, a 

transmitter-initiated (TI) MAC protocol has been proposed to minimize the outage 

probability at the primary receiver and to reduce the overhead time during an underlay CR 

communication. A twin scan scheme of the selected channel at both ends (secondary 

transmitter and receiver) has been adopted in the TI MAC protocol for optimum selections of 

secondary transmit power level. This process also can minimize the hidden terminal 

interference problem during data communication in an underlay CRN. In the TI MAC 

protocol, the secondary transmitters set transmit power only after receiving channel quality 

information from the corresponding secondary receiver. An incremental, flexible transmit 

power selection scheme has been introduced to maximize channel utilization and reliability 
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for underlay CRNs. A power control circuit has been designed and tested to implement this 

flexible power selection concept. It improves data transmission efficiency and spectrum 

utilization by keeping interference probability within a tolerable limit at the primary receiver.  

 

                                    

6.2    FUTURE SCOPE 

CRs are fully programmable wireless devices that can sense its operational environment and 

adapt transmission waveform, channel access method, spectrum use, and networking 

protocols dynamically for good network and application performance. The research 

contributions presented in this thesis have unveiled several new areas for future investigation 

which has been summarized below. 

          Chapter III has introduced the localization scheme under additive white Gaussian noise 

(AWGN) fading channel condition. Raleigh and Rician fading channels may be studied in the 

future to perform localization scheme in real-time conditions. Furthermore, during the 

location estimation process, the system computational time has not been taken into 

consideration in this thesis work. The delay associated with the detection process may 

increase overhead time and reduce system efficiency. Therefore, in the future, researchers 

may consider the optimization of detection time for RSSI based localization scheme to 

maximize the system efficiency. In this thesis work, to reduce computational complexity, one 

active PU has been considered at a time. Hence, to emulate real-time conditions, researchers 

may be examined the presence of more than one PU at a time. 

          Chapter IV has discussed the optimum channel frequency selection scheme. A cost-

effective simple hardware setup has been designed to accomplish the channel selection 

process. A fixed predefined system threshold value has been considered during the selection 

process. To handle the variable channel traffic conditions, an adaptive threshold selection 

scheme should be developed to utilize the frequency spectrum more efficiently.  

          Moreover, employment of machine learning techniques may be studied to enhance the 

performance of CR technology. 
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Abstract A flexible transmit power selection concept for underlay cognitive users is

proposed in this paper. We have employed an opportunistic, sensing based spectrum

sharing method. Besides the power constraint to avoid interference at PU, the transmit

power constraints of secondary user is also considered. Received Signal Strength Indicator

based carrier selection method has been adopted. To resolve hidden terminal problem, twin

scan concept is used at both ends (secondary transmitter and receiver) with same carrier

frequency. Secondary transmitter selects suitable carrier frequency to initiate communi-

cation with the minimum power level as defined by the proposed algorithm. If received

signal strength at the corresponding secondary receiver is below the predefined required

receiver threshold, then power level is stepped up automatically. To maximize secondary

user channel capacity, we have considered flexible power selection strategy as per channel

state information. If the cognitive receiver is unable to recover the received information,

even with the peak transmit power, it will again perform the frequency scanning operation.

This is repeated till the best result is achieved. A power control circuit is designed to check
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1 Introduction

Recently, the rapid development of wireless services and applications has overcrowded the

radio spectrum. Therefore, efficient allocation of the scarce radio spectrum is a key

challenge for new generation radio communication systems. Cognitive Radio (CR) tech-

nology is a new way to overcome the spectrum shortage problem. It allows smart and

dynamic spectrum management [1]. Basically, there are three paradigms for the operation

of CRs. Opportunistic Spectrum Access (OSA), also known as spectrum overlay [2] have

unlicensed users, also known as Secondary Users (SUs) and operate on the licensed

spectrum opportunistically when Primary Users’ (PUs) transmission is detected to be idle.

Spectrum Sharing (SS) or spectrum underlay allows the SUs to use licensed spectrum even

when the owner of that licensed spectrum is active (PU). It is permitted on the condition

that the resultant interference at the PU receiver is below the prescribed threshold [3]. In

the third paradigm, sensing based spectrum sharing [4] or inter-wave approach allows the

SUs to sense the status of channel first and then select appropriate carrier frequency based

on the sensed result. If the PU is detected to be active, Secondary Cognitive Users (SUCs)

use licensed spectrum simultaneously by keeping interference level below the tolerance

limit [3]. Otherwise, the SU works in spectrum overlay approach where there is an active

cooperation between PUs and SUs. Hybrid schemes, using a combination of all these

paradigms [5], have a great potential to improve the efficiency of spectrum sharing. Each

of them requires a different level of cognition about the surrounding environment.

A distributed power control algorithm based on Euclidean projection to keep the

interference level at PU below the interference temperature threshold is proposed in [6].

The outage probability of all cognitive users and primary users should be reduced by

distributed probabilistic power algorithm [7]. QoS (Quality of Service) sensitivity based

admission control algorithm [8] for the optimal power allocation strategy was proposed for

underlay-based CRN with PU’s statistical delay [9]. A convex optimization problem has

been solved by Gu et al. [10] to allocate power to SUs. Secondary throughput is maximized

under power constraints by an optimum value of the relay amplification factor [11]. A new

resource allocation method based on dynamic allocation of hybrid sharing transmission

mode of overlay and underlay (Dy-HySOU) is proposed in [12]. A hybrid CR system

where the switching from an overlay mode to an underlay mode is probabilistically con-

trolled is not only used to maximize the departure rate of the SU [13] but also enable

energy-efficient transmission [14]. Optimal power allocation and relay selection (PARS)

under the QoS constraint of the PU transmission is presented in [15]. In a non-cooperative

network, overlay based on combination of underlay/overlay based hybrid spectrum sharing

system is difficult to implement since data sequence of PUs’ is unknown which motivated

us to focus on underlay cognitive radio network. Here it is very important to measure

received signal strength in terms of SNR (Signal to Noise Ratio). This approach also

checks the interference level as is investigated in [16]. To allocate the available spectrum

for maintaining minimum SNR and to achieve acceptable QoS, a geometric programming

technique was proposed by Xing et al. [17]. Generally, PUs operates at constant trans-

mission power with fixed data rate. To keep the outage probability of PUs below a desired

target, a new type of constraint has been imposed over the underlay secondary transmission

[18]. A new Genetic Algorithm (GA) based power allocation scheme is used to achieve

maximum system utility [19] and to maximize the total throughput of underlay cognitive

radio network [20]. Spectrum and energy-efficient routing (SEER) protocol improves

transmission efficiency and balances in energy consumption [21].
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We have proposed optimized flexible transmit power control algorithm for Cognitive

SUs under Opportunistic sensing based spectrum sharing environment. The proposed

scheme not only improves the throughput of the secondary network but also guarantees the

QoS (Quality of Service) of the primary network. The following are the main highlights of

this paper:

• RSSI based dual scanning concept for reliable channel selection has been introduced to

take care of the optimum transmitter power level and any local interference at the SU.

• In underlay scheme, an optimization between transmit power control and high SNR at

the SU receiver is required. Hence, we have proposed a flexible transmission power

concept to keep the interference level at the primary receivers below the critical limit.

• We have considered handshaking techniques to establish a communication link and

optimal power allocation. A new receiver initiated transmitter power control command

protocol is proposed for secondary cognitive users.

• The linear variation of transmitter power is generally controlled by the bias voltage of

the RF amplifier. Therefore, we have designed a power control circuit, based on

feedback mechanism, to control the bias voltage. The feedback signal is derived from

the RSSI signal.

The remainder of the paper is organized as follows: Sect. 2 explains the underlay

network in an opportunistic sensing based environment. This section provides a detailed

analysis of the actual channel model and power allocation strategy based on received signal

strength. Section 3 defines a mathematical model for optimized receiver threshold allo-

cation scheme. The proposed receiver initiated handshaking protocol is presented in

Sect. 4. Section 5 highlights the design of the power control circuit. Section 6 concludes

the paper.

2 Opportunistic Underlay Sensing Network

Cognitive radio brings a concept of a well regarded agile technology that allows opening

up the frequency bands to concurrent operating users in a non-interfering mode. These

radios should possess a minimum of information about their surrounding non cognitive

users to make spectrum sharing possible. Exceeding the predefined tolerable interference

threshold may degrade the efficiency of the primary users dramatically.

2.1 Channel Model

We consider an underlay Cognitive point to point wireless communication environment in

which a Primary (licensed) and Secondary (Cognitive) user pair (Transmitter [Tx]–Re-

ceiver [Rx]) concurrently operates on a common spectrum band. Here, the licensed channel

is open to be used by Cognitive Users to achieve higher spectral efficiencies. We assume

frequency flat fading channels with ergodic time varying gains. Figure 1 represents Pri-

mary and Secondary links as i and j respectively. hjj represents link between secondary Tx

and secondary Rx and hii represents link between Primary Tx and Primary Rx. Channel

State Information (CSI) can be obtained based on the classic spectrum sensing information.

The secondary users adapt its transmission power depending on the value of sensing

metric.
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The channels are assumed to be AWGN (Additive White Gaussian Noise) type whose

gains are random but constant during transmission. The corresponding input–output rela-

tion of the link hji between nodes Secondary Tx and Primary Rx is given by

yi ¼
ffiffiffiffiffi

gji
p

xj þ n ð1Þ

The channel power gain gji of link hji absorbs both Rayleigh fading and path loss effects

so

gji ¼ d�a
ji hji
�

�

�

�

2 ð2Þ

where, the distance between Secondary Tx and Primary Rx is represented by dji. Path loss

exponent (a) and channel gains are modelled as Zero Mean Circular Symmetric Gaussian

(ZMCSCG) random entries, so that hji � Nð0; 1Þ. Now during the licensed communica-

tion, channel power gain will be gii

ŷi ¼
ffiffiffiffiffi

gii
p

xi þ yi � kPU ð3Þ

where, kPU is the predefined SNR limit at Primary Rx. Another channel power gain hjj can

be defined likewise.

2.2 SNR Adaptation for Licensed Communication

The outage capacity is one of the capacity notions of fading channels. The outage capacity

is defined as the maximum constant rate that can be maintained for a specified outage

probability. Based on the statistical CSI, primary outage probability has been considered as

a new criterion to measure the QoS in [22]. We assume that the licensed user transmits

with constant transmitter power and rate denoted by Pp and rp respectively. Supposing that

the SU transmission is not present on this licensed spectrum, the transmission outage

probability of the PU channel [23]—where Pr(�) denotes the probability.

e0 ¼ Pr

gjiPp

N0B
\kPU

� �

ð4Þ

The ergodic channel capacity for a secondary user is investigated using soft sensing

information about primary user activity in a shared channel under joint peak transmit

power and average received interference power constraints by Bala et al. [24]. This

capacity is defined as the maximum achievable rate averaged over all fading states. Here

Fig. 1 Underlay channel model
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we have considered the effects of the SU transmission on the same licensed spectrum. The

transmission outage probability can be written as [23]

eðcÞp ¼ Pr

giiPp

gijPs þ N0B
\kPU

� �

ð5Þ

The transmitted power used by the SU is denoted as Ps. To meet optimum SNR at PU

Rx, desired outage probability always must be

e0 � eðcÞp ð6Þ

2.3 Optimum Tx Power Adaptation at SU Transmitter

The secondary transmitter must adapt its transmit power from the CSI (Channel State

Information) of the licensed channel. Optimal power control policies that maximize the

achievable rates of underlay cognitive radio systems with arbitrary input distributions

under both peak/average transmit power and peak/average interference power constraints

have been developed by Ozcan et al. [25]. Now to satisfy PU outage constraint given by

Eq. (6), we also consider the SU’s own transmit power constraint which can be categorized

into two general types—(a) Flexible Transmit Power Constraint, (b) Peak Transmit Power

Constraint.

The secondary transmitter adapts its transmitter power level depending on the outcome

of the sensing module. RSSI information will help to select the best possible predefined

power level proposed by flexible transmit power constraints.

E½Ps flx� �Ppk ð7Þ

where E[�] denotes the expected Secondary flexible transmit power limiting within the

peak transmit power to satisfy SI (Secondary Interference) at Primary Rx is below the

predefined limit E[Psgji] B ci, where ci ¼ ŷi�yi
yi

defines interference limiting factor or SNIR

(Signal to Noise and Interference Ratio) at PU Rx due to transmission by the secondary Tx.

3 Optimized Threshold Selection

Threshold allocation in Underlay Cognitive Network (UCN)for Secondary Users (SUs) is

very crucial in terms of successful data transmission without creating any harmful inter-

ference at the Primary Receiver end. Reliable simultaneous licensed channel selection at

the SU Tx end depends on this predefined threshold as per CSI. The energy static or

decision static of received signal energy is given by [26]

ESI ¼
1

N

X

N

N�1

riðtÞj j2dt ð8Þ

Comparing ESI with the pre-set threshold ki of CR enabled nodes, the absence or

presence of primary user signal can be determined by [26]

Ho : ESI\ki
H1 : ESI � ki
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The signal to noise ratio (SNR) is defined as the ratio of the signal variance to the noise

variance, given as [27]

c ¼ h2i r
2
s

r2n
ð9Þ

The received energy by the underlay cognitive users is taken as a decision statistic [28]

which follows central and non-central Chi squared distribution each with 2l degree of

freedom and a non-centrality parameter-for the later one.

Esi � v22l
v22lð2cÞ

�

ð10Þ

When the sample size of received signal is large enough (N C 100), then by central

limit theorem (CLT), mean and variance of ESI under the hypothesis H0 are Nrn
2 and Nrn

4

respectively. Similarly, under hypothesis H1, mean is Nrn
2(1 ? y) and variance is

Nrn
4(1 ? 2y). The Q(�) function can be written as [29]

QðxÞ ¼ 1
ffiffiffiffiffiffiffi

2P
p

Z

1

x

exp � t2

2

� �

dt ð11Þ

Successful Detection: H1 true; decide H1: Probability ðH1 true; decide H1Þ

¼ psd ¼ Q
ki1 � lH1

rH1

� �

psd ¼ Q
k

Nr2n
� 1� c

� �

ffiffiffiffiffiffiffiffiffiffiffiffiffi

N

1þ 2c

s

 !

ð12Þ

False Detection: H0 true; decide H1: Probability ðH0 true; decide H0Þ

¼ Pfd ¼ Q
ki1 � lH0

rH0

� �

Pfd ¼ Q
k

Nr2n
� 1

� �

ffiffiffiffi

N
p� � ð13Þ

Miss Detection: H1 true; decide H0 : Probability ðH1 true; decide H0Þ ¼ Pmd ¼ 1� Psd

ð14Þ

A pre-defined threshold ki is a common parameter which varies from 0 to ?. It is

required for the decision whether the PU signal is absent or present. Thus selection of

operating threshold is very important in the context of Cognitive Radio Networks (CRNs).

[27] The false alarm happens when Secondary Cognitive Users (SCUs) falsely detects the

presence of the PU signal within the interfering level. The misdetection happens when

SCUs mistakenly take a decision about the absence of the PU signal mainly due to

interference on the same channel. False alarm condition arises when the radio receiver

suffers mainly from constructive fading. Misdetection, on the other hand, may happen due

to desensitization and fading due to interference. These two error probabilities reflect the

spectrum utilization of Cognitive Radio (CR) nodes. Therefore, the goal of the threshold

optimization is to decrease both the false alarm and misdetection probabilities. The

common practice of setting the threshold is based on the false alarm probability. When the

ki increases (or decreases), both Pfd and Pmd decrease (or increase). Now, to achieve a high

Psd, the Pmd must be kept very low while with time probability of Pfd increase. Therefore,

the optimal threshold selection can be viewed as the minimization of the total error rate,
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defined as [30] Pe % Pfd ? Pmd. The error detection probability of CRi can be written as

[29]

Pei ¼ PðH0ÞPfd þ PðH1ÞPmd ð15Þ

Figure 2 shows that probability of false detection (Pfd) increases with decrease in the

probability of misdetection (Pmd). If the Received Signal Strength (RSS) is high, the

probability of misdetection is very low.

Figure 3 shows that probability of false detection (pfd) increases linearly if the Received

Signal Strength (RSS) is closer to threshold value as per (12). Maximum probability 1 of

successful detection (Psd) is achieved when probability of false detection is absent. This

nature of Psd has been plotted against Pfd in Fig. 3. The conventional method is to max-

imize the detection probability while minimizing the total error. The optimal threshold can

be written as [26]

k� ¼ argmin peðkÞ ð16Þ

For an AWGN (Additive White Gaussian Noise) fading channel, the optimal threshold

is given by [29]

k� ¼ argmin 1þ 1

2
Erfc

k� Nr2n
ffiffiffiffiffiffi

2p
p

r2n

 !

� 1

2
Erfc

k� Nr2nð1þ cÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2Nð1þ cÞr2n
p

 ! !

ð17Þ

Here, Pfd ¼ 1
2
Erfc

k�Nr2n
ffiffiffiffiffi

2N
p

r2n

	 


and Psd ¼ 1
2
Erfc

k�Nr2nð1þcÞ
ffiffiffiffiffi

2N
p

r2n

	 


respectively, Erfc(�) is the

complementary error function which is defined as [29] ErfcðzÞ ¼ 2
ffiffi

p
p
R

1

z

e�t2dt and standard

Q function QðzÞ ¼ 1
2
Erfc z

ffiffi

2
p
	 


.

Therefore, the optimal threshold for any received signal with acceptable SNR value can

be derived as [29]
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Fig. 2 Relation between misdetection and false detection probability
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k� ¼ Nr2n
2

1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 2cð1þ ð1þ 2cÞ lnð1þ 2cÞ
Nc2

s

 !

ð18Þ

When the received signal strength (SNR) is very low, i.e. c 	 1, (1 ? 2c) & 1 and the

optimal threshold can be well-approximated as [29]

k� 
 Nr2n
2

ð1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 2c
p

Þ 
 Nr2n ð19Þ

Figure 4 shows probability of successful detection with respect to variable SNR results.

Detection probability improves with higher SNR values. Maximum detection probability is
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achieved when SNR value is more than 15 dB. In our work, we have examined channel

condition in terms of received signal in variable conditions. We have considered AWGN

fading channel performance to justify our work. If one is to model an accurate CR envi-

ronment, the shadowing effects cannot be neglected. If the shadowing effect is neglected,

the Path Loss behaviour represents an unrealistic straight line curve. For consideration of

shadowing effect, a zero-mean Gaussian random variable with standard deviation –r can

be assumed. It is a variable with positive value or negative value. It signifies that the

optimal threshold of received signal will have a deviation, either positive or negative, in

real time RF (Radio Frequency) propagation environment. Along with this, to consider

internal desensitization effects due to platform noise, we have considered internal noise

factor kint. It is a correction factor to determine local instantaneous threshold value. In

Eq. (15), it has been shown mathematically that the probability of total error rate depends

on false detection (positive deviation) and misdetection (negative deviation) probability.

Therefore, the real time optimal receiver threshold for received signal (SNR) can be

written as-

k�i 
 ðNr2n � r:Gþ kintÞ ð20Þ

The challenge is to obtain, optimum threshold for SNR to satisfy the system perfor-

mance requirement. We can find out analytically the desired SNR in an omni-directional

antenna system. As a typical example, we can compare underlay cognitive radio system

with conventional cellular system where the same frequency is reused. In a cellular system,

the specified SNR is 18 dB or higher based on subjective test and analysis [31]. Therefore,

we have considered the SNR of 18 dB as standard required threshold for reliable

performance.

4 Proposed Scheme

In this paper, we mainly focused on the selection of an optimum power level for the

secondary transmitter using power control module. To initiate information exchange, we

have proposed the selection of a reliable carrier first using RSSI detection and comparison

with a predefined system threshold. The primary reason for implementing this technique is

to minimize interference with primary users. At the same time, to resolve hidden terminal

problem, twin-scan concept at both ends with same carrier has been proposed. Receiver

can also determine the RSSI from a supervisory tone sent from the given transmitter.

4.1 Receiver Initiated Protocol

In Underlay Cognitive Scenario, we have introduced a new method, where a secondary

transmitter will communicate with the corresponding secondary receiver only after

ensuring that the channel is reliable. The channel is selected using suitable handshaking

protocol.

The transmitter makes a request to the receiver to switch to the desired channel fre-

quency with help of the Request to Carrier Switch (RCS) command. After successful

reception of the RCS command, the supervisory tone is used by the receiver to determine

SNR on switched carrier frequency. The strength information of received signal is trans-

mitted to the desired transmitter using Receiver Strength Information (RSI) command

frame (Fig. 5). Now, the transmitter selects a power, 3 dB below the RF power
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corresponding to the receiver signal strength information. Basic transmission rate (Rcontrol)

has been assigned for control frames (Ocf). The total time required for reliable carrier

selection and transmission of control command to the proper destination can be calculated as

sCI ¼ scomp þ
Ocf

Rcontrol

ð21Þ

scomp, is the minimum receiver computational time for scanning and releasing the control

frame with required information. In the worst case scenario, system computation time

(scomp) calculation depends on PLL locking time (20 ms) [32], RSSI generation lag from IF

processor IC SA 636 (10 ms) [33] and the program execution time. For our proposed

system, 16 MHz clock has been considered. In general, information is conveyed when

there is change in values of the signal. In our proposed scheme, sender (Tx) starts sending

data packets on flexibly defined RF power whenever it receives RSI command from the

desired receiver (Fig. 6).

Total data transmission time from Tx–Rx can be calculated as

sTD ¼ s

d
þ Tp þ Tt ð22Þ

In the above equation, first term represents time to send all the bits on the link, where

s = control bits ? data frame (M) and d stands for uniform data transmission rate. Now to

evaluate the maximum rate at which data can be transmitted over a given channel, we have

chosen the capacity for a specified outage probability (pout) (Fig. 7) . The probability that

outage may occur signifies that the system cannot successfully recover the transmitted

information. When received signal SNR is below the minimum system threshold, then the

Pout will be -P(kSU\ k*). Since, the instantaneous CSI (Channel State Information) is not

present at the transmitter. The constant data rate is

Cout ¼ B log2ð1þ kSUÞ ð23Þ

Now, Effective data rate is given by

d ¼ g
100

� C ð24Þ

where, transmission efficiency (g) is evaluated as, Actual data
Total no: of transmitted data � 100. The second

and third term in Eq. (22) denote Propagation delay time (Tp) and channel processing time

(Tt).

Fig. 5 Proposed data communication methodology

Fig. 6 Structure of transmitted
information
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4.2 Optimal Power Selection

As is known, optimal transmitter power selection is very crucial in underlay cognitive

network to avoid interference with licensed users (Primary receivers). To overcome this

possibility, we have introduced a flexible transmit power concept. In our approach, power

level selection will depend on receiver SNR or RSSI information transmitted with RSI

command. To transmit at optimum RF power level, the SU applies power control logic.

Secondary transmitter will finally transmit at the pre-defined RF power level, as per the

condition defined in Eq. (25).

pðs flxÞn � Txp � 3 dB\ppk ð25Þ

In the Eq. (25), Ppk represents the received signal strength at the receiver on the carrier

selected by the transmitter. The data transmission starts at the level, which is 3 dB below

the detected receiver strength information. If the corresponding secondary receiver is not

able to recover the data due to weak signal strength, the receiver will respond with Step-Up

Transmission Power (SUTP) command signal. The RF power will increase in steps of

0.5 dB and the maximum limit is Ppk. Therefore, Txp ¼ Kn, where K = 0.5 dB and n is

positive integer (1 B n\ 16) which represents the allowable power levels defined in

Table 1. The SUTP command sequence is described in Fig. 9. The total frame consists of

frame control bits, consisting of 2 byte information, followed by receiver address (RA),

transmitter address (TA) and transmitter power level as shown in Fig. 8.

As soon as the secondary transmitter receives new power level information from

respective secondary receiver, it switches to that RF power level and re-transmits the failed

data sequence. This process will continue until the transmitted RF power level satisfies the

receiver requirement.

Figure 9 shows the same data transmission sequence if the signal reception quality is

poor at the receiver end. As per predefined algorithm, transmission power increase step by

step towards peak transmission power till ‘ACK’ is received. If the received signal strength

is still poor even with the peak transmitter power, then transmitter will again scan the

available channels to choose another carrier frequency for reliable data communication.

Fig. 7 Characteristics curve of channel capacity
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The newly selected carrier frequency is also used by any other PU. The complete process

will be repeated until data has been transmitted successfully.

4.3 Approximation of Error Rate

In underlay Cognitive Network, Secondary receiver receives signals on channels selected

by Secondary transmitter. The secondary transmitter also selects the power level. The

received power at SU Transmitter is

hj j2Pðs flxÞn; ð26Þ

where |h| = a represents amplitude of PU signal and channel noise.

Therefore, effective SNR at the Secondary receiver is denoted by

Fig. 8 Frame sequence of SUTP

Fig. 9 Data transmission sequence

Table 1 Flexible power steps
Binary code RF power level (mW)

0000 3.2

0001 4.0

0010 5.0

0011 6.3

0100 7.9

0101 10

0110 12.6

0111 15.8

1000 20

1001 25.1

1010 31.6

1011 39.8

1100 50.1

1101 63.1

1110 79.4

1111 100
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SNRe ¼
Pðs flxÞn hj j2

r2
¼ a2SNR: ð27Þ

Now the received signal strength (RSS) may be less than predefined system threshold

due to high noise power (PU signal and channel noise). Then,

RSS\Noise power at receiver

a2Pðs flxÞn\r2

a\
1
ffiffiffiffiffiffiffiffiffi

SNR
p

ð28Þ

The probability of error due to high noise factor is

pðeÞ ¼ Pr a\
1
ffiffiffiffiffiffiffiffiffi

SNR
p

� �

¼ 1� e�
1

SNR: ð29Þ

When the probability of error is very high then symbol error or bit error occurs at the

secondary receiver end. Hence,

PBER ¼ P n[
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

PðS f ðxÞnÞ
p� �

¼
Z

1

ffiffi

p
p

r2

1
ffiffiffiffiffiffi

2p
p e�

t2

2 dt ¼ Q

ffiffiffi

P
p

r2

� �

¼ Q
ffiffiffiffiffiffiffiffiffi

SNR
p	 


:

Now for convenient approximation

QðxÞ� 1

2
e�

1
2
x2

QðxÞ 
 1

2
e�

1
2x

2

QðSNRÞ 
 1

2
e�

1
2
SNR2

ð30Þ

5 Hardware Implementation

In an underlay opportunistic cognitive radio network, the simultaneous existence of pri-

mary units (PUs) as well as multiple secondary units (SUs) has to be considered. The

received signal strength quality at the SUs, expressed in terms of SNR and measureable by

the RSSI voltage, has been used as a critical parameter for our scheme of operation. The

basic objective of this type of network is to allow the SUs to operate without interfering

with the PUs. Therefore, in our scheme, we first ensured that the transmitted RF power

level of the SU is optimum so as not to cause damaging interference to the PUs. The SU

will always know about the SNR of the signal received from any PU with the help of the

RSSI voltage. In our scheme, to select the RF power level for the SU, RSSI is used as

reference. The selection will always start at a level, which corresponds to 3 dB lower than

the previously received SNR by SU from PU. It will increase in steps till the desired SNR

value is reached. If this level of RF power fails to achieve the desired SNR level at

corresponding SU, the carrier frequency is changed.
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5.1 Power Control Module

In our scheme shown in Fig. 10, the decision for control of RF power level will be derived

from the channel receiver performance indicator. Here, we have used SNR as an indicator.

Any standard IF processor IC provides an output RSSI DC voltage, which is directly

proportional to the SNR.

Therefore, in our circuit, we have digitized the received analog DC signal generated

from the IF processor IC MC 13135 as RSSI with the help of ADC 0804. The ADC outputs

are read by the controller 89C51. The controller is pre-loaded with a look-up table in which

binary values corresponding to all possible RF power levels, to be considered, are stored.

This consideration of RF power level is based on the RSSI values, received to attain the

threshold value for SNR for reliable network operation.

In a typical power amplifier, for linearity, class-A or class-AB configuration is used. The

usual objective is to control the biasing voltage of the power amplifier stage rather than

controlling the driver stage. In our scheme, the RSSI voltage, after ADC conversion, is

compared with the pre-programmed assumed binary values in the controller. If RSSI

voltage is found to be lower than the desired threshold for a given network, the RF power

decision (Table 1) is taken help of. This power table is programmed with a series of 4 bit

binary pattern within 0000–1111. These values represent the different power levels. The

binary pattern corresponding to the desired power is applied to IC UC1910 (voltage

monitoring unit). The DC control voltage from this IC is used to control the DC-to-DC

converter MAX8506. The output of 8506 finally controls the biasing voltage of RF power

amplifier. Now, using our proposed command frame SUTP, secondary receiver instructs

desired transmitter about requirement of enhanced power level with desired binary pattern.

The RF power level from Table 1 is stored in transmitter controller. The entries in the RF

power level column represent the levels required to attain different SNR value. As per

command instruction, flexible transmitter power can be set for data transmission. This

proposed scheme maintains optimum RF power level to minimize distortion due to

interference with PUs.

Proposed power allocation algorithm

1. Scan channel for Th(i) = kh, 1 B i B kpk
2. Compute Th(i) [with the help of Eqs. (5) and (20)]

3. If yes, secondary Transmitter (Tx) generates RCS command [for secondary Receiver (Rx)]

4. Otherwise, repeat step (2) and (3)

5. Else, at Rx end, repeat step (1) and generate RSSI command

6. At Tx end, repeat step (2) and select RF power based on Eq. (25)

7. Secondary Tx starts transmission with selected power

8. Repeat step 2 at Secondary Rx

9. If none of the conditions are satisfied, then SUTP command is generated by secondary Rx

10. Secondary Tx increases power from Table 1 [as per Eq. (25)]

11. At step (8), if conditions are satisfied then ACK command is generated

Table 2 shows the mapping of binary codes with the receiver performance (in terms of

SNR) on the channel, selected by the transmitter. As per current channel condition, the

binary code will be sent to the secondary transmitter using proposed transmitter power step

up command. The transmitter selects a power, 3 dB less than the power, corresponding to
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the received binary information. During this step by step increment process, if transmitter

power reaches the maximum limit, set by interference constraint of primary user, the

secondary transmitter opportunistically selects a new reliable carrier frequency. Now, to

communicate with secondary receiver on the newly selected carrier frequency, the whole

sequence will repeat.

Table 2 SNR corresponding to
binary code

Binary code SNR range (dB)

0000 5.051–5.9

0001 6.021–6.8

0010 6.9–7.8

0011 7.993–7.84

0100 7.9–8.974

0101 8.974–10

0110 10.1–11

0111 11.004–11.881

1000 11.987–12.9

1001 13.01–13.97

1010 13.979–14.994

1011 15–16

1100 16.01–16.994

1101 17–18

1110 18.1–19.3

1111 19.39–20

Fig. 10 Power control hardware module
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5.2 Emulated Results

Here, we have set unlicensed channel spectrum (2.454 GHz) to perform data communi-

cation between primary and secondary node pairs simultaneously. We have varied primary

transmitter power from 0.03 to 0.09 mW to observe secondary transmitter’s transmit power

adaptability by maintaining the minimum interference at primary units. Distance among

nodes (Secondary Tx–Rx and Primary Tx–Rx) has been kept at 5 m (Table 3).

Figure 11 shows the almost linearly proportional variation of PU outage probability

with secondary transmitted power level. Here, we have considered PU’s transmission

power as the parameter for each plot. Hence the outage probability will be more if the SU’s

transmit power level increases. Interference probability at the PU is inversely proportional

with its own transmit power. We also have to consider the fact that higher value of PU’s

transmission power signifies that the separation between the PU and SU unit is more.

Therefore outage probability decreases for higher PU transmit power.

Figure 12 shows, a linear increment of Cognitive users’ channel capacity as the inter-

ference threshold limit of primary users’ increase. However, simulated channel capacity is

less than the actual channel capacity. It happens since in radio communication, we can

expect presence of noise either from the link or from the circuits. It reduces SNR. It can be

observed that higher is the value of secondary transmitter power, higher is the chances of

Table 3 Various parameters

Emulating parameters

Available channel frequency 2.4, 2432, 2.454, 2.481 GHz

Distance among nodes 5 m

Separation distance between primary and secondary units 10 m

Tx–Rx antenna height (secondary–primary unit) 0.1 m

Gain 1

Primary unit’s Tx power 0.03–0.09 mW
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primary interference and it results in lower channel capacity of SUs. Therefore, channel

capacity increases if we increase the interference threshold of PUs.

Probability of error Pe has been plotted against SNR shown in Fig. 13. It is logical that

error probability (Pe) will go down as SNR increases, since the reliability of detection

improves with high SNR value. The above plot proves this concept. In fact, at values of

SNR greater than 10 dB (approx), Pe reduces to almost zero. The simulated error differs

slightly from the theoretically calculated plot because of presence of noise for a given

channel.

In underlay cognitive radio network, SU transmit power level is to be chosen carefully

to minimize outage probability of PU. Hence, in the above plot (Fig. 14), we have shown a

relationship between error probability at primary receiver and RF power level of secondary

transmitter. As can be seen, Pe will come down with increase in RF power level until it is

less than or equal to the interference constraint at the primary receiver. After this, if RF
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power level is increased further, the outage probability of PU’s will again increase. This

phenomenon has been justified by the upward trend of above plots after predefined

threshold limits.

6 Conclusion

In this paper, we have applied a flexible Transmitter power selection strategy to minimize

the outage probability of primary users. Underlay cognitive network using opportunistic

dual RSSI sensing based spectrum sharing method is proposed. This improves the overall

performance of secondary users in terms of QoS and system throughput. As per channel

SNR, transmit power is controlled by designed circuit. To evaluate channel SNR properly,

optimum system threshold value has been assumed for both mathematical and graphical

analysis. After the selection of reliable channel frequency, secondary transmitter initiates

data communication at a given power level. This level is 3 dB below the level, required to

achieve secondary receiver’s RSSI level. A new receiver initiated incremental transmitter

power command is used to support flexible power selection strategy. A step-by-step power

adjustment concept has been implemented to maximize channel utilization and reliability

for underlay cognitive network. During this process, transmitter power may reach the

interference limit of PU. In such cases, without waiting for completion of primary com-

munication, SU opportunistically switches to another licensed channel for secondary

transmission. It not only improves the system throughput and QoS but also overcomes

interference possibility with PUs. As per theoretical analysis, our emulated result shows

almost similar error probability variation with SNR at the secondary receiver end.

Graphical variation of error probability with respect to power level has been shown for

various interference limits of PUs. Flexible selection of transmit power level, as per

channel state information, has minimized the error rate. Hence, flexible transmit power

selection with opportunistic spectrum sharing is the best possible method to achieve

optimum performance in underlay cognitive radio network.
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A B S T R A C T

Cognitive radio technology makes efficient use of the valuable radio frequency spectrum in a non-interfering
manner to solve the problem of spectrum scarcity. This paper aims to design a scheme for the concurrent use
of licensed frequencies by Underlay Cognitive Users (UCUs). We develop a new receiver-initiated Medium Access
Control (MAC) protocol to facilitate the selections of alternative reliable carrier frequencies. A circuit is designed
to establish reliable carrier selections based on the Received Signal Strength Indicator (RSSI) at the receiving end.
Based on both packet-level simulations and various performance parameters, a comparison is carried out among
conventional techniques, including the Multiple Access with Collision Avoidance (MACA) and MACA by
invitation(MACA-BI) techniques, and our scheme. The simulated results demonstrate that when conventional
techniques are used, the system overhead time increases from 0.5 s on the first attempt to 16.5 s on the sixth
attempt. In the proposed scheme under the same failure condition, overhead time varies from 0.5 s to 2 s. This
improvement is due to the complete elimination of the exponential waiting time that occurs during failed
transmissions. An average efficiency of 60% is achieved with our scheme while only 43% and 34% average ef-
ficiencies are achieved with the MACA and MACA-BI techniques, respectively. The throughput performance of our
scheme on the fourth attempt is 7 Mbps, whereas for the MACA and MACA-BI protocols, it is 1.9 Mbps and 2.2
Mbps respectively.
1. Introduction

A Cognitive Radio (CR) has the ability to select a new operating
channels dynamically whenever its current channel condition is poor [1].
The Dynamic Spectrum Access (DSA) technique allows Cognitive Sec-
ondary Users (CSUs) to use either a licensed spectrum band or the Pri-
mary Users’ band. The latter is possible only doing so does not cause
excessive interference with the owner of that band. According to the DSA
policy, CR Networks (CRNs) can be categorized into three main para-
digms: inter-wave, overlay, and underlay [2]. In the inter-wave
approach, cognitive users can scan, or sense, the environment for
either spectrum holes or white spaces that have been left vacant by Non
Cognitive Users (NCUs) [3]. In the overlay approach, there is active
cooperation between the Primary Users (PUs) and the Secondary Users
(SUs). Thus, this approach enhances and assists the licensed users’
transmissions to eliminate interference from the cognitive receiver by
sharing both signal codebooks information and message sequences [4].
In the underlay approach, Secondary Cognitive Users (SCUs) use the
eit.edu (S. Chatterjee), prabir.ban

March 2017; Accepted 14 April 2

nd Telecommunications. Product
licensed spectrum at the same time as Primary Users (PUs) by keeping
interference levels below the tolerance limit [5]. Hybrid schemes that use
combinations of all of these paradigms [6] have great potential to
improve the efficiency of spectrum sharing.

In Underlay Cognitive Networks (UCNs), it is very important to
measure the Received Signal Strength (RSS) in terms of the Signal-to-
Noise Ratio (SNR) due to the likelihood of interference [7]. To achieve
higher spectrum utilizations in CRNs, Zheng et al. [8] proposed an
optimal Bayesian-detector based spectrum sensing method. Ansari et al.
[9] reported on a decentralized cognitive Medium-Access Control (MAC)
protocol, CogMAC, based on a multi-channel preamble reservation
scheme. Xing et al. [10] used a geometric programming technique to
maintain a minimal Signal to Noise Ratio (SNR) for the required Quality
of Service (QoS). Kim et al. developed a QoS-based joint-admission
control and rate/power allocation framework [11] for DSA. Lan et al.
[12] maintained the QoS required for the PU transmission by allocating
an optimal power and relay selection strategy. Kim et al. [13] introduced
an analytical model that was used by the SUs for the Call Admission
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Fig. 1. Underlay communication system.
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Control (CAC) of voice traffic. A novel capacity-aware spectrum alloca-
tion model was developed in [14], and a wideband multi-channel spec-
trum sensing algorithm based on an energy detection and optimal
resource allocation scheme was developed in [15] for efficient spectrum
utilization in CRNs. Mathematical models based on graph theory were
developed for spectrum sharing/access among SUs [16] and to solve the
channel allocation problem in [17,18]. To guarantee high PU throughput
transmissions and better SU utilization of channels, a Full-Duplex Spec-
trum Sensing (FD-SS) scheme was developed in [19]. The advent of MAC
protocol identification methods using vector machine support [20] and a
novel LU-MAC protocol for Cognitive Wi-Fi (CWF) networks [21] helped
to increase the spectrum availability in both the licensed and unlicensed
bands. In this paper, we propose a new approach for the concurrent
sharing of any licensed portions of the spectrum by both types of users
(PUs and SUs) without causing any degradation in the receiver’s per-
formance. In a wireless communication system, there is a probability of
interference from other transmitters. In the MACA protocol, exponential
back-off delays reduce data collisions but increase the waiting time. The
receiver-initiated MACA-By Invitation (MACA-BI) protocol improves on
MACA. However, MACA-BI also suffers from a back-off waiting time if
there is a hidden terminal present, since the option to change channels
does not exist at the receiver end. We also develop a new
receiver-initiated MAC protocol to eliminate the back-off waiting time.
The following are the main contributions of this paper to the field of CRN
development:

1. The introduction of handshake technique for establishing a commu-
nication link before the exchange of actual information has been
considered. A new receiver-initiated MAC protocol is proposed with
respect to conventional protocols (including MACA and MACA-BI).

2. The transmission delay increases exponentially with the number of
failed attempts in standard handshaking protocols due to the occur-
rence of multiple collisions. The proposed protocol eliminates expo-
nential waiting time with a novel spectrum-sensing dynamic
allocation scheme.

3. A circuit is designed based on the RSS Indicator(RSSI) detection
technique to select a suitable channel for the UCUS with the least
amount of noise.

4. Under even dense traffic conditions, an efficient system performance
is achieved with both high throughput levels and a low system
overhead time.

The remainder of this paper is organized as follows. Section 2 explains
the relationship between the system temperature and both the interfer-
ence and the noise. It also explains the relationship of the SNR and the
RSSI. Section 3 presents the underlay CR communication system per-
formance using well-known conventional protocols, includingMACA and
MACA-BI. The proposed receiver-initiated handshaking protocol is pre-
sented in Section 4. Section 5 highlights the design of the circuit for
performing a spectrum sensing operation for reliable channel allocation
to the UCUs. Section 6 describes the results and shows that the proposed
method, achieves excellent throughput efficiency while meeting the
optimum system performance. Section 7 concludes the paper.

2. Interference temperature model

Interference generally limits the useable range or effectiveness of
communication signals and affects the efficiency of spectrum uses. To
mitigate this growing problem, an interference temperature model was
introduced by the Federal Communication Commission (FCC) of the
United States to quantify and manage interference [22,23]. Underlay
CRNs can measure and model the interference environment and adjust
their transmission characteristics such that the interference encountered
by their PUs is not above the regulatory limits while operating on the
same channel frequency. To design an interference free UCN, a
listen-before-talk mechanism is implemented based on the received
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signal noise level measurement. The concept of interference temperature
is identical to that of noise temperature. It is a measure of both the power
and bandwidth (BW) occupied by either the noise or the interfering
signal [23], given as

TIðfc;BÞ ¼
PIðfc;BÞ

KB
(1)

where the average interference power PIðfc;BÞ and absolute temperature
TIðfc;BÞ are present in the center of the receiver channel frequency with a
certain bandwidth. B. Boltzmann’s constant K defines the relationship
between the temperature on an absolute scale and the kinetic energy.
This energy causes interference, and Eq. (1) shows the relationship
mathematically. The RSSI of the received signal has a linear relationship
with the SNR. Hence, it can be used to determine the amount of energy
necessary for a given transmission. Due to the interrelationships among
interference, temperature, and bandwidth, the RSSI measurement is a
powerful tool for CU channel selection. This is illustrated by

RSSI∞
Pr

ðPNi þ PNlÞ
¼ Pr

PN
(2)

where PNi and PNl represent the internal and link noise, respectively. The
3-dB bandwidth of the receiver is considered while measuring the signal
power of the received signal. Noise power is the summation of internal
noise power and external factors, such as link noise and atmospheric
noise. The noise voltage resulting from the presence of these factors both
raises the system temperature and leads to a poor SNR value. Hence, we
analyzed the temperature interference model in terms of RSSI.

3. Underlay communication paradigm

In an underlay communication scenario, both the primary and sec-
ondary transmissions may take place on a common channel [24]. In
general, an MAC layer protocol [20,25] with a sensing capability is
necessary to perform a fair allocation of resources among secondary users
while avoiding collisions with primary users. Handshaking is a
well-known procedure for initiating normal communication. It essen-
tially creates a physical link between two parties [26]. There are three
basic cycles present in the conventional MACA protocol proposed by
Karn [27]. With the MACA technique, UCU initiates communication by
sending a test signal from the sender to the receiver on the sender’s
selected channel.

The signal RðtÞ (Fig. 1) sniffed by the CR’s secondary receiver is
modelled as additive zero-mean Gaussian noise with a variance of σ2n in
the time domain. The received radio signal is filtered by a band-pass filter
in order to both limit the noise and select the bandwidth of interest. To
detect simultaneous channel occupancy by licensed users and PUs, the
received signal strength is compared with the locally set threshold. Here
we employ a statistical approach and define two binary hypotheses, H0

and H1 related to the RSS [28], given as
H0 : RðtÞ ¼ SðtÞ þ PðtÞ þ UðtÞ; when the licensed user signal is pre-

sent and H1 : RðtÞ ¼ SðtÞ þ UðtÞ; when the signal is absent.
When a PU is active in the interfering region of the SCR, the resulting

receiver SNR can be represented as [28], RðtÞ ¼ SðtÞ
UðtÞþPðtÞ : H0 < λ.

When a PU is not active in the interfering BW of the SCR, the resulting



Fig. 3. Time sequence of hypothesis H1[29].

Fig. 4. Time sequence of hypothesis H00 [29].

Fig. 5. Time sequence of hypothesis H11 [29].

S. Chatterjee et al. Digital Communications and Networks 4 (2018) 200–208
receiver SNR can be represented as [28], RðtÞ ¼ SðtÞ
UðtÞ : H1 > λ.

Here, λ represents the predefined system threshold for an acceptable
SNR. Noise UðtÞ is independently and identically distributed over the
channel. In general, the probability of events between these two hy-
potheses occurs depending on the test static. In the case of hypothesis H0,
the transmitter waiting time increases exponentially with the number of
failed attempts. Now, due to the occurrence of the event H1, the receiver
transmits a Clear To Send (CTS) command to the sender to initiate the
transmission. After decoding the CTS command successfully, the sender
begins the transmission of data. The successful completion of data
reception is indicated by the receiver with an acknowledge ACK com-
mand (Figs. 2 and 3).

In order to both minimize the system overhead and reduce the
transmission delay, the MACA-BI protocol was proposed by Fabrizio
Talucci [30]. This protocol uses the request to send RTS command, but if
the transmitter and the receiver are separated by a large distance, then
there is a high probability of errors occurring in the data reception. The
correctness of the received data is assessed by considering another two
binary hypotheses H00 and H11 (Figs. 4 and 5). Here, H00 signifies the
error signal reception when RSS is below the predefined system
threshold. On the other hand, H11 represents successful reception of the
data on the first attempt due to a sufficiently high signal strength without
strong noise. When a PU operates on the common carrier frequency
selected by the secondary transmitter, a direct collision may occur be-
tween nodes due to the presence of either hidden nodes or spurious
carrier frequencies. In such situations, the received SNR can be below the
threshold limit because the RSSI is linearly proportional to the SNR.

Therefore, we can write the RSSI as [28], RSSI∝ DðtÞ
UðtÞþPðtÞ : H00 < λ.

When a PU is not active on the same channel, the data is received with
both a high RSSI and a high SNR and can be represented by [28],

RSSI∝DðtÞ
UðtÞ : H11 > λ.

In general, the probabilities of these two hypotheses occurring
depend on the received data signal strength, DðtÞ. Hypothesis H00 occurs
when the received data contains errors. If the receiver does not send an
ACK command due to the reception of corrupted data, the transmitter
sends the same data again after a predefined period (determined by the
back-off time). The retransmission attempts continue until the trans-
mitter receives the ACK command (sent by the receiver after successful
data reception). Hypothesis H11 occurs after successful data reception on
the first attempt. In this paper, we propose a new approach to reducing
both overhead timing and concurrent spectrum allocation in the cases of
failure.

4. Basic scheme

In the proposed scheme, each secondary receiver performs both
spectrum sensing and detection to choose a carrier with an acceptable
SNR before communicating with any other user. Reliable carrier infor-
mation is exchanged using the proposed handshaking technique. This
provides positive control over the use of the shared medium in the UCN.
The primary reasons for implementing this technique are to minimize
collisions with hidden terminals and to reduce the interference with PUs.
In our experiment, the secondary transceiver scans all of the channels
available in the ISM band (i.e., 2.4 GHz, 2.424 GHz, 2.454 GHz, and
2.484 GHz) and selects the channel most suitable for data transmission. It
then generates a carrier to receive the CTR message with the desired
transmitter address. This protocol is initiated by the receiver. The
Fig. 2. Time sequence of hypothesis H0 [29].
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message is a 21 byte long information frame that contains preamble bits
(for synchronization), control bits (source-destination information), and
checksum bits (Fig. 6).

The entire frame consists of frame control bits each consisting of 2
bytes of information followed by a 6-byte Receiver Address (RA) and six
byte Transmitter Address (TA). The TA is followed by a 4-byte Frame
Check Sequence (FCS). Here the Carrier Information (CI) of each byte
carries suitable transmission frequency information to the neighboring
SUs. Only the selected transceiver is acknowledged with data trans-
mission. Fig. 7 shows a flow chart of the handshaking procedure for the
receiver and the transmitter. Underlay communication takes place on the
frequency shared between the PU and Cognitive Secondary User (CSU).
However, failure is a distinct possibility because of the high level of
interference from the PU, since the secondary receiver also operates on
the same channel frequency. If this process fails, the receiver once again
scans the available channels based on the RSSI signal. Now, without
wasting time on retransmission attempts as in previous techniques, such
as MACA and MACA-BI, the receiver will instantly communicate with the
corresponding transmitter using the CTR command frame, which con-
tains new carrier frequency information resulting in consistent
communication.

4.1. Optimum threshold selection

A novel receiver-initiated data transmission protocol is presented
here. First, the operating carrier frequency is selected at the receiver
based on a predefined SNR threshold. Therefore, the threshold deter-
mination at the receiver end is a crucial in terms of successful data
transmission. The energy static, or decision static, of the received signal
energy is given by [33]
Fig. 6. Structure of CTR frame.



Fig. 7. Scheme of proposed communication system.
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Esi ¼
1
N

XN
jriðtÞj2dt (3)
N¼1

Comparing Esi with the pre-set threshold λi for the CR-enabled nodes,
the presence or absence of a primary user signal can be determined by

[33] H0 : Esi < λi
H1 : Esi � λi

The SNR is defined as the ratio of the signal variance to the noise
variance, given by [34]

γ ¼ h2i σ
2
s

σ2
n

(4)

The energy received by the UCUs is utilized as a decision statistic [31]
that follows both central and non-central chi-squared distributions (with
a noncentrality parameter of 2), each with two μ degrees of freedom,
and is given by

Esi �
�
χ22μ
χ22μð2γÞ

(5)

When the number of samples of the received signal is large enough
(i.e., N � 100), then the central limit theorem determines that the mean
and variance of Esi under the hypothesisH0 areNσ2n and Nσ4

n respectively.
Similarly, under the hypothesis H1, the mean is Nσ2nð1þ γÞ and variance
is Nσ4

nð1þ 2γÞ. The Q(.) function can be written as [32] QðxÞ ¼
1ffiffiffiffi
2π

p
R∞
χ exp

�
� t2

2

�
dt.

Successful detection:H1 true, decide H1: probability ¼ psd ¼

Q
�

λi1�μH1
σH1

�

Psd ¼ Q

 �
λ

Nσ2
n

� 1� γ

� ffiffiffiffiffiffiffiffiffiffiffiffiffi
N

1þ 2γ

s !
(6)

False detection: H0 true, decide H1 : probability ¼ Pfd ¼ Q
�

λi1�μH0
σH0

�

Pfd ¼ Q
��

λ

Nσ2n
� 1
� ffiffiffiffi

N
p �

(7)

Miss Detection : H1 true; decide H0 : Probability ¼ pmd ¼ 1� Psd (8)

A pre-defined threshold λi that varies from 0 to ∞ is a parameter that
is commonly required for determining whether the PU signal is absent or
present. Thus, the operating threshold selection is very important in the
context of CRNs [34]. A false alarm is triggered when the SCUs falsely
detect the presence of the PU signal within the interfering level. This
misdetection occurs when the SCUs make an incorrect decision about the
absence of PU signal interference on the same channel. A false alarm
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condition arises when the radio receiver suffers from strong desensiti-
zation. Misdetection, on the other hand, may occur due to desensitiza-
tion, and fading may occur due to interference. These two error
probabilities reflect the spectrum utilization of the CR nodes and,
therefore, the aim of threshold optimization is to decrease both the false
alarm and the misdetection probabilities. The threshold is commonly set
based on the false alarm probability. When λi increases (or decreases),
both Pfd and Pmd decrease (or increase). To achieve a high value, Psd, Pfd

must be kept very low while Pmd increases. Therefore, the optimal
threshold selection can be viewed as the minimization of the total error
rate, defined as [35] Pe¼̂Pfd þ Pmd.

The error detection probability of CRi can be written as [32]

Pei ¼ PðH0ÞPfd þ PðH1ÞPmd : (9)

The conventional method maximizes the detection probability while
minimizing the total error. The optimal threshold can be written as [33]

λ� ¼ argmin PeðλÞ: (10)

For an Additive White Gaussian Noise (AWGN) fading channel, the
optimal threshold is given by [32]

λ� ¼ argmin

 
1þ 1

2
Erfc

�
λ� Nσ2

nffiffiffiffiffiffiffi
2N

p
σ2n

�
� 1

2
Erfc

 
λ� Nσ2

n ð1þ γÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Nð1þ γÞ

p
σ2n

!!
(11)

Here, Pfd ¼ 1
2Erfc

�
λ�Nσ2nffiffiffiffiffi
2N

p
σ2n

�
and Psd ¼ 1

2Erfc
�

λ�Nσ2n ð1þγÞffiffiffiffiffi
2N

p
σ2n

�
, where Erfcð:Þ

is the complimentary error function that is defined as [32] ErfcðzÞ ¼
2ffiffi
π

p
R∞
z e�t2dt, and the standard Q function is [32]-QðzÞ ¼ 1

2Erfc
�

zffiffi
2

p
�
.

Therefore, the optimal threshold for any received signal with acceptable
SNR value can be derived as [32].

λ� ¼ Nσ2n
2

�
1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2γ

 
1þ ð1þ 2γÞlnð1þ 2γÞ

Nγ2

vuut �
(12)

When the RSS is very low, i.e.,γ << 1; then ð1þ 2γÞ � 1; the optimal
threshold can be well approximated as [32], where

λ� � Nσ2n
2

ð1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2γ

p
Þ � Nσ2n (13)

In our work, we examine the factors that affect the channel perfor-
mance and therefore result in SNR variation. We consider the AWGN
fading channel performance to justify our work. Shadowing effects must
be considered in modeling an accurate CR environment. If these are
neglected, the path loss behavior becomes an unrealistic straight-line
curve. To consider shadowing effects, a zero-mean Gaussian random
variable with a positive or negative value and a standard deviation of σ
can be utilized. This variable indicates that the optimal threshold of the
received signal will have either a positive or a negative deviation in a
real-time Radio Frequency (RF) propagation environment. In addition, to
eliminate internal desensitization effects due to platform noise, we
considered an internal noise factor λint, which acts as a correction factor
in determining the local threshold value. Eq. (9) shows that the total
error rate probability depends on both the false detection (positive de-
viation) and misdetection (negative deviation) probabilities. Therefore,
the real-time optimal receiver threshold for the received SNR can be
written as

λ�i � ðNσ2n � σ:Gþ λintÞ: (14)

The main challenge is obtaining an optimum threshold that satisfies
the system performance requirements. We can derive the desired SNR for
an omni-directional antenna system analytically. For example, we can
compare an underlay CR system with a conventional cellular system that
reuses the same frequency. In a cellular system, the specified SNR is
18 dB or higher based on subjective tests and analysis [36]. Therefore,



Fig. 9. Structure of transmitted information.
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consider an SNR of 18 dB the standard threshold for reliable
performance.

4.2. System throughput optimization

We first examine an example where, nodes ‘A’ and ‘B’ are 500 m apart
and nodes ’B’ and ‘C’ are 200 m apart. Assume that node ‘B’ initiates
communication by generating a CTR command with a unique transmitter
address A. Since nodes A and C receive carrier information simulta-
neously, only node A responds and starts sending data packets (Fig. 8).

The successful selection of the channel frequency leads to the initia-
tion of the CTR transmission from the receiver end, which contains either
preamble or header information as well as newly selected carrier infor-
mation. In our scheme, the sender (Tx) starts sending data packets
(Fig. 9) whenever it receives a CTR command from any receiver. Here,
we assign a separate control channel frequency to exchange overhead
control frames. A basic transmission rate Rcontrol is assigned to control
frame (Ocf ) that contains 21 bytes. The total time required for both
reliable carrier selection and control & command transmission to the
proper destination can be calculated as

τCI ¼ τcomp þ
Ocf

Rcontrol
(15)

where τcomp, is the minimum receiver computational time needed for
scanning, comparing, and selecting a reliable channel frequency. In the
worst case scenario, the system computation time τcomp calculation de-
pends on the Phase-Locked Loop (PLL) locking time (20 ms) [38], the
RSSI generation lag duration from the Intermediate Frequency (IF) pro-
cessor Integrated Circuit (IC) SA 636 (10 ms) [39] and the program
execution time. For the proposed system, a 16 MHz clock is implemented,
resulting in a clock duration of 16 μs. In general, information is conveyed
by the changes in the signal values over time. When the CTR command is
received by the control channel, the transmitter changes its data channel
frequency according to the CI information sent from the receiver. Total
data transmission time from Tx-Rx is calculated as

τTD ¼ S
δ
þ Tp þ Tt (16)

In the equation above, the first term represents the time required to
push all of the bits onto the link, where S is equal to the number of control
bits added to the M data frame bits and δ represents the uniform data
transmission rate. To evaluate the maximum rate at which data can be
transmitted over a given communication link or channel, we have

applied Claude E. Shannon’s Equation [37] for channel capacity C ¼

Blog2

�
1þ S

N

�
. Here, the channel capacity (C) or the maximum data rate,

is related to both the channel BW and the SNR (18 dB for reliable data
communication). The effective data rate is-δ ¼ η

100 � C and the trans-
mission efficiency (η) is given by Actualdata

Totalno:oftransmitteddata *100. The second and

third terms in Eq. (16) denote the propagation delay time (Tp) and
channel processing time (Tt).

Based on the nature of CTR arrival probability, we propose two
hypotheses:

H1 : Successful completion of data transmission on the first attempt.
H0 : Failure in data transmission on the first attempt.
Let S be the normalized system throughput, defined for one successful
Fig. 8. Data transmission scheme using proposed protocol.
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cycle of data transmission as H1 (Fig. 10).

τSD ¼ τTD þ τCI þ τACK þ ð2� SIFSÞ::: (17)

In Eq. (17), the total data transmission time (τSD) is calculated by
considering all of the determining factors. The time required to send an
ACK message from the receiver to the transmitter after the successful
reception of data over the control channel is denoted by τACK. Pct notes
the probability of one cycle time completing a data transmission between
two stations successfully, where each transmits with a probability of γ.
Therefore, Pct ¼ 1� ð1� γÞn, where n represents number of parties
simultaneously involved in data transmission over the same channel. The
probability of successful transmission (Pst) by at least one station on the

first attempt is Pst ¼ nγð1�γÞn�1

Pct
¼ 1(100% probability). Therefore, the

system throughput for successful transmission on the first attempt can be
calculated by

S ¼ Total no:of transmitted bitsðoverhead dataþ use full dataÞ
Total slot time

(18)

Under hypothesis H0, transmission failure is caused by channel
transmission error due to either the misdetection of PUs signals or the
reception of the same Carrier Information (CI) from multiple sources. Let
the transmission failure probability, or the error probability (Pe), that
occurs for misdetection or same CI reception be denoted by Pmis f and
PCI f , respectively (Figs. 11 and 12).

From Eq. (9), the total error or failure probability can be written as-
Pe f ¼ Pmis f þ Pfd f , where false detection is associated with a negligible
amount of time required for receiver computation. Misdetection can lead
to an incorrect carrier frequency selection at the receiver’s end, which
causes unsuccessful data transmission on the first attempt. The minimum
slot time requirement can be written as

τmis st ¼ ð2� τTDÞ þ ð2� τCIÞ þ τACK þ ð4� SIFSÞ (19)

It may sometimes occur that two (secondary Rx-Tx) users belonging
to two different geographical locations sense the same carrier frequency
for transmission. Hence, if both of the receiver-initiated CTR commands
containing common CI information are received by the same (secondary
Tx-Rx) user, then both interference and data transmission blocking may
occur. With the assistance of the collision detection technique, the (sec-
ondary Tx-Rx) user responds by broadcasting a repeat carrier to receive
command. After receiving the repeat command, the initiating receiver
again scans the local environment and selects the best possible available
channel as the carrier. Data communication begins only after the
reception of two different carriers’ channel information. The timing
sequence for failed transmission is shown below.

It is clear that the exponential back-off time, or waiting time, has been
eliminated by the selection of a carrier frequency without local noise.
This simultaneously eliminates the possibility of multiple attempts, since
Fig. 10. Scheme of Data Transfer without failure.



Fig. 11. Scheme of Data Transfer with pmis f .

Fig. 12. Scheme of data transfer with pCI f .

Fig. 14. Schematic diagram of emulation.
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the channel changes automatically. To allocate the carrier spectrum
concurrently, we propose a hardware scheme that can perform the
spectrum-sensing and detection tasks reliably.
4.3. Hardware scheme

The nature of radio communications places fundamental limitations
on the reliability of wireless links. The paths between transmitters and
receivers are extremely random because of various factors. Our scheme is
based on a receiver-initiated protocol rather than a sender initiated
protocol. This makes communication systems much more reliable by
checking internal and external interference at the receiver constantly
before the transmission. In our hardware scheme (Fig. 13), we focus on
the SNR of the sensed radio signal at the receiver’s end. The SNR of the
sensed signal is compared with the predefined system threshold for
reliable data communication of 18 dB, and a decision is made about the
present channel condition. If the SNR value for a particular sensed
channel frequency is greater than the predefined threshold value, the
channel frequency is selected for immediate data communication.
Otherwise, the receiver continues to sense other channels to find an SNR
greater than the threshold value.

To assess our spectrum-sensing scheme, we utilized the RF spectrum
from 200-400 MHz. The total spectrum range is split up into n narrow
bands described by the division ratio of the PLL IC, which is program-
mable, as described in the next paragraph. Using the Monte-Carlo opti-
mization technique, one band of the n bands will be selected, and then
the controller will lock the PLL at a frequency corresponding to n. The
receiver performance in terms of the SNR, is checked directly with the
RSSI value obtained from the first IF processor IC SA 636 [39]. If the SNR
is higher than the threshold value for reliable network operation, the
receiver will generate a CTR message to initiate the communication. If
the SNR value falls short of the desired threshold for any value of n, the
program will randomly select another n, and the same process will be
undertaken. The CA 3160 operational amplifier has been used as a DC
Fig. 13. Schematic block
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comparator to compare the sensed RSSI with the predefined reference
voltage (Vref ), which should be 0.8 V for the standard 18 dB threshold.
The comparator output is connected to port P2.3 of the microcontroller,
and the microcontroller’s output ports are connected with the M (8:0), N
(1:0), and P_LOAD inputs of the NBC12429 PLL IC [38]. First, M (8:0) and
N (1:0) are set. Then, P_LOAD is enabled by the microcontroller. When
the comparator’s output is high, the microcontroller senses the condition,
and there is no change in M(8:0) or N(1:0), which indicates that the
corresponding frequency is locked by the PLL to within 20 ms [38].
However, for a low comparator output, the microcontroller’s input senses
a negative condition. This causes the program to change bothM (8:0) and
N (1:0) in sequence, and the corresponding PLL FOUT output changes in
the range of 200-400 MHz. The change in frequency is measured by a
frequency counter. A schematic diagram of this process is shown in
Fig. 14.
4.4. Reliable channel selection

A voltage divider is used with a comparator so that the output of the
voltage divider is no more than 5 V in order to provide compatibility with
the microcontroller port. When the RSSI value corresponding to the
sensed frequency is greater than Vref , the output of the voltage divider
Vout is 5 V and when the RSSI value corresponding to the sensed fre-
quency is less than Vref , the output of the voltage divider Vout is 0 V.
Based on the basic state of the input voltage, the microcontroller makes a
decision regarding the selection or rejection of the frequency locked by
the PLL as the correct one to initiate the communication ( Fig. 15). Thus,
if the receiver encounters strong interference from any noise, either in-
ternal or external, it can change its operating frequency automatically
according to its RSSI value. The RSSI voltage value represents the
acceptable SNR value according to the data sheet of the IFIC [39].

NBC12429 is a general purpose PLL and can be programmed for a
frequency between 25 and 400 MHz. The voltage-controlled oscillator
within this PLL operates over a frequency range of 200-400 MHz. The
PLL does not require any external components, as the loop filter of the
PLL is fully integrated. The output frequency of the PLL can be repre-
sented theoretically [38] as

FOUT ¼ ðFXTAL � 16Þ � M � N (20)

where FOUT is the output frequency of the PLL (Table 1), FXTAL is the
of proposed scheme.



Fig. 15. Laboratory setup.

Table 1
Hardware setup for channel frequency.

Vref RSSI Microcontroller
Port P2.3
connection

Channel
Frequency
(Fout )

Discussion

0.8 1.3 5 V DC Power Supply 242 MHz
(random)

Select a receiver
frequency using local
sensing technique

0.8 0.5 Ground 314 MHz
(random)

If received signal is
below predefined
threshold then Change
is automatic

0.8 1.2 5 V DC Power Supply Previously
selected carrier
frequency

Though received signal
strength is greater than
predefined system
threshold and so
operations Continue
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crystal frequency, M is the loop divider modulus, and N is the output
divider modulus. It is possible to select arbitrary values of M such that the
PLL is unable to achieve loop lock. To avoid this, M is selected such that
200	M	400 for a 16 MHz input (crystal frequency) reference. The user
can program the proper M and N values for a desired frequency using the
above equations. Thus, if N [1:0]¼ 01. For N¼ 2, FOUT ¼M� 2 andM¼
2 � FOUT . Therefore, M ¼ 131 � 2 ¼ 262, so M [8:0] ¼ 100000110. If M
changes by 1, Fout changes by 2 MHz.

The proposed scheme eliminates the waiting time in case of failures
due to collisions in the network. Fig. 16 shows a comparison of the time
durations of the actual data and the overhead data. It is clear that the
channel occupancy time has been minimized by the elimination of the
exponential back off time. This indicates that the total data transmission
time does not increase significantly because of the overhead increase
caused by channel switching.
Fig. 16. Time durations of both actual transmitted and overhead data.
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4.5. Comparison among conventional methods

Handshake mechanisms are used to detect data lost due to collisions
during data transfer. These mechanisms also add to system overhead in
terms of delay. Under dense traffic conditions, multiple collisions usually
occur, which can increase the transmission-delay exponentially. As a
result, repeated data transmissions increase, causing the degradation of
both throughput and system efficiency. To minimize the waiting time
caused by multiple retransmission attempts, we propose a receiver-
initiated protocol that begins with a spectrum-sensing technique. Simu-
lation results show that our scheme can reduce the exponential back-off
waiting time remarkably.

For CRNs, specific MAC protocols have yet to be designed. We analyze
a couple of reliable MAC protocols, MACA and MACA-BI. Like protocols
initiated by the sender, MACA suffers greatly, as the sender has no way of
locating transmissions from hidden terminals located near the receiver.
Therefore, data loss is frequent, leading to ‘back-off’. The results in the
losses of both precious battery power and time. MACA-BI improves on
this situation by avoiding the RTS command in initiating the packet
transmission. Therefore, in terms of data completion time, MACA-BI re-
quires less compared to the MACA protocol. Nevertheless, it is vulnerable
to hidden terminal transmissions causing the back-off problem. To
perform our simulation, we set the transmitter power to 0.01 mW. The
gains of the transmitter/receiver antennas and the heights of the
antennae are set to 1 and 0.1 m respectively. The distance between the
secondary transmitter and receiver remains constant at 500 m along with
a fixed data packet size of 1 Mbps and a slot duration of 10 ms.

In our scheme, we consider a dynamic pool of channels (in the ISM
band for trial purposes) to be shared by the units of the CRN. In this
network, both the primary and secondary units belong to a common
network and operate on the same channel frequency of 2.454 GHz. The
results are plotted along with the number of attempts against various
parameters, including overhead time, throughput, and system efficiency.
The proposed scheme switches its channel frequency among the four
channels of the ISM band (provided in the experimental set-up) (Table 2).

In Fig. 17, typical variations of overhead time with numbers of at-
tempts are plotted using MATLAB. The overhead time increases with the
number of failed attempts, as is expected. The link establishment time for
successful data transmission is equivalent to the system overhead time.
The overhead time increases exponentially when either the MACA or the
Table 2
Simulated frequencies of proposed scheme over multiple attempts.

Proposed Scheme

Attempts Channel frequency(GHz)

First 2.454
Second 2.4
Third 2.484
Fourth 2.424
Fifth 2.454
Sixth 2.4



Fig. 18. Throughput Performance.

Fig. 19. System efficiency vs. user utility.
Fig. 17. Overhead data duration.
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MACA-BI protocol is applied. MACA-BI provides a slightly better per-
formance than the MACA protocol does. A very low overhead time is
required for this proposed scheme, and this value remains nearly
constant.

We compute the throughput (S) of the protocols under consideration
for multiple collisions by keeping the maximum transmission range
within about 500 m and fixing the packet length at 1Mbps. The (Fig. 18)
maximum throughput efficiency is achieved when the proposed algo-
rithm is implemented. The MACA and MACA-BI protocols are supposed
to minimize the number of collisions that occur in communication sys-
tems. However, they are not suitable for dense and urban cognitive
network scenarios. MACA-BI provides the highest throughput on the first
attempt (successful transmission) of any protocol. However, after a
collision occurs, the throughput falls sharply. Even in cases of multiple
failures under dense traffic conditions, nearly constant high throughput
is achieved by the proposed protocol.

The performance of a data communication system can be measured
by two factors, the throughput and the bit error rate. A system has to
satisfy both criteria in order to achieve effiency and reliability. In this
paper, we evaluate the system efficiency under multiple failures and
compare the results of the proposed protocol with those of two standard
ones. Fig. 19 indicates that the proposed scheme performs better than
some of the well-known existing wireless MAC protocols do.

5. Conclusion

Our paper offers a new approach to the avoidance of the difficult
hidden-terminal problem in CRNs. Underlay cognitive communication
takes place on the shared carrier frequencies of PUs. During communi-
cation, interference with PUs and collisions with hidden terminals both
affect the performance at the receiver’s end. In our scheme, the receiver
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begins communications on its locally sensed least-noisy carrier fre-
quency. The data transmission completes within two cycles in the case of
successful first attempt transmission. Since exponential back-off, or
waiting period, is not a factor for the new proposed protocol, the system
overhead time is much lower than it is when other conventional tech-
niques, such as MACA or MACA-BI, are used. Simulation results are used
to compare the system’s throughput and efficiency in the case of multiple
failures occuring due to collisions. Both nearly constant throughput and
consistent system efficiency are obtained by implementing the proposed
scheme. If a collision occurs, the corresponding cognitive receiver re-
sponds instantly with a new channel frequency that has an SNR above the
acceptable threshold value. Spectrum detection is carried out in the re-
ceivers with an RSSI sensor circuit. Concurrent spectrum allocation is
possible for the UCUs under this scheme. The results demonstrate greater
reliability and efficiency.
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