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I 

 

Preface 

Nanoparticles, which are smaller in size, are essential in a characteristic framework in view of 

their high surface region and surface reactivity, and their related properties of adsorption or binding 

to the organic contaminants and trace metals. This is most likely due, in partially, to the differences 

in the surface and atomic structure near the surface, also with crystal form and surface topography, 

as a function of the smallest size. Besides the particle size and shape, the morphology of 

nanoparticles strongly influences their properties. For example, the catalytic materials effects on 

the surface of a particle. A few process can be utilized to produce different morphology either by 

mixing require materials previously before the nucleation or by adding new materials after 

nucleation in the synthesis procedure. But in same procedure, the morphology can be tuned to 

some degree by the procedure parameters, such as, relative measures of the materials, 

temperatures, and living arrangement times. Although, the material properties like surface 

energies, and chemical properties, decide the morphology of the final materials. Morphology 

variation is a remarkable method for adjusting functionality of nanomaterials, because it is 

involving surface transforming without the change of the main material. Morphological variation 

has principal significance particularly for nanomaterials, while these materials as a rule contain an 

extensive number of surface atoms that decide their physical and chemical properties. However, 

most of the nanomaterials are thermodynamically unstable, and their nonequilibrium 

morphologies comprise to low free energy of the system. 

A remarkable aspect of nanomaterials is that various factors can impact their physical, electronic 

chemical, magnetic and optical properties. These factors can strongly influence their properties as 

well as their size, shape, surface area, dielectric condition and inter-particle interactions 



II 

 

The work presented in this doctoral thesis describes the synthesis of nickel oxide and different 

oxidation state of nickel oxide via some novel synthesis strategies. Particularly, the facile 

hydrothermal processes and wet chemical processes are found to be appropriate to prepare various 

morphology of nickel oxide. The thesis starts with a general introduction (chapter 1) of 

nanotechnology, defects, magnetism, electrochemistry, interface of metal-semiconductor, 

dielectric properties and photocatalytic properties are given in this chapter. In chapter 2, literature 

review on above properties of nickel oxide as well as presented some of the breakthrough reports. 

Coral – like microstructure of NiO has been synthesized via a facile template free hydrothermal 

technique followed by calcination which are described in chapter 3. Magnetic study illustrates 

spin-glass like behaviour and asymmetric hysteresis loop at room temperature. Non-inversion 

symmetry of the anisotropic energy barrier, introduces by defect induced ferromagnetic domain 

within antiferromagnetic matrix of NiO. Numerical values of the anisotropy parameters have also 

been evaluated using law of approach method. Interparticle interaction, inherent of this particular 

microstructure via surface defects, is strong enough to give asymmetric hysteresis at room 

temperature. 

The effect of morphology on electrochemical and catalytic properties of different nanostructure 

NiO prepared via hydrothermal methods are described in chapter 4. Applying Marcus theory, it 

has been demonstrated that the charge transfer process in catalytic as well as in electrochemical 

process within the synthesized nanostructures are non-adiabatic in nature, guided by electron – 

phonon interaction. And finally, it is concluded that lattice polarization, caused by electron – 

phonon interaction, imparts the crucial role specific pseudocapacitance while charge transfer 

resistance and charging or discharging time are determined by activation energy of process where 

the same electron – phonon interaction also plays significant role. 
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In chapter 5, the characteristic of nanostructured Ni2O3/Al heterojunctions are investigated under 

the dark and illumination conditions and the device parameters have been measured. The effect of 

these parameters has been identified that the charge-transport across the junction follows non-

adiabatic mechanism. Our results suggest a new insight into current transport mechanism that may 

be generalized to understand microstructural, defect dependence MS junctions. 

A low temperature chemical route has been adapted to synthesize nickel (III) oxide (Ni2O3) 

nanoparticles whose particle size can be varied by tuning the reaction temperature which are 

presented in chapter 6. Study the dielectric properties of the Ni2O3 nano particles and delineate the 

role of grain and grain boundary on to the dielectric properties and investigated the degradation if 

congo red and methylene blue by the nanostructured Ni2O3 are presented in chapter 7. 

Finally, in chapter 8, summary of the major findings of this thesis are discussed. 
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1.1. Nanotechnology and morphological effect 

Historically, human dreams and imaginations have resulted in new breakthroughs in 

science and paved the way for new disciplines. Nanotechnology, a 21st-century wilderness, was 

resulting from such dreams. Nanotechnology is related to the control of issues at measurements in 

the vicinity of 1 and 100 nm where modification in properties drive the novel applications. 

Advancement of nanotechnology has happened continuously with time, however, progressive 

advancement has been enrolled in the midst of the modern world. The idea of a ''nanometer'' was 

first proposed by Richard Adolf Zsigmondy, the 1925 Nobel Prize honoree in chemistry. He 

introduced the term nanometer clearly to characterizing particle size and he was the first to quantify 

the particles size using microscope. One of the example of his measurement was gold colloids 

utilizing a microscope. In present day nanotechnology was the brain child of Richard Feynman, 

the 1965 Nobel Prize honoree in physics. He demonstrated a lecture titled, ''There's Plenty of Room 

at the Bottom'', during the 1959 American Physical Society meeting at Caltech, in which he 

presented the idea of controlling issue at the atomic level. Prof. Feynman said, “The principles of 

physics, as far as I can see, do not speak against the possibility of maneuvering things atom by 

atom”. It is not an attempt to violate any laws; it is something, in principle, that can be done; but 

in practice, it has not been done because we are too big” [1, 2].  His thoughts have paved a new 

scientific direction and Feynman’s hypotheses have since been demonstrated right. It is thus that 

he is viewed as the father of modern nanotechnology. However, in 1974, Almost 15 years later, a 

Japanese scientist, Norio Taniguchi, was the first to utilize ''nanotechnology'' to describe 

semiconductor with nanometer order [3]. The word 'nano' has taken from the Greek word 'nanos' 

which signifies 'dwarf'. The General Conference on Weights and Measures (CGPM) officially 

permitted the utilization of nano as a standard prefix in the year 1960. This unit prefix which 
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signifies 'one billionth' indicated by the letter 'n' and is utilized frequently modern days in science 

and technology, nano as a prefix to the units of time, length and mass specifies to a scale of 

magnitude 10-9 unit. Particles with a size between nanometer (nm) range is defined as 

“nanomaterial”, Nanomaterials can be extensively classified as nanostructured minerals, crystal, 

microscopic organisms etc. and man-made viz. metal, earthenware and polymer nanoparticles. 

Nanotechnology, from that point onward, has been a blast of understanding, planning and 

manufacturing new nanomaterials for application of interest, in any field. With the advance 

technology that helped make dives forward in the field of microscopy, which influenced the 

prospering to field achievable, researchers saw the beginning of another period. TEM, SPM, STM 

and AFM are those apparatuses with which the investigation at a size of nanometers is done and 

each field on earth is impacted [4-6]. During the most recent couple of years, massive undertakings 

have been made by specialists to understand these materials whose attributes between the plainly 

visible and make them profitable for a few applications [7-9]. 

1.1.1. Morphology effect 

Specifically, nanoparticles, which are smaller in size, are essential in a characteristic 

framework in view of their high surface region and surface reactivity, and their related properties 

of adsorption or binding to the organic contaminants and trace metals. This is most likely due, in 

partially, to the differences in the surface and atomic structure near the surface, also with crystal 

form and surface topography, as a function of the smallest size [10]. Besides the particle size and 

shape, the morphology of nanoparticles strongly influences their properties. For example, the 

catalytic materials effects on the surface of a particle. A few process can be utilized to produce 

different morphology either by mixing require materials previously before the nucleation or by 

adding new materials after nucleation in the synthesis procedure. But in same procedure, the 
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morphology can be tuned to some degree by the procedure parameters, such as, relative measures 

of the materials, temperatures, and living arrangement times. Although, the material properties like 

surface energies, and chemical properties, decide the morphology of the final materials. 

Morphology variation is a remarkable method for adjusting functionality of nanomaterials, 

because it is involving surface transforming without the change of the main material. 

Morphological variation has principal significance particularly for nanomaterials, while these 

materials as a rule contain an extensive number of surface atoms that decide their physical and 

chemical properties. However, most of the nanomaterials are thermodynamically unstable, and 

their nonequilibrium morphologies comprise to low free energy of the system. 

Bottom up fabrication resembles building a brick house. Rather than setting one by one to 

create a house, bottom up fabrication systems put molecules or atoms each one in turn to assemble 

the desired nanostructure. Such procedures are taking. Morphology of various nanostructures may 

vary significantly on the basis of their material composition, crystal structure and synthesis 

process. Existing synthesis techniques permit the fabrication of nanoparticles of different shapes 

(flower, rods, spheres, tubes etc.) and sizes [11-14].  Assembling different morphology by self-

assembly process was attempted by hydrothermal technique. Only the variation of parameters of 

such hydrothermal technique as temperature, reagent concentration, pressure, and time produced 

different morphologies. In this thesis we have used the bottom up approach. The bottom up 

approach assumes have become essential in the creation and handling of nanostructures. There are 

a few purposes behind this. The bottom up approach has potential superior opportunity to get 

nanostructures with not so much imperfections but rather more homogeneous chemical 

arrangement. Self-assembly of organic architectures involve the following type of interactions 

within the involved components: electrostatic interaction, hydrogen bonding, van de Waals or 
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donor-acceptor effects. The self-assembly particles incorporate specific electrical, magnetic, 

chemical, catalytic properties and so on and their assembling architecture on a nanometer scale 

actuates a scope of novel properties. 

Self-assembly by hydrogen bonding prompts two or three-dimensional architectures which 

frequently have a normal length size of a couple of nanometers. The self-assembling of structures 

requires the presence of hydrogen-bonding subunits which decide the topology of the morphology. 

Surfactant plays an important part in the development of morphology constructed by nanoparticles. 

The last includes the outlined control of atomic associations (e.g. hydrogen bonding, and so on.) 

and recognition processes to create main chain or side-chain of surfactant by self-assembly of 

require components. 

Bonding effects are required to play a crucial part in the get together and self-assembling 

process. The controlled and required morphology opens the route to the using surfactant building 

of nanostructured morphology. 

A remarkable aspect of nanomaterials is that various factors can impact their physical, 

electronic chemical, magnetic and optical properties. These factors can strongly influence their 

properties as well as their size, shape, surface area, dielectric condition and inter-particle 

interactions [15-17]. Such noticeable varieties in properties of nanomaterials are because of their 

architecture being comparable to the de Broglie wavelength of the charge carriers, which adjust 

their properties significantly [18]. As a consequence, the development of morphology led to 

realization that nanoscale morphology would be of future interest. 
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1.2. Defects of the crystals 

Perfect crystals are not thermodynamically stable. In fact, for a given temperature, the 

presence of point defects, makes this crystal thermodynamically stable. Apart from stability the 

defects in solids play an important part, to understand the electrical, optical and many diffusion 

induced properties to name a few. On approach to find the defect concentration is to make use of 

statistical thermodynamic. Another approach is to use the defect chemistry where defects are 

treated as chemical entities and this formation of defects, is represented by a defect equation. Then 

one can use equilibrium thermodynamics to calculate the defect concentration at a given 

temperature. However, to use this approach, one has to use a proper notation to represent the 

defects. In this thesis, we shall briefly discuss the defects in solids using the very commonly used 

Kroger-Vink notation. For further details, one can refer to the classical text, Introduction to 

ceramics, edited by Knigery et. al. [19] 

1.2.1.  Representation of defects 

Let MX represents a binary compound. Following are the different types of defects that 

occur in MX. 

1. Vacancy:  It is defined as the missing of an atom/ion from its site. VM and VX represent 

the M and X vacancy respectively. In this notation V stands for vacancy and subscript 

stands for the site, where vacancy occurs. 

2. Interstitial:  These are represented by Mi and Xi where M and X stand for atom/ion, 

and subscript ‘i’ stands for interstitial. 

3. Misplaced atom/ion:  Represented by MX and XM. In this notation the symbol 

represents atom/ion and subscript represents the site. Thus, MX means atom/ion M 
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occurs at the site X, hence M atom is misplaced. In normal condition, M atom should 

be at its site M, i.e. MM. 

4. Solid solution: 

(i)  Substitutional: Solute atom S, appearing at either site M or X would be represented 

by SM or SX respectively. 

(ii)  Intestinal: Solute atom appearing at interstitial site ‘i’ of the host lattice and this is 

represented by Si. 

For ionic solid, the effective positive and negative charges associated with ions, are 

designated by dot (•) and dash ('). Clearly, this is different from + (positive) and – (negative) 

changes which are actually associated with a cation and anion. 

5. Subatomic defect:  Electron in conduction band and holes in the valance band are 

considered as subatomic defects and they are represented by e' and h• respectively. 

1.2.2.  Rules of defect reaction equations 

In order to explain these rules, let us consider a binary metallic oxide MO, where M stands 

for metal and O stands for oxygen. 

Over and above the mass balance, required for ordinary chemical equation, two more rules 

are to be absorved for defect equation as stated below: 

1. Charge balance:  Since changes cannot be created or annihilated during defect 

equations, charge on either side of the equal to ‘=’ has to be same. 

2. Site ratio rule:  For a binary solid MaOb. The ratio of number of M atoms to the number 

of O atoms is given by a/b ratio. 
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The ratio has to be mentioned even after the formation of defect. For example, let NM and 

VM represent the number of M atoms and number of vacancy at M site. Similarly N0 and V0 

represent the number of oxygen atoms and number of oxygen vacancies Thus, 

𝑁𝑀+𝑉𝑀

𝑁0+𝑉0
=

𝑎

𝑏
   , must be preserved. 

To discuss the generations of defect through the defect equation, let us consider a binary 

metallic oxide MO. 

1. Formation of Oxygen vacancy (V0): The formation of oxygen vacancy can be represented by 

the following equation : 

𝑂0 = 𝑉0 + 1
2⁄ 𝑂2   1.1 

The equilibrium constant Kred is given by 

𝐾𝑟𝑒𝑑 = [𝑉0] ∙ 𝑃𝑂2
1\2

              1.2 

[𝑉0] =
𝐾𝑟𝑒𝑑

𝑃𝑂2
1\2             1.2a 

Thus for a given temperature the lower the partial pressure PO2, the more is the 

concentration of oxygen vacancy [V0]. 

In MO, metal M2+ and oxygen O2- are ions and, with these changes the solid MO is 

electroneutral. Thus when, oxygen vacancy is created it can be visualize as follows: The O2- leaves 

two electrons (2e') at the oxygen vacant site, V0 and escapes in the atmosphere as neutral oxygen 

molecule. Now if one e' associate at the V0 site is excited to the conduction band, then 𝑉0
• site 

becomes effectively positively charged. This is called ionization of defect. This ionization of V0 

can be represented by follows: 
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𝑉0 = 𝑉0
• + 𝑒′     1.3 

Assuming [V0] = [e'], the equilibrium constant Krad1 is given by, 

𝐾𝑟𝑎𝑑1 =
[𝑉0

•]2

[𝑉0]
 

[𝑉0] =
[𝑉0

•]2

𝐾𝑟𝑎𝑑1
            1.4 

Pulling [𝑉0] in equation (1.2a) and rearranging, 

[𝑉0
•] =

√𝐾𝑟𝑎𝑑 • 𝐾𝑟𝑎𝑑1

𝑝𝑂2
1\4         1.5 

Equations (1.2a) and (1.5) give the partial pressure dependent variation of [𝑉0] and [𝑉0
•] 

respectively. 

2. Formation of metal vacancy: The generation of metal vacancy in the MO can be represented 

by the following defect equation: 

1

2
𝑂2 = 𝑂0 + 𝑉𝑀       1.6 

When oxygen diffuses into MO and occupies an oxygen site, O0, and an extra site in metal 

has to be created in the form of vacancy, VM, to maintained site ratio rule. At a given temperature 

equilibrium constant Koxi, can be given by, 

𝐾𝑜𝑥𝑖 =
[𝑉𝑀]

𝑝𝑂2
1\2     1.7 

This implies the more the prevailing oxygen pressure the more will be the metal vacancy 

and this we expect intuitively. As discussed in connection with oxygen vacancy neutral metal 

vacancy VM is associated with two holes (2h•). Therefore, when holes sink to the valance band the 

metal vacancy VM becomes ionized as per the following equation: 
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𝑉𝑀 = 𝑉𝑀
′ + ℎ•            1.8 

Equilibrium constant Koxi1, can be given by, 

𝐾𝑜𝑥𝑖1 =
[𝑉𝑀

′ ]2

[𝑉𝑀]
             1.9 

Assuming, [𝑉𝑀
′ ] = [ℎ•].  From equations (1.7) and (1.8) 

[𝑉𝑀
′ ] = √𝐾𝑜𝑥𝑖 •  𝐾𝑜𝑥𝑖1 • 𝑝𝑂2

1\4
       1.10 

Equation (1.7) and (1.8) give the oxygen partial pressure dependent concentration of [𝑉𝑀] 

and [𝑉𝑀
′ ]. This means by controlling the external partial pressure one can control the concentration 

of metal vacancies. 

3. Variable valency metal oxide: Let us assume that the metal M can have valency 2 and 3. Then 

the generation of M3+ in MO host oxide, can be represented by the following defect equation, 

𝑀𝑀 = 𝑀𝑀
• + 𝑉𝑀

′     1.11 

The equilibrium constant 𝐾𝑣𝑎𝑟𝑖 

𝐾𝑣𝑎𝑟𝑖 = [𝑀𝑀
• ][𝑉𝑀

′ ]      1.12 

In principle formation and analysis of any defect within the frame work Kroger and Vink 

can be carried out as delineated above [20]. 

So far the discussion is on the variation of the defect as a function of partial pressure under 

isothermal condition. The temperature dependent variation of defect concentration could be taken 

into consideration by using Vant Hoff equation, which represents the variation of equilibrium 

constant as a function of temperature and this is given by, 

𝜕𝑙𝑛𝐾

𝜕𝑇
=

∆𝐻0

𝑅𝑇2        1.13  

where K, R, ∆H0 and T are respectively equilibrium constant, universal gas constant, 

standard enthalpy change and absolute temperature. 
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1.3. Origin of magnetism 

Over the past decades, extensive research work has been carried out on nanomaterials due 

to their importance in fundamental research from both the application and theory perspective. 

Magnetism is one of the new field of interest due to its vast applications. All materials in nature 

are organized by atoms while atoms are made of positively charged nuclei surrounded by 

negatively charge electrons. The magnetism in material arises due to the orbital motion and spin 

motion of the electrons in atoms. Orbital motion of electrons and electron spin are respectively 

associated with orbital angular momentum and spin angular momentum. Fig. 1.1 shows the orbital 

motion of electron around the nucleus and the spin motion of the electron around own axis. These 

give rise to permanent orbital and spin magnetic dipole moments. Each unpaired electron give rise 

to a magnetic dipole moment of Bohr magneton (μB). Out of these two contributions, major 

contribution comes from this spin particularly for the first transition series of elements. An applied 

magnetic field (H) induces magnetization (M) (magnetic dipole moment per unit volume) of a 

material and magnetization is given by M= χH, where the proportionality constant χ is called 

susceptibility. 

 

Fig. 1.1 The orbital motion of electron around the nucleus and spin motion of electron around own axis. 
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1.3.1. Classification of magnetic materials 

The basic classification of magnetic materials depends on whether permanent magnetic 

dipole is present or not. The material which does not possess the permanent magnetic dipole 

moment is classified as diamagnetic materials. The other magnetic materials which process the 

permanent magnetic dipole moment, are further classified into paramagnetic, ferromagnetic, anti-

ferromagnetic and ferrimagnetic depending on the interaction among the permanent magnetic 

dipoles. 

 

Fig. 1.2 Different class of magnetic ordering in materials. 
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Diamagnetism is the basic properties of all materials and it contributes weak magnetism. 

Non-cooperative behaviour of orbital electrons in presence of external magnetic field is the basic 

concept of diamagnetism. In the presence of an applied magnetic field, diamagnetism materials 

oppose the applied magnetic field due to the atomic current loops produced by the orbital motion 

of electrons. In terms of electronic configuration of diamagnetic substances, all the electronic sub 

shells are filled and no unpaired electron exists in the shells. Thus, the overall magnetic moment 

cancel each other and net magnetic moment of the diamagnetic material is zero (e.g., hydrogen, 

nitrogen, boron, sulfur etc.). In this case, when an external magnetic field is applied, orbital motion 

of electrons opposes the magnetic field and thus the magnetic susceptibility of these diamagnetic 

material is negative and temperature independent (χ < 0). 

In the paramagnetic materials, the interaction among the permanent dipole moments is 

negligible and hence at a temperature, the magnetic dipole moments are randomly oriented giving 

rise to net zero magnetization (Fig. 1.2). If the external magnetic field is applied, there will be a 

partial alignment of the atomic magnetic moments along the direction of applied field which causes 

a low magnetization in the same direction. Thus, these paramagnetic materials (e.g., chromium, 

sodium, oxygen etc.) processes positive susceptibility and it is usually much smaller (χ ≈ 0). The 

magnetic susceptibility is inversely temperature dependent. That means when the temperature 

increases the alignment of the atomic magnetic moment will be randomize and decreases the 

magnetization. The temperature dependent variation of magnetic susceptibility follows the Curie 

law of paramagnetism. 

In ferromagnetic materials (e.g., iron, cobalt, nickel etc.) there is a strong interaction among 

the permanent dipoles, as a results the magnetic dipoles are arranged parallely in absence of 

external magnetic field (Fig. 1.2). This spontaneous magnetization is a characteristic feature of 
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ferromagnetic materials. The strong interaction among the magnetic dipoles is attributed to 

quantum mechanical spin exchange interaction which occurs below a certain temperature called 

Curie temperature. In this spontaneous magnetization region, the hysteresis in M-H loop is being 

observed and above Curie temperature due to thermal randomization, ferromagnetic materials 

behaves like a paramagnetic material and the temperature dependent susceptibility fellows the 

Curie-Weiss law. 

Ferrimagnetism behaviour found in materials (mostly ceramic oxide compounds) is due to 

the antiparallel orientation of magnetic dipole moments of unequal magnitude (Fig. 1.2). These 

type of materials are easily magnetized and demagnetized compared to ferromagnetic materials 

thus also known as soft magnets. The macroscopic behaviour is usually similar to ferromagnetism. 

Above Tc, the long-range spin ordering becomes randomized and the material behaves like 

paramagnetism. 

Materials (e.g., nickel oxide, iron manganese, hematite etc.), having antiparallel alignment 

of magnetic dipole moments with equal magnitude, are known as antiferromagnetic materials (Fig. 

1.2). The spins in these materials are aligned via exchange interaction to the opposite direction and 

therefore produce no net magnetization. Beyond a critical temperature thermal energy randomizes 

the alignment of magnetic moment producing paramagnetism. This particular temperature is 

defined as Néel temperature (TN). 

1.3.2. Hysteresis 

In presence of applied external magnetic field, spins within the magnetic material are fully 

aligned along the field direction and achieved the maximum value of magnetization, known as 

saturation magnetization. Once the external field is removed, magnetic materials can retain a 

memory. Upon applying of magnetic field, in the opposite direction the subsequent alignment and 
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again reorientation take place. The variation of magnetization (M) as a function of magnetic field 

(H) as depicted in Fig. 1.3 is known as hysteresis loop. The saturation magnetization (Ms) observed 

when a sufficient strength of external magnetic field is applied. On reversing when the field is 

reduced to zero, even then the magnetization does not become zero. The remaining non zero 

magnetization is called remanence magnetization (Mr). Increasing the external field toward 

negative direction, at a point where the induced magnetization becomes zero, that point is known 

as coercivity (Hc). 

 

Fig. 1.3 Schematic hysteresis loop for ferromagnetic and ferrimagnetic material. 

The characteristic of hysteresis loop governs the suitability of magnetic materials for 

particular applications. For example, more square-shaped hysteresis loop, with two stable 

magnetization states, is suitable for magnetic data storage, while a sifted hysteresis loop indicates 

saturated nature of spin-glass like magnetization or exchange bias effect. Thus, the various 

hysteresis parameters or various nature of hysteresis loop are not the intrinsic properties of 

magnetic materials but it is dependent on the nature of the materials. 
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1.3.3. Exchange interaction 

Exchange interaction between magnetic ions is the most essential phenomenon in 

molecular magnetism. Depending on metallic or non-metallic and different type of delocalization 

of the magnetic moments of solid many exchange couplings were established. We shall discuss 

here mainly the superexchange and double exchange phenomena. 

A superexchange interaction was first proposed by Kramer [21] and developed by 

Anderson and Van Vleck [22, 23]. For such cases let us consider two identical transition metal 

ions each having one unpaired electron in non-degenerate orbital. Heisenberg Hamiltonian 

expression can describe the magnetic exchange interaction among these two electrons, such as Ĥ 

= -JŜ1Ŝ2, where J denotes the exchange interaction parameter, and the two spins of the electrons 

are coupled. Developed Anderson’s theory showed that on the metal orbitals these two electrons 

are not fully localized. Due to covalencey effect, some spin density found on orbitals of the 

surrounding ligands. In transition metal oxides 3d- orbitals are coupled with the oxygen 2p-

orbitals. Distance between the ions and arrangement of anion and cation orbitals affect exchange 

interaction. When two same valency cations and an intermediate anion points towards each other 

having large overlap form 180° metal-oxygen-metal bonds then the exchange interaction is strong 

and antiferromagnetic in nature. The superexchange mechanism is schematically represented in 

the following Fig. 1.4. 

 

Fig. 1.4 Schematic of Superexchange interaction in metal-oxygen-metal. 
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This double exchange interaction arises between 3d-orbitals which have both localized and 

delocalized d-orbital. A double-exchange material, such as calcium doped LaMnO3, has both 

valency state of Mn4+ and Mn3+ ions (d3 and d4) to maintain the charge neutrality. Both cations 

Mn4+ and Mn3+ are separated by anion O2- ions.  For d3 core electrons are localized in a narrow t↑
2g 

band where fourth d electron at e↑
g band hybridized with oxygen and hops to the vacant eg level in 

the neighboring Mn4+ ion. However, the electron hopping occurs between Mn3+ and Mn4+ ion due 

to Hund’s coupling between two band (t2g and eg) electrons if their spins position are parallel but 

if they are antiparallel hopping does not occur. Fig. 1.5 shows the schematic representation of 

double exchange interaction. 

 

Fig. 1.5 Schematic of double exchange interaction in metal-oxygen-metal. 

1.4. Electrochemical energy storage system 

The concern of the consumption of fossil energy brings about tremendous enthusiasm for 

advanced technologies in renewable energy, for example,  wind farms, solar cells, tidal electricity 

generation etc. [24]. In recent days, reliable and constant energy storage system are needed because 

of uneven usage of electricity and discontinuous production of electricity. In this context, different 

energy storage devices like fuel cell, batteries, and electrochemical capacitors have been developed 

by researchers having their own advantage and disadvantages.  For the high speed and high mileage 
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of the advance vehicles such as electric and hybrid vehicles, high capacity energy storage systems 

are needed. Batteries and electrochemical capacitors of electrochemical energy storage systems 

are the mostly used in recent time. Lithium ion batteries (Li-ion) and nickel-metal hydride batteries 

(Ni-MH) are used in many fields such as telecommunication devices, computers, vehicles etc. for 

their high energy density and moderate power density. Electrochemical capacitors have also show 

strong potentiality of delivering high power within a short period of time and are generally divided 

into two categories: double-layer capacitance and pseudocapacitance. The charge storage process 

of Electric double layer capacitor is mainly based on adsorption of the ions at electrode / electrolyte 

interfaces by non-Faradic electrostatic process. Carbonaceous material such as carbon nanotube, 

graphene, activated carbon etc. are generally used as electric double layer supercapacitor electrode 

materials [25]. Advantages of electric double layer capacitors includes high power density, long 

life cycle and stability, but they don’t possess high value of specific capacitance (Cm) [26]. In this 

contest, pseudocapacitor stores charges at electrode / electrolyte interface on the basis of reversible 

redox reaction utilizing multi-oxidation states of the electrode materials in a Faradaic process. It 

has been investigated by several researchers that pseudocapacitors exhibit higher energy density 

and Cm compared to double layer capacitors.  Generally, transitional metal oxides / hydroxides or 

electrically conducting polymer are used for pseudocapacitors. In this regard, it has been 

investigated that transitional metal oxides / hydroxides are better alternative for electrode 

materials. Earlier, ruthenium oxide (RuO2) has been used as electrode materials for 

pseudocapacitors due to its high specific capacitance (760 F/g) in aqueous electrolyte [27]. But, 

its utility gets limited due to toxicity and high cost [27]. After RuO2, different cost effective 

transitional metal oxides like MnO2, NiO, V2O5, Co3O4 etc. have been examined as replacements 

of RuO2. 
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In general, the electrochemical process occurs at the electrode-electrolyte interface. Charge 

transfer processes at the electrode- electrolyte interface is usually studied by the controlled-

potential technique which is based on dynamic (non-zero current) situations. In this technique, 

electrode potential is used to drive an electron transfer reaction and the resulting current is 

measured. Mainly, this electron pressure drives the chemical species to either gain or lose an 

electron during reduction or oxidation reaction. The main advantage of this controlled potential 

technique is that the high sensitivity to electroactive species where detection is extremely low 

limits (nm range), can be achieved with small amount of samples (5-20 μL). 

1.4.1. Faradaic processes 

1.4.1.1. Equilibrium electrochemistry 

Electrochemically reversible redox reaction is shown below: 

𝑂(𝑎𝑞) + 𝑛𝑒−(𝑚) ⇌ 𝑅𝑛−(𝑎𝑞) 1.14 

where O is the oxidized and R is reduced forms of a redox process. The above equation 

express the charge transfer mechanism between the metallic electrode (m) and electrolyte (𝑎𝑞).  

When a suitable electrode, as a source of electrons, is placed into the electrolyte then the reaction 

occurred. This is an interfacial process where reaction involves electron as charge transfer species 

within electrode surface. Therefore, a net charge separation is developed because the electron 

transfer moves towards the equilibrium. So it creates potential difference between electrode (ϕm) 

and solution (ϕs) interface. Thus the potential drop across the interface is represented by, 

∆𝜙 = 𝜙𝑚 − 𝜙𝑠                                1.15 
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For the complete conducting circuit, a reference electrode is used to maintain the fixed potential 

difference between the electrode-electrolyte interfaces. Therefore, this potential difference is given 

by, 

𝐸 = (𝜙𝑚 − 𝜙𝑠) + 𝑋    1.16 

where E is the potential difference and X is constant which refers to role of reference electrode. 

1.4.1.2. Dynamic electrochemistry 

In dynamic electrochemistry, thermodynamic parameters (reaction free energies, 

equilibrium constants, entropies and pH) are not extensively used and that is the advantage of these 

processes. Thus commercially these processes are used for electroanalytical applications. 

In this process, controlled-potential electroanalytical measurement is carried out to get a current 

response during redox process by observing the electron transfer of the target analyte. 

Electrochemically redox reaction is shown below: 

𝑂(𝑎𝑞) + 𝑛𝑒−(𝑚) → 𝑅𝑛−(𝑎𝑞)   1.17 

The above redox reaction occurs under the application of an applied potential and the 

consequent current developed is given by, 

𝑖 = 𝑛𝐴𝐹𝑗   1.18 

where i is the magnitude of the current, j is the flux (cm-2s-1) of the species in solution, F is 

the Faraday constant, n is the number of electrons involved in electrochemical process and A is 

the electrode area. The electron transfer process occurs via quantum mechanical tunneling between 

the electrode and reactant close to the electrode. 
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1.4.2. Cyclic voltammetry (CV) 

For the cyclic voltammetric measurement, three electrodes setup which consists of working 

electrode, counter electrode and reference electrode is being used. All the electrodes are connected 

to a potentiostat which prevents the ohmic drop and controlled minimal interface within working 

and reference electrode. The current through reference electrode is kept minimum to avoid the 

polarization of the reference electrode, resulting the stable potential between working and 

reference electrode. Fig. 1.6 shows the three electrode experimental setup where reference 

electrode can be Ag/AgCl, counter electrode should be non-reactive high surface area like 

platinum and working electrode should have deposited material which we want to measure. In 

electrochemical process, observed electrode current is dependent on mass transport which occurs 

in series with chemical reactions, adsorption/desorption and heterogeneous rate constant. The 

working electrode dips into an electrolyte which contains electroactive species and supporting 

electrolyte salt, to achieve the required connectivity and minimize the ohmic (IR) drop. Fig. 1.7 

shows a schematic representation of electrochemical reactions. 

 

Fig. 1.6 A typical experimental three electrode set-up showing reference electrode (RE), counter electrode 

(CE) and the working electrode (WE) deeps into an electrolyte solution. 
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Fig. 1.7 A schematic representation of electrochemical reaction. 

Hence, the applied voltage is the key factor for occurrence of electrochemical reactions. 

Since, V= Joule /Coulomb, such that energy is required to move charge. Such voltage, defined as 

the energy per coulomb acts as electrochemical pressure. The current at the working electrode is 

plotted versus the applied voltage to give the CV trace and the specific capacitance has been 

calculated from the CV curves according to the equation: 

𝐶𝑚 =  
ʃ 𝑖 𝑑𝑣

2 ×𝑚 ×𝑠 ×𝛥𝑉
       1.19 

where, ʃ idv is the area under the CV curve, ‘m’, ‘s’ and ΔV = (V1 –V2) represent working 

electrode material mass (in g), scan rate and applied potential window (V) respectively. 
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1.4.3. Galvanostatic charge discharge (GCD) 

GCD is the standard technique used to investigate the charge storage ability of the 

electrodes. Mostly, charge and discharge are conducted at constant current until a set voltage is 

reached and the charge of each cycle is measured. The capacitance is calculated by, 

𝐶 =
𝑄

𝑉
      1.20 

where 𝐶 is the capacitance, in farads (F), V is the voltage window and Q is the charge in 

coulombs. The each number of cycles indicates the cycle-life of the capacitor. The current at the 

working electrode is plotted versus the time to give the GCD trace and the specific capacitance has 

been calculated from the GCD curves according to the equation: 

𝐶𝑚 =  
𝑖 ×𝑡

𝑉 ×𝑚
      1.21 

where ‘i’, ‘t’, ‘V’ and ‘m’ represent discharge current (in A), discharge time (in sec), 

voltage range for full cycle (V) and mass of the electrode material (in g). 

1.4.4. Electrochemical Impedance Spectroscopy (EIS) 

ESI is a most used technique to investigate electrode properties. This method for measuring 

the equivalent series resistance models to describe underlying reaction mechanisms. AC excitation 

signal is applied to the investigated during this measurement, and AC response is measured. The 

impedance Z of the electrode is calculated, expressed in terms of magnitude of Z in ohm and phase-

shift in degrees. 

1.5. Interface of metal-semiconductor 

The most essential part in the structure of the semiconductor devices is the metal-

semiconductor (MS) contact which helps to connect outdoor world. The barrier potential 
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developed between the metal Fermi level and the majority carrier bands plays an important role in 

this MS junction device. Depending on the fabrication of solid-state devices, MS junction can be 

categorized in two different types. The non-rectifying contact termed as Ohmic contact and the 

Schottky contact is the one which is rectifiable. In Ohmic contact, heavily doped semiconductor 

and junction processes low resistance that helps to flow the current equally to the both biasing 

directions. For each semiconductor device this kind of junction is fundamental because the final 

conductor is metal. For Schottky contact allows the current flow to the one biasing direction and 

blocks the current flow to the opposite direction which means the resistance of the blocking current 

direction is very high. This kind of contact also known as Schottky-boundary diode (SBD) or 

surface-barrier diode. The fundamental concept behind it is due to the energy band discontinuity 

at the interface. The reason of band discontinuity is injected carriers which imply excess energy 

and is also known as a hot-carrier diode or hot-electron diode. In modern semiconductor devices 

technology SBDs is an essential component for its rectifying properties. Comparatively fabrication 

method is easy and very important part of this kind of junction is that they do not exhibit minority 

carrier effects (e.g., diffusion capacitance, long reverse recovery time, etc.) as like p-n junction 

devices [28]. The SBDs are used in many devices, for example, photodetectors, solar cells, High-

electron-mobility transistors (HEMTs), metal–semiconductor field-effect transistors (MESFETs), 

RF attenuators, rectifiers, microwave mixers, Zener diodes and few integrated circuits [29]. 

Therefore, the improvement of the Schottky junctions will increase the performance of previously 

mentioned devices. Metal like aluminum, gold and platinum are often used in metal-semiconductor 

junctions. 
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1.5.1.  Basic concept of Schottky Barrier Junctions 

Ohmic junction or Schottky (rectifying) junction formed because of the work function of 

semiconductor and metal when a metal and a semiconductor come in the state of physical contact. 

In a material the energy difference between the Fermi level and vacuum level is known as work 

function (ϕ). For the ohmic junction, the work function of metal (ϕm) is less than n-type 

semiconductor (ϕs) i.e. ϕs> ϕm and if the work function of an n-type semiconductor (ϕs) is less than 

that of metal (ϕm) i.e. if ϕs< ϕm, then the junction forms Schottky (rectifying) junction. But for the 

junctions between a p-type semiconductor and a metal the above conditions are reversed i.e. ϕs< 

ϕm for ohmic junction and ϕs> ϕm for Schottky (rectifying) junction. 

Schottky and Mott first developed the band bending concept and established the rectifying 

effect of metal−semiconductor contacts [30, 31]. Fig. 1.8 shows the ideal energy band diagrams 

of the n-type semiconductor and metal for their work function ϕs and ϕm respectively. Evac represent 

the vacuum energy, Ec denotes the energy of conduction band minimum, Ev known as the energy 

of valence band maximum and χs is the electron affinity of the semiconductor. EF,s and EF,m 

represent the Fermi levels of semiconductor and metal respectively. The work function of a metal 

(ϕm) has a surface contribution. The work function of semiconductor (ϕs) varies with the doping. 

Though, the electron affinity χs of a semiconductor does not depend on doping concentration. 



Chapter 1 

Page | 27  

 

 

Fig. 1.8 Energy band diagrams of metal and n-type semiconductor. Three different contact position 

represented, non-contact, contact and contact under equilibrium condition. 

 

In the absence of an external electric field, when both metal and semiconductor come in 

contact, the bands bend in the vicinity of the junction of the semiconductor equalize the potentials 

and the electrical charge flow from one material to the other. Due to the work function difference 

of metal and semiconductor the free electrons will transfer when the metal and semiconductor are 

in contact. When the work function of metal (ϕm) is higher than the semiconductor (ϕs), ( ϕm > ϕs) 

the electrons will flow continuously from the semiconductor to the metal until the Fermi levels of 

metal (EF,m) and semiconductor (EF,s) become identical. The metal surface is negatively charged 

and semiconductor is positively charged due to electrostatic induction and established a Helmholtz 

double layer at the metal/semiconductor interface under equilibrium condition. For the low 
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concentration of free charge carriers in the semiconductor, electric field between metal and 

semiconductor interfaces cannot be effectively screened. At the semiconductor surface, the free 

charge carrier concentration gathers compared to the bulk, and this region is known as space charge 

region. Depletion layer is formed when the electrons are depleted in the space charge region for 

the n-type semiconductor (electrons as majority charge carriers) when ϕm > ϕs. On the other hand 

when ϕm < ϕs, the electrons are accumulated at the space charge regained forms the accumulation 

layer. 

The charge separation at the junction due to the internal electrical field causes the band 

bending. When ϕm > ϕs, upward the energy bands bend toward the interface and when ϕm < ϕs, 

downward the energy bands. 

At the semiconductor interface the degree of bending of the energy band is equal to the 

work function difference between metal and semiconductor. This energy difference is given by, 

𝑞𝑉𝑖 = (∅𝑚 − ∅𝑠)   1.22 

where q is the electronic charge and Vi is expressed in volts and is known as contact 

potential difference or the built-in potential of the junction. For the n-type semiconductor, when 

ϕm > ϕs, a barrier formed at the metal−semiconductor interface, which is known as the Schottky 

barrier (ϕSB), 

∅𝑆𝐵 = (∅𝑚 − 𝜒𝑠)   1.23 

Since, 

∅𝑆 = (𝜒𝑠 + ∅𝑛)   1.24 

∅𝑆𝐵 = (𝑞𝑉𝑖 + ∅𝑛)  1.25 
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where ∅𝑛 is the separation between the conduction band edge (Ec) and the Fermi level (EF). 

For n-type semiconductor, When ϕm < ϕs, no Schottky barrier is formed but the ohmic metal− 

semiconductor contact is formed. 

The accurate shape of the potential barrier can be calculated from the charge distribution 

inside the space charge layer. In general, the barrier height ∅𝑆𝐵 is orders of magnitude larger than 

the thermal voltage kT/q, and a high-resistivity is developed in the space charge region of the 

semiconductor. The shape of the barrier is determined from the donor distribution in the 

semiconductor. As per the assumption of Schottky, The semiconductor gives rise to a uniform 

charge density in the depletion region as it was uniformly doped up to the metal interface. 

1.6. Brief introduction to dielectric properties 

The nanosize materials have received widespread attention among the scientific 

community due to its unusual electrical properties different from single crystals, polycrystals 

(bulk), thin films and glasses even though they are identical in chemical composition [32-34]. 

Besides, nanosize materials have shown great potential to device applications including sensors, 

electrodes, switching devices, microelectronic devices and solar cells [14, 35]. Furthermore, the 

electrical properties of nanosize materials are different from their bulk because of the high surface 

to volume ratio of the grains, high defect density, quantum confinement of charge carriers and 

disordered grain boundary [36]. Disordered grain boundary in nanosize materials without short or 

long order arrangement have been shown by many researchers. In nanosize materials, the nature 

of the defect, grain and grain boundaries play a very significant role for the electrical properties. 

In this context, nanosize oxide materials have drawn attention of researchers. 
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Dielectric (basically nonconducting) characteristics of the materials are improved 

continuously as the applications of dielectric materials are ever increasing. Among the many 

applications, dielectric material is used as capacitive component in electronic circuits as electrical 

insulator and it is also used to describe electrical energy storage, dissipation and energy transfer. 

For these applications most important factors of dielectric materials are dielectric constant, 

dielectric loss etc. These type of materials are electrical insulators that can be polarized by an 

applied electric field [19]. 

1.6.1. Electrical phenomena 

1.6.1.1. Capacitance 

That electrical charge Q can be stored is the principle characteristic of a capacitor. Consider 

a simple system containing two parallel metal plates separated by a distance d and of area A. DC 

voltage the same magnitude of positive and negative charge on the plates. The voltage is directly 

proportional to the charge storage. The charge on the capacitor is defined as: 

𝑄 = 𝐶𝑉 1.26 

where V is the applied voltage and C is the capacitance. If the surface charge density (𝛔s) 

on the can be represented by 

𝑄 = 𝐶(𝐸𝑑) = 𝜎𝑠𝐴  1.27 

where E is the electric field strength, which is equal to V/d. Thus, 

𝐶0 =
𝑄

𝑉
=

𝜎𝑠𝐴

𝐸𝑑
= 𝜀0

𝐴

𝑑
   1.28 

where 𝜀0 is the permittivity or dielectric constant of vacuum. If a material of permittivity 

𝜀′ is placed between the capacitor plates 
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𝐶 = 𝐶0
𝜀′

𝜀
= 𝐶0𝑘′   1.29 

where 𝑘′is the relative permittivity or relative dielectric constant. This is the material 

property determines the capacitance of a circuit element. 

1.6.1.2. Dielectric loss 

When an electric field is applied between the parallel plate capacitor then the total current 

(JT) is given by 

𝐽𝑇 = 𝐽 +
𝑑𝐷

𝑑𝑡
= 𝐽 + 𝜀∗ 𝑑𝐸

𝑑𝑡
           1.30 

where J is the current density and 𝜀∗ is the complex dielectric permittivity, which is 

introduced to take into account dielectric losses due to application of an alternating electric field. 

The 𝜀∗ is defined by 

𝜀∗ = 𝜀′ − 𝑗𝜀′′ , where 𝑗 = √−1    1.31 

where 𝜀′ and 𝜀′′ are respectively the real and imaginary part of the dielectric constant. 

When an alternating field given by 𝐸 = 𝐸0𝑒𝑖𝜔𝑡 is applied to a dielectric material, it induces 

phase lag δ is the flux density, given by the following equation 

𝐷 = 𝐷0𝑒𝑖(𝜔𝑡−𝛿)          1.32 

Further D is given by, 

So,                                                            𝐷 = 𝑘∗𝐸    1.33 

Where 𝑘∗is given by, 

𝑘∗ = 𝑘𝑠𝑒−𝑖𝛿 = 𝑘𝑠(𝑐𝑜𝑠𝛿 − 𝑖𝑠𝑖𝑛𝛿)  1.34a 
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In the above expression 𝑘𝑠 is defined as 𝑘𝑠 = 𝐷0 𝐸0⁄   and the complex relative dielectric 

permittivity is defined as follow, 

𝑘∗ = 𝑘′ − 𝑖𝑘′′ =
𝜀∗

𝜀0
=

1

𝜀0
(𝜀′ − 𝑖𝜀′′)  1.34b 

from equation (1.34a) and (1.34b) 

𝑘′ = 𝑘𝑠𝑐𝑜𝑠𝛿       1.35 

𝑘′′ = 𝑘𝑠𝑠𝑖𝑛𝛿     1.36 

So the loss tangent is 

𝑡𝑎𝑛𝛿 = 𝑘′′ 𝑘′⁄ = 𝜀′′ 𝜀′⁄     1.37 

1.6.1.3. Electric Polarization 

Electric polarization (P) refers to a phenomenon of the relative displacement of the positive 

charge and negative charge of atoms or molecules change the dipole orientation to the direction of 

the field, or separation of mobile charge carriers at the interfaces of impurities, or other defect 

boundaries, resulting from an applied external electric field. Compared to a free space, charge 

carriers of dielectric material react to an electric field differently and get displaced. The charge 

displacement can neutralize a part of the applied field. Hence, 𝑉 = 𝑄 𝐶⁄  and 𝐶 = 𝑘′𝐶0, then 

𝑉 =
𝑄 𝑘′⁄

𝐶0
        1.38 

where  𝑄 𝑘′⁄  is the free charge. The remainder, the bound charge, is neutralized by 

polarization of the dielectric. Assume the total electric flux density D as the sum of the electric 

field E and the dipole charge P. then, 

𝐷 = 𝜀0𝐸 + 𝑃 = 𝜀′𝐸     1.39 
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where the polarization is the surface charge density of the bound charge, equal to the dipole 

moment per unit volume of material. 

𝑃 = 𝑁𝜇     1.40 

where N is the number of dipoles per unit volume and 𝜇 is the average dipole moment. The 

electric dipole moment corresponds to two electric charges of opposite polarity ±𝑄 separated by 

the distance d and is given by, 

𝜇 = 𝑄𝑑    1.41 

Thus polarization can equivalently be designated either the bound-charge density or the 

dipole moment per unit volume 

𝑃 = 𝜀′𝐸 − 𝜀0𝐸 = 𝜀0(𝑘′ − 1)𝐸     1.42 

1.6.1.4. Various types of polarization 

The various types of polarization in a dielectric material are electronic polarization, atomic 

or ionic polarization, orientation polarization, and interface or space charge polarization. The 

displacement of electron cloud of atoms and molecules resulting the polarization and it requires 

very small time but while polarization causes by the orientation of permanent dipoles of migration 

of electrons or ions, it will take longer time to execute. 

When the electron cloud of atoms or molecules is displaced from the originally 

symmetrical distribution by the electric field then arises electronic polarization. This kind of 

displacement occurs at outer electron cloud compared to the inner positive nucleus. This 

polarization occurs at the very high frequency region (above 1014-1016 Hz) because of the low 

mass of electrons. 
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If the atom or ions of a polyatomic molecule are displaced with respect to each other by 

the electric field then atomic or ionic polarization arises. This is basically the distortion of the 

normal lattice vibration, and thus it also known as vibrational polarization. This type of 

polarization occurs below the optical frequencies in the infrared range, around 1013 Hz. 

Orientation polarization occurs when dipoles reoriented towards the direction of the field. 

These polarization arises only in materials containing permanent dipole moments. The materials 

which composed of molecules with an asymmetrical structure and contain positive and negative 

charge, possess permanent dipole moments in the absence of electric field. The permanent dipole 

moments reorient by the external field. But if the electrical field is removed the net polarization 

will become zero. This occurs at the microwave region. 

Space charge polarization: The above three polarization are bound within the atom or 

molecule itself and linked with positive and negative charge. But the space charge polarization is 

migration of charge carriers from space charge at interfaces or grain boundaries and accumulation 

of free charges at interface. 

1.6.2. AC conductivity 

If the AC voltage is applied to a dielectric material then due to ohmic resistance or 

impedance there will have some loss current. If the potential difference between the two plates is 

V volts, Q is the charge in coulombs, A is the area and d is the distance between the plates then ac 

conductivity (𝜎𝑎𝑐) is, 

𝜎𝑎𝑐 =
𝐽

𝐸
    1.43 

where J is the current density and E is the electric field strength vector. 
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The electric field vector 𝐸 =
𝐷

𝜀
. Displacement vector of the dipole charges is D. and 𝜀 is 

the complex permittivity of the material. From the known equation electric field intensity (E) is 

the ratio of the potential difference and distance between the plates. 

𝐸 =
𝑉

𝑑
     1.44 

Since the current density 𝐽 =
𝑑𝑞

𝑑𝑡
 but q is given by 

𝑄

𝐴
=

𝑉𝜀

𝑑
 

So,                                                                𝐽 =
𝑑𝑞

𝑑𝑡
=

𝑑

𝑑𝑡
(

𝑉𝜀

𝑑
) =

𝜀

𝑑

𝑑𝑉

𝑑𝑡
     1.45 

So,                                                               𝐽 =
𝜀

𝑑
𝑉𝑗𝜔   1.46 

Substitution for E and J 

𝜎𝑎𝑐 =
𝐽

𝐸
= 𝜀∗𝑗𝜔 = (𝜀′ − 𝑗𝜀′′)𝑗𝜔 =  𝜀′𝑗𝜔 + 𝜀′′𝜔   1.47 

Hence, ac conductivity is the real quantity so complex term has to be neglected 

𝜎𝑎𝑐 = 𝜀′′𝜔   1.48 

In the dielectric material some power loss occurs when the dipole rotates. When an ac field 

is applied then the charging current IC will be 90° phase with the voltage. 

Now, in dielectric materials, some loss current (IL) will produce a charge in phase with 

voltage due to the absorption of electrical energy. The IL and charging current (IC) will make angle 

θ and δ respectively with the total current I passing through capacitor. 

𝜀′(𝜔) = 𝐷0𝑐𝑜𝑠𝛿/𝐸0   1.49 

𝜀′′(𝜔) = 𝐷0𝑠𝑖𝑛𝛿/𝐸0   1.50 

So,                                                              𝑡𝑎𝑛𝛿 =
𝜀′′(𝜔)

𝜀′(𝜔)
     1.51 
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Substituting the value of 𝜀′′(𝜔) from the above equation (1.50) then it can be written as 

𝜎𝑎𝑐 = 𝜔𝑡𝑎𝑛𝛿𝜀′(𝜔)   1.52 

where 𝜔 = 2𝜋𝑓 and  𝜀′ = 𝜀0𝜀𝑟, here 𝜀𝑟 is the relative permittivity of the material and 𝜀0 

is the permittivity of the free space. 

So,                                                                𝜎𝑎𝑐 = 2𝜋𝑓𝑡𝑎𝑛𝛿𝜀0𝜀𝑟   1.53 

where 𝑡𝑎𝑛𝛿 is the dielectric loss. 

1.7. Photocatalysis and its basic principle 

Photocatalysis is an advance oxidation process (AOP).  This process, usually in presence 

of solar, chemicals and other source of energy, relies on the in-situ generation of highly reactive 

radical species basically hydroxyl radicals (HO•) and superoxides (O2
−•). This process has the 

ability to oxidize and mineralize the organic material from hazardous to non-hazardous like carbon 

dioxide, ammonia, nitrates, phosphates and water. The advantages of this process compared to 

other conventional methods are the generation of end-products which are harmless. This process 

can be performed in various media such as aqueous, gaseous and to some degree in solid medium 

and also it has ability to destroy industrial toxic and waste organic compounds present in the 

wastewater. These process requires less chemical to perform reaction and to control the reaction 

time by changing the parameters. Due to the above advantage, these process are adopted 

worldwide. 

Photocatalytic reactions occur when illuminated by light (photon) energy on 

semiconductor such that the energy of the photons is equal to or greater than the semiconductor 

bangap energy (ℎ𝜐 ≥ ∆𝐸𝑔). In photocatalytic degradation, usually the following reaction occur 
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due to the presence of photo assisted electron hole pairs. The reaction procedure are given bellow 

stepwise: 

ℎ𝜐 + 𝑝ℎ𝑜𝑡𝑜𝑐𝑎𝑡𝑎𝑙𝑦𝑠𝑡 → 𝑒− + ℎ+  (Excited by photon generating electron hole pair) 

𝑒− + 𝑂2𝑎𝑑𝑠 → 𝑂2
−•  (Formation of super oxide radical) 

𝑂2
−• + 𝐻+ → 𝐻𝑂𝑂•  (Hydroperoxyl radical and hydrogen peroxide formation) 

𝐻𝑂𝑂• + 𝑒− → 𝐻𝑂𝑂− 

𝐻𝑂𝑂− + 𝐻+ → 𝐻2𝑂2 

𝑒− + 𝐻2𝑂2 → 𝐻𝑂• + 𝑂𝐻−  (Hydroxyl radicals formation) 

ℎ+ + 𝐻2𝑂𝑎𝑑𝑠 → 𝐻+ + 𝐻𝑂𝑎𝑑𝑠
•  

ℎ+ + 𝑂𝐻𝑎𝑑𝑠
− → 𝑂𝐻𝑎𝑑𝑠

•  

ℎ+ + 𝑂𝑟𝑔𝑎𝑛𝑖𝑐𝑠 → 𝐶𝑂2 + 𝐻2𝑂  (Mineralization or degradation of organic compound) 

𝐻𝑂• + 𝑂𝑟𝑔𝑎𝑛𝑖𝑐𝑠 → 𝐶𝑂2 + 𝐻2𝑂 

𝐻𝑂• + 𝑂𝑟𝑔𝑎𝑛𝑖𝑐𝑠𝑎𝑑𝑠 → 𝐶𝑂2 + 𝐻2𝑂 

1.8. Nickel oxide crystal structure and applications 

The first-series of Transition-Metal Oxides (TMOs) are among the most interesting 

materials which exhibit wide variations in physical properties related to electronic structure. 

Among them optical and magnetic behaviour, in particular, form the basis for the enormous range 

of applications including microelectronic circuits, gas and bio-sensors, batteries, solar and fuel 

cells, super capacitors, paints and pigments, magnetic data storage etc. As a result of which these 

have been the subject of extensive experimental and theoretical investigations in the recent past. 
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The unusual properties of transition-metal oxides can partly be attributed to the unique 

electronic structure of metal-oxygen bond that gives rise to a strong correlation between structural, 

electronic and magnetic properties. Several of these phenomena occurring in TMOs can be 

explained on the basis of the valence d electrons of the transition metal (TM). In a free (ground 

state) TM atom or ion, the d-orbitals are degenerate. When surrounded by the crystal field of 

oxygen ions (or other ligands), the degenerate d orbital split energetically in the oxide to give d 

electrons that differ in their energies. If the d electrons are localized, as is the case with 

stoichiometric Nickel Oxide (NiO), the TMO is insulating. However, their nonstoichiometric 

(metal deficient) compounds are p-type semiconductors. As a result, TMOs exhibit a variety of 

interesting properties. They for example, can be metallic (RuO2, TiO, ReO3), semiconducting 

(TiO2, ZnO), insulating (CoO, MnO, NiO, BaTiO3) or superconducting (CuO perovskites). The 

magnetic ordering in several closely related oxides also varies: CrO2 used in magnetic recording, 

for example, is ferromagnetic; whereas Cr2O3 is antiferromagnetic. NiO used in giant 

magnetoresistance and spin valve devices is antiferromagnetic with a Neel temperature of around 

523K, while the structurally very similar MnO is paramagnetic at room temperature with a Neel 

temperature of -151oC. 

NiO was discovered in 1858 by R. Bunsen that is why NiO also known as bunsenite and 

only found pure in nature in a few places around the world. The pure bulk mineral is green while 

nanoparticle of NiO is black in colour. Bulk NiO has a face centered cubic NaCl structure with 

space group Fm3m, and a lattice parameter of ɑ = 4.177Å. Cubic structure of NiO is illustrated in 

Fig. 1.9. Due to, non-stoichiometric NiO or formation of defect, created Ni2+ vacancies and gives 

p-type conduction. 
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Fig. 1.9 The structure of NiO. Ni is shown as black and oxygen as red. 

In this particular material, there are two components of spin configurations due to the non-

local exchange interaction. The first of which is the direct exchange interaction between the nearest 

neighbour of Ni ions that favors paring of spins to lower energy. For second one, a very strong 

interaction comes from the superexchange between the next-nearest neighbour of Ni ions. Thus 

these two interactions make the antiferromagnetic spin structure for the ground state of NiO. NiO, 

a semiconducting metal oxide with a wide band gap of ~ 3.6 eV, is an important material for use 

in many important applications such as catalysis, electrochromic smart windows, gas sensors, 

supercapacitors, lithium-ion batteries and also it has high chemical and thermal stability, and it is 

environmental friendly. 

Nickel, being a transition metal, exists variable valencies. However, apart from most stable 

NiO, higher oxides like Ni2O3, NiO2, Ni3O4 etc. are not common due to their unstable nature. 

However, Cairns and Ott [37] successfully prepared Ni2O3.2H2O and studied its structure and 

composition using X-ray diffraction technique. It was established from the chemical bonding 
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analysis that the higher oxide of nickel was a pseudo hydrate and hence on heating, it decomposes 

to form NiO instead of anhydrous Ni2O3. Richardson [38] studied electronic and magnetic 

properties of Ni2O3.H2O and found it to be an n-type semiconducting material with ferromagnetic 

coupling between the nickel atoms. 

Now we have successfully prepared pure Ni2O3 nanoparticles at four different temperatures 

and showed the Cr(VI) ion adsorption capacity of the prepared particles and its dependence on the 

particle size and surface charge. 

In order to enhance the applicability of the material, it could be assumed that surface area 

modifications can be a viable way forward. It could achieve, if we increase the surface area of the 

nanomaterials through morphology variations, the desired results. From this possibility, we aim at 

optimizing a synthesis procedure that would enable us to have a controlled growth mechanism of 

the desired morphologies and thus giving us the ability to control the surface area of the 

synthesized materials. It is perhaps appropriate to mention here that previous researches have 

shown that enhanced surface area can lead to improved absorption characteristics dyes, improved 

magnetic properties, improved Lithium Storage battery Performances etc. 
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2.1. Brief history of nickel oxide 

Over the last decade, extensive research work has been carried out on transition metal oxide 

nanoparticles due to their importance in fundamental research as well as in application in different 

fields [1]. Among various oxides nanoparticles investigated so far, nanocrystalline NiO has 

particularly drawn much attention of scientists and researchers due to its potential applications in 

battery cathodes, catalysis, smart windows, gas sensor, p-type transparent conducting oxide films, 

electrochromic films, active optical fibers, photovoltaics, supercapacitors etc. [2-4]. NiO 

nanostructure has also proven its candidature as an upcoming material for next generation resistive 

switching memory devices [5]. Till date, the synthesis of NiO nanomaterials with controllable 

hierarchical structures like hollow spheres [6], nanorods, nanowires [7], polyhedrons [8], plates 

[9], have gained interest because these hierarchical nanostructures often exhibit a number of 

unique properties completely different from bulk. Some past research has already been carried out 

on optical, catalytic, electrical properties, magnetic property of NiO with different hierarchical 

structures. 

2.2. Review of past work on nickel oxide magnetic properties 

Although bulk NiO possesses antiferromagnetic characteristic, it is being widely used in 

magnetic multilayer devices, magnetic spin valves, magnetic tunnel junctions due to its high Neel 

temperature (TN = 523 K) [10]. In contrast to antiferromagnetic bulk NiO, its nanostructure shows 

a variety of new magnetic phenomenon such as weak ferromagnetic response, enhanced coercivity 

and hysteresis loop etc. 

 Kodama et al. [10] reported large coercivity and loop shifts at low temperatures which 

could be explained by multi-sublattice configuration whereas earlier developed two-sublattice 
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model was not able to explain it. It is generally attributed to the reduced coordination of surface 

spins. Briefly weak coupling between sublattices, generated reversal paths resulting high 

coercivities and loop shifts in the presence of applied field. 

 Winkler et al. [11] identified that spin glass response due to freezing of the surface spins 

where their response strongly depends on the crystal structure, morphology of the nanoparticles. 

Here, it is generally accepted that these nanoparticles are consisting of antiferromagnetically 

ordered core and magnetically disordered surface shell. At low temperature, magnetically ordered 

core gets blocked by anisotropy energy barriers, while surface spins shows spin-glass like 

behaviour and causes a strong enhancement of magnetic anisotropy with higher coercivity. 

 Makhlouf et al. [12] shows shifted hysteresis loop at low temperature due to exchange 

coupling between the uncompensated spins and antiferromagnetic core and also shows that due to 

the uncompensated spins above the blocking temperature of the particles, the reversible 

magnetization does not follow the Langevin function. They also show from the temperature 

dependent magnetization curve that magnetic behaviour depends on the particle size and lower 

particle size exhibits irreversibility and large coercive forces.  

 Duan et al. [13] reported the effect of the size of nanoparticle on magnetic properties and 

they showed that the bifurcation temperature and blocking temperature shift to lower temperature 

for lower size particles, while saturation magnetization, remanent magnetization and coercivity 

increase with decrease of particle size. At temperature lower than the surface spin freezing 

temperature, re-magnetization curve surpasses the initial magnetization curve due to coupling 

between surface and core spins.  

 Gao et al. [14] reported magnetic behaviour of NiO nanotubes. Hysteresis and non-zero 

coercive fields at room temperature illustrate the ferromagnetism behaviour of NiO nanotubes 
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though NiO is antiferromagnetic in bulk phase. Ferromagnetic behaviour had been assigned due 

to surface spins. Therefore the surface effect is the cause of ferromagnetic behaviour at room 

temperature.   

 Cui et al. [15] investigated magnetic properties of flower-like microspheres NiO and found 

that the blocking temperature and bifurcation temperature shift towards higher temperature due to 

interparticle interaction. They assigned the shift in hysteresis loop to uncompensated surface spins 

at Ni sites.  

 Tadic et al. [16] observed that NiO nanoparticles are antiferromagnetic and low Néel 

temperature (TN=56 K), is attributed to weak inter-particle interactions, which significantly 

depends on particle size and defects. Seehra et al. [17] also have shown interparticle interaction is 

present in case of NiO nanorods.  

 Proenca et al. [18] examined the effect of size on the magnetic behaviour of nanocrystalline 

spherical NiO. They found that as particle size decreases, the effective magnetic anisotropy 

increases. At the low temperature, hysteresis loop displayed shifts from the origin and 

enhancement of coercive field have been identified due to uncompensated spins. Here, an existence 

of ferromagnetism at the surface and antiferromagnetism at core of the nanoparticles exhibits an 

exchange bias effect.  

 Tiwari et al. [19] prepared NiO nanoparticles through sol-gel process and studied the 

magnetic behaviour of different sizes. They proposed that Ni-O broken bond at the surface reduces 

superexchenge interaction energy. The average coordination number of cation and bond angles, 

bond length at the surface are likely to be different compared to bulk that gives rise to surface spin 

disorder that results spin-glass behaviour.  
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 Cooper et al. [20] synthesize the core/shell NiO nanoparticles and investigate the magnetic 

properties. They have shown that core of particles is antiferromagnetic and the shell displays 

unexpectedly large permanent moment due to surface defect/vacancies. They also have shown two 

magnetic transitions at higher temperature paramagnetic to superpara-magnetism and at low 

temperature to a state of large magnetic anisotropy. However they did not shown any exchange 

bias effect in hysteresis loops. 

 Ge et al. [21] prepared NiO nanoflowers and observed anomalous magnetic properties at 

low temperature. They have shown cusp in temperature dependent curves and also investigated 

that the hysteresis loop were shifted due to the exchange bias between the surface layer and the 

inner core. They conclude that the each NiO nanoflower exhibits porous crystals with holes and 

Ni atoms surrounding the holes contribute to the net magnetic moment which means 

uncompensated spins surrounding the holes trigger the anomalous magnetic behaviours. 

 Ichiyanagi et al. [22] investigated the magnetic properties of NiO nanoparticles. They have 

found less transition temperature due to uncompensated surface spins and quantum confinement. 

It has also observed that above blocking temperature, magnetization exhibits superparamagnetic 

behaviour attributed to larger thermal energy in comparison to the anisotropy energy of Ni2+ 

moments. They also found hysteresis loop with coercivity. 

 Madhu et al. [23] synthesized nanostructured NiO and investigated the defect induced 

ferromagnetic interaction with core-shell magnetic structure. An antiferromagnetic core and 

ferromagnetic/spin-glass like ordering shell was revealed from temperature dependent 

magnetization measurement. They found that uncompensated moments of total spins vary directly 

with concentration of O2- vacancy. The bifurcation temperature gets decreased with increasing 

particles size, suggesting significant uncompensated surface spins effect. The hysteresis studies 
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revealed the interaction between antiferromagnetic core and the ferromagnetic shell, where O2- 

vacancies act as donor impurities and facilitate the alignment of magnetic moments related with 

Ni2+ vacancies. Hence, ferromagnetic contribution decreases with increase of the particles size. 

The reduction of O2- vacancies decrease the magnetic polarons and effective magnetization. 

 So from above discussion, it is clear that the different magnetic behaviour of the NiO 

nanoparticles with different hierarchical structure is still under debate and needs further 

investigation.  

 In this thesis, magnetic property of NiO coral structure has been investigated after 

synthesizing them using hydrothermal method. Here, shift in the hysteresis loop and transition 

state of magnetic ordering have been identified and examined briefly. 

2.3. Review of past work on nickel oxide electrochemical behaviour 

Due to rapid consumption of the natural energy resource, demand of advanced, cost – 

effective and environment friendly energy storage devices are growing rapidly to meet society’s 

requirement in the field of various energy sectors like hybrid electric vehicles, space gadjets, 

memory back-up, mobile etc. [24-26]. In this context, pseudocapacitors exhibit higher energy 

density and Cm compared to electric double layer capacitors. Ruthenium oxide (RuO2) was found 

to be a potential electrode material for pseudocapacitor due to its high Cm (~ 760 F/g) in aqueous 

electrolyte. But, its usage is limited due to toxicity and high cost [27]. NiO particularly has gained 

interest of researchers for potential electrode material due to its high theoretical value of Cm ~ 2573 

F/g within 0.5V [28]. The charge storing capacity of NiO fundamentally includes reduction and 

oxidation of NiO at an applied potential which in consequence significantly depends on the 

morphology of NiO nanostructures [29].  
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 Wang et al. [30] investigated the wave like NiO via immersion method and performed 

charge-discharge process and cyclic voltammetry at different scan rates. They found that 

capacitance of NiO enhances with lower current and the specific capacitance are 525, 455 and 380 

F/g were calculated from discharge current of 5, 10 and 20 mA respectively. At lower and slow 

scan rate of cyclic voltammetry the nickel oxide exhibited high value of capacitance. They showed 

capacitance of 628 and 586 at scan rate of 1mV/s and 2 mV/s respectively.  

 Meher et al. [29] prepared flakelike morphology via conventional reflux method whereas 

hierarchical porous ball like surface morphology was prepared via microwave method. The 

specific capacitance of flakelike and ball like morphology were found to be 388, 313, 247 F/g and 

598, 576, 541 F/g respectively at the same scan rate at 5, 10 and 20 mV/s. They found the loss of 

specific capacitance value 36.3% for flakelike and 9.5% for ball like respectively and this shows 

the higher current response for ball like NiO morphology due to maximum contact with OHˉ ions 

for redox reaction. They also reported that during OHˉ ion propagation effectively utilized both 

outer and inner pore surface of the electrode materials at lower scan rates but at higher scan rates, 

ions utilized only outer regions of the pores. They demonstrated that the NiO ball like morphology, 

showed the electro-active rippled- shaped porous surface and so it becomes a batter material for 

higher frequency pseudocapacitance application. 

 Wang et al. [31] obtained NiO microspheres via hydrothermal synthesis. They identified 

that the due to hollow sphere composed of nanoparticles and coarse surface, enhanced the 

electrochemical performance. They also inferred from the nature of charge-discharge curve that it 

is ideal for energy storage devices. 

 Nathan et al. [32] investigated single phase nanostructure NiO via solvothermal method. 

They identified that the presence of small particles in the nanometer scale exhibits high surface 
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area, high surface energy which help to increase the contact area and improve the electron 

tunneling length and it therefore increases the rate of electrochemical kinetics. The cyclic 

voltammetry curves gave 200 F/g specific capacitance. 

 Xing et al. [33] prepared mesoporous NiO via template method where anionic sulfate was 

used as a template and calcined the precursor at 250, 300, and 350 °C to investigate the effect on 

specific capacitance. The specific capacitances of those samples were calculated to be 124, 106, 

and 68 F/g respectively. Form the cyclic voltammetry curves they conclude that the capacitance 

of the mesoporous NiO samples increases with increase in calcination temperature which varies 

the surface area and surface reactivity. 

 Zhang et al. [34] synthesized nanocrystalline NiO via liquid-phase process and evaluated 

the electrochemical properties by cyclic voltammetry. They reported specific capacitance was 300 

F/g at a sweep rate of 5 mV/s. 

 Zheng et al. [35] adopted hydrothermal methods to fabricate NiO flake-like morphology 

and investigated the electrochemical capacitive behavior. They reported that these materials 

retained 91.6% of initial capacity over 1000 charge-discharge cycles. These electrodes have 

attained specific capacitance of 137.7 F/g. 

 Zhang et al. [36] synthesized nanocrystalline NiO by solid-state method and microwave 

method. They obtained good capacitive behaviour from cyclic voltammetry and the specific 

capacitance of both samples were 186 F/g and 97 F/g for solid-state and microwave prepared 

samples respectively. They concluded that these behaviour are due to high surface redox reactivity 

of nanostructures.  
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 Xu et al. [37] prepared NiO nanosheets and nanotubes through a template based mild 

solution route. They reported specific capacitance was 960 F/g at the end of 1000 cycles. 

Moreover, the open surface ends of these nanosheets and nanotubes provide additional paths for 

electrolyte ions and hence it gives rise to the improved electrochemical performance. 

 Ding et al. [38] prepared hierarchical NiO nanosheet hollow spheres and investigated 

supercapacitive performance. They obtained capacitance of 415 F/g with the retention of 91% of 

the initial value after 1000 cycles and these results are attributed to the hollow nanosheets. 

 Zhang et al. [39] synthesized NiO hierarchical hollow nanofibers and investigated the 

performance of supercapacitor electrodes. The specific capacitance of 700 F/g was obtained from 

the electrochemical measurements with retention of 96% over 5000 cycles. 

 Cao et al. [40] prepared hierarchical porous NiO nanotube arrays and investigated the 

supercapacitor behaviour by cyclic voltammetry and galvanostatic charge/discharge 

measurements. They obtained the specific capacitance of 675 F/g and good cyclic stability. 

 Liu et al. [41] synthesized porous NiO and investigated the effect of their specific 

capacitance as supercapacitor electrodes. They found the specific capacitance of 1396 F/g after 

1000 cycle. 

 Xiong et al. [42] prepared different morphology of NiO samples via hydrothermal method. 

They reported that different specific capacitance is generally attributed to different redox reaction 

rate, surface area, diffusion path length of ions and it also significantly depends on the morphology 

of the electrode material. It is generally accepted that electrode material with higher surface area 

exhibits higher specific capacitance.  



Chapter 2 

Page | 55  

 

 Ma et al. [43] fabricated various metal hydroxides/oxides on nickel foam and studied as 

the supercapacitor electrode materials. They proposed that electrical conductivity of the electrode 

material is also found to play a crucial role on specific capacitance, since the kinetics of the Faradic 

reaction determining redox reaction gets slowed down by poor conductivity of the electrode 

material.  

 Xu et al. [44] prepared 1D composites of CQDs coated NiO nanorods. They reported that 

1D nanostructured NiO possesses high surface area and superior electrical conductivity and those 

are beneficial for pseudocapacitive property of NiO.  

Pang et al. [45] synthesized NiO nanowires and investigated the length effect on their 

electrochemical properties. They showed that the specific capacitance depends on the length of the 

NiO nanowires and have obtained the highest specific capacitance for the longest length of NiO 

nanowire. 

Though vast research has already been carried out on preudocapacitive activity of NiO, but 

specific capacitance is found to be far below from what is theoretically calculated. Thus technical 

challenges still remain open to researchers for commercial usage of NiO based electrochemical 

cell and vast researches are still being carried out by scientists. The generally accepted mechanism 

for pseudocapacititive activity suggests that electrons travel towards electrode / electrolyte 

interface (in case of charging) or away from interface (in case of discharging) to drive Faradic 

redox reaction at electrode surface followed by electron transfer across the interface. Materials 

having weak electron – phonon coupling exhibits adiabatic electron transport and transfer across 

the interface solely depend on the effective mass of the electron. But in nanostructured materials 

where electrons are strongly coupled with phonon, possesses non-adiabatic electron transport 

process where the electron – phonon interaction plays significant role in the electronic conduction. 
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Though significant researches have already been carried out on pseudocapacitive activity of NiO, 

but the effect of electron – phonon interaction on this activity has not been carried out. In this 

thesis, the effect of electron – phonon interaction on pseudocapacitive property of NiO 

nanostructured electrodes has been investigated. Here, we have also emphasized the dependence 

of electron – phonon interaction on the morphology of the synthesized nanostructures. In this 

context, we have found that the fractional dimension of the nanostructures is crucial for electron – 

phonon interaction. Hence the pseudocapacititive activity of NiO nanostructures could be tuned 

by this interaction.   

2.4. Review of past work on nickel oxide based metal-semiconductor Schottky 

diode and barrier height effect 

Oxide nanostructures exhibit multifunctional activity in different fields including 

medicine, food technology, electronic devices, photovoltaics, sensors etc. [46, 47].  Among them, 

photosensitive oxide nanostructures that convert light into electrical signal has attracted 

researchers owing to their potentiality in few emerging fields such as imaging, light-wave 

communication, memory storage, optoelectronic circuits, smart windows, photodetector etc. [48]. 

Searching of high-performance photosensitive materials with high speed and low-power 

consumption is one of the interesting research trend in these fields. Recent researches demonstrate 

that heterostructure consisting of photosensitive material and metal often shows better 

performance in optoelectronic devices compared to bare photosensitive materials.  

Tung et al. [49] proposed electron transport at metal-semiconductor interface by dipole-

layer approach. They showed that many anomalies in the experimental results due to presence of 

inhomogeneities in the Schottky-barrier height. The effect of fluctuation of the barrier height on 
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the current has been investigated by employing the ballistic electron emission spectroscopy. They 

concluded that Schottky barrier at polycrystalline metal-semiconductor interface is locally 

nonuniform. 

Biber et al. [50] investigated the effect of Schottky metal thickness on inhomogeneity of 

the barrier height. The effect of lateral barrier inhomogeneity on ideality factor is a measure of 

non-ideal I–V characteristic. They also showed ideality factor differed from diode to diode. 

  Endo et al. [51] prepared Schottky ultraviolet photodiode by hydrothermal method. They 

observed that metal-semiconductor junction characteristic gets also influenced by the dipole 

moment, formed at MS interface. They reported dipole moments perpendicular to either Zn-polar 

or O-polar surfaces at Pt/ZnO metal-semiconductor junction lead different interfacial structure, 

barrier height. 

Coppa et al. [52] performed Au contacts deposited on ex situ and in situ cleaned surface 

and they observed the electron accumulation layer and the increase of surface conductivity and 

this is due  to the presence of hydroxide monolayer for ex situ condition. But for in situ condition, 

upward band bending is observed and due to the formation of depletion layer and as a results the 

surface conductivity is reduced. But they didn't observe any polarity effect in Au/ZnO metal-

semiconductor junction. 

Seyidov et al. [53] observed temperature-dependent polarity reversal in Au/TGaSe2 

Schottky junction by I-V characteristics. Temperature dependent behaviour classified by the 

tunneling current and related with barrier width. 

Berg et al. [54] prepared NiO/Crystalline n-Si Heterojunction. They found that NiO film 

blocks electrons to a heterojunction compared to other diodes without NiO. They found that 



Chapter 2 

Page | 58  

 

1/C2curve shifts towards right due to NiO, signifying a large voltage build-in. They also showed 

that the electrons overcome the build-in potential of the Schottky barrier, travel through the NiO 

defect states and recombined with the holes at the Si/NiO interface. 

Kokubun et al. [55] fabricated p-type NiO and n-type β-Ga2O3 p-n heterojunction diodes. 

They found that this diode showed good rectifying properties with 1.4V turn-on voltage and 

obtained exponentially increased forward current. The recombination current has been obtained 

from ideality factor.  

Reddy et al. [56] fabricated Au/NiO/n-GaN heterojunction Schottky diodes to investigate 

the effect of NiO on electrical properties. They also fabricated Au/n-GaN Schottky junction. The 

NiO heterojunction showed excellent rectifying behaviour, low-reverse leakage current and 

achieved higher barrier height which indicated that the NiO insulating layer has modified the 

barrier height. 

Ryger et al. [57] investigated pt/NiO ring based Schottky diode and investigated the 

hydrogen sensory performance. They showed that the parameter of gate interface (ideality factor, 

barrier height) and sensory performance of hydrogen were controlled by the thickness of NiO 

interfacial layer.  

Stamataki et al. [58] fabricated Al/NiO Schottky diode to investigate the hydrogen gas 

sensory performance. They obtained the ideality factor around 14 from the forward bias curve. 

Fermi level of the semiconductor is higher than metal, and builds a potential barrier at the depletion 

region and under zero bias condition the transport of carriers occurs from semiconductor to metal. 

For the forward bias current decreases due to increase of effective barrier height.  
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Saha et al. [59] prepared heterojunction of P-type NiO and n-type FTO to investigated the 

response of photoresponse through metal oxide hole transport layer. They showed p-type 

conductivity occurred in the NiO film due to formation of delocalization of defect carriers which 

originated from crystal defects. The holes created in NiO due to Ni2+ vacancies which act as hole 

transport at the heterojunction interface. They studied forward and reverse current density vs. 

applied voltage in presence of both illumination and dark. Under illumination condition the photo 

generated electron hole pair move in the opposite direction under the reverse biased condition and 

as a result remarkably high reverse current is obtained   

Mrovec et al. [60] performed first-principles DFT calculation and revealed atomic and 

electronic arrangement at transitional metal/SrTiO3 heterojunction for correct description of 

junction barrier height. 

Tamura et al. [61] illustrated tunability of Pt / TiO2 (001) junction between MS and Ohmic 

typed interface. They showed metal-induced gap states makes oxygen deficiency energy small at 

the interface. They also demonstrated that the Schottky barrier height was strongly affected by 

oxygen vacancy.  

Ma et al. [62] investigated the interface Schottky barrier height effect on the performance 

of metal-semiconductor heterostructures in various applications. They studied the first-principle 

calculations and the tight-binding method. Thus, they reported strain due to lattice mismatch also 

has effect on the heterojunction barrier height and photosensitivity. Mainly, the interfacial 

Schottky barrier height of Au/TiO2 (001) interface decreases by strain. 

Bao et al. [63] illustrates that AgBr crystals showed high electron-hole separation rate. 

They conclude on the basis of light absorption spectra, Mott-Schottky tests, DFT calculation and 

photo-oxidation deposition that nanostructure based heterojunction exhibits higher efficiency than 
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traditional thin-film or bulk material based heterojunction due to unique electrical, light absorption 

properties, attributed to higher surface to volume ratio.  

  It has been investigated by many researchers including us that electron – phonon interaction 

has a significant role in electron’s response in any nanostructures. Though a few experimental 

evidences exist on morphological dependence of current – voltage (I – V) characteristics of MS 

heterojunction and associated photosensitivity, but no investigation on the effect of electron – 

phonon interaction on I – V characteristic of MS heterojunction and its photosensitivity has been 

attempted. In this thesis, we have studied the influence of this interaction on charge transport 

through MS heterojunction using Ni2O3 as a model semiconducting materials.  

In this thesis, Al (metal) / Ni2O3 MS heterojunction has been fabricated and we have 

analysed I – V characteristics under dark and photo-irradiation followed by explanation on the 

basis of electron – phonon interaction. The present study illustrating the strong effect of electron 

– phonon interaction on I – V characteristic may also be generalized to other MS nanostructure 

heterojunction. 

2.5. Review of past work on nickel oxide dielectric behaviour 

The nanosize materials have received widespread attention among the scientific 

community due to its unusual electrical properties different from single crystals, polycrystals 

(bulk), thin films and glasses even though they are identical in chemical composition [64-68]. 

Besides, nanosized materials have shown great potential to device applications including sensors, 

electrodes, switching devices, microelectronic devices and solar cells [2, 69-71]. Furthermore, the 

electrical properties of nanosize materials are different from their bulk because of the high surface 
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to volume ratio of the grains, high defect density, quantum confinement of charge carriers and 

disordered grain boundary [72-74].  

Maheswari et al. [75] investigated the effect of defect structure on dielectric properties of 

NiO. They showed that the microstrain of nanocrystals, affects the dielectric properties. The bulk 

resistance and relaxation time of charge carriers are higher for nanocrystalline samples having high 

microstrain and defects.  

Biju et al. [68] prepared nanocrystalline NiO with particle size 2-3 nm through chemical 

route. They prepared pellets of the nanoparticles for investigating the electrical properties as a 

function of applied AC signal and temperature. The presence of two relaxation processes is related 

with the grain boundary and grain interior of the nanoparticles. They concluded the high value of 

dielectric constant and loss at low frequencies associated with grain boundaries of the insulating 

grains. 

Chen et al. [76] perform low-temperature impedance and dielectric properties of 

nanocrystals NiO of different particle sizes. They found that as the particle size decreases first the 

conductivity increases to a maximum value followed by decrease in the conductivity with the 

further decrease in particle size. They also showed that the activation energy for the dielectric 

relaxation process does not significantly change from bulk conduction which administered by the 

hopping of holes. 

Biju et al. [77] investigated the DC conductivity of consolidated NiO nanoparticles. They 

showed the conductivity increases by six to eight orders of magnitude arising out of high density 

of Ni2+vacancy in this sample compared to the single crystals NiO. They observed that the large 

polaron conduction is related with holes in the 2p band of O2- and also observed the decrease in 
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activation energy compared to bulk is associated with the presence of high defects in nanoparticles. 

They discussed the electrical conductivity in terms of grain, grain boundaries and triple junctions.  

Fuschillo et al. [78] prepared undoped and Li doped NiO to investigate the dielectric 

properties as a function of frequency and temperature. They showed dielectric constant of Li doped 

NiO increased at low frequency region. The behavior of the AC conductivity at lower frequencies 

can be explained due to the non-adiabatic hopping of charge carriers but at the high frequency 

region, it could be explained by the adiabatic hopping of charge carriers. 

Tharayil et al. [79] prepared different particle sizes of nickel-cobalt oxide nanostructured 

by chemical co-precipitation method to investigate the dielectric behavior and AC conductivity as 

a function of frequency and temperature. In nanostructured material there are large number of 

atom/ions near the grain boundaries and as a results of which large number of defects is generated. 

Thus each interface acts as a capacitor of the material. They also showed dielectric permittivity 

and activation energy were high.    

  Lin et al. [80] synthesized Li and Al co-doped NiO-based ceramic materials and 

investigated high permittivity. They showed that the remarkable change in dielectric properties is 

due to Al ions distributed in grain boundaries and dielectric constant at low frequency remains 

constant around four to five order at 1 kHz but at high frequency decrease steplike. They conclude 

that this type of dielectric constant is attributed to Maxwell-Wagner polarization. 

Gokul et al. [81] investigated dielectric properties and AC conductivity as a function of 

frequency and temperature of non-stoichiometric NiO nanoparticles prepared by wet chemical 

preparation. They showed that at low frequency dielectric constant increased but with increasing 

temperature below 104 Hz dielectric constant decreases and above this frequency dielectric 

constant increases with temperature and this phenomenon has been explained by Debye relaxation 
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theory. Loss peak shifted towards higher frequency and this is attributed to long range hopping of 

charge carriers. Grain and grain boundary resistance decreases are shown in Nyquist plot, as a 

function of temperature. AC conductivity is found to increase with increase in temperature. The 

high activation energy is correlated with the grain boundary effect due to requirement of more 

energy for hopping of charge carriers. 

There is no report on the electrical properties of single phase Ni2O3 samples. In this thesis, 

we have prepared different particle sizes of Ni2O3 using low temperature chemical precipitation 

method with varying temperature and investigated the electrical properties. The impedance 

spectroscopic analysis and ac conductivity of different Ni2O3 nanoparticles have been measured at 

room temperature. The separate contribution of grain and grain boundaries on the conductivity of 

nano crystalline Ni2O3 is obtained from impedance spectroscopy analysis.   

2.6. Review of past work on nickel oxide catalytic activity 

Congo red (CR), a benzidine-based anionic diazo dye and methylene blue (MB), a 

phenothiazine derivative cationic dye are among the commonly used dyes that are found mostly 

in the industrial discharge water. Both CR and MB have vast range of side effects starting from 

cardiovascular to haematologic [82]. In catalytic degradation, toxic dyes are converted into their 

non-toxic oxidized products. Most metal oxides e.g. ZnO [83], TiO2 [84], NiO [85], CuO [86] and 

their composites are used as [87-90] catalyst. 

Ameta et al. [91] studied photocatalytic activity of semiconducting NiO. They investigated 

that the presence of solar energy, in the visible region increases the rate of photocatalytic bleaching 

of the dye. They also observed the effect of concentration of dye, amount of semiconductor, pH, 

and light intensity on the rate of photocatalytic activity. The photocatalytic activity followed the 
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pseudo-first order kinetics. The bleaching activity increases with increasing pH up to 6.5, and with 

further increases on pH the reaction rate decreases. The increase in reaction rate with increase in 

pH is due to the generation of •OH radicles. They also showed photocatalytic bleaching increases 

with increasing concentration of the catalyst but it decreases with increases concentration of the 

dye. 

Motahari et al. [92] synthesized the nanostructured NiO and investigated the photocatalyst 

application for dye pollution wastewater treatment. They showed 2.83eV band gap which confirms 

the semiconductive nature of NiO nanostructures indicating the potential application for 

photocatalyst. Degradation of Rodamine B dye investigated with UV irradiation times, pH, 

quantity of catalyst and concentration of dye. In presence of UV irradiation, degradation of dye is 

around 80%. Degradation rate increases with pH 3 to 8 and with catalyst dosage but with increases 

dye concentration, deep colored solution protects the UV light and as a result radical •OH 

formation is reduced and hence it decreases the degradation of dye. Reaction kinetic revealed that 

photodegradation reaction kinetic followed the improved Langmuir-Hinshelwood model.  

Song et al. [6] prepared NiO hierarchical architectures with controlled morphology and 

sizes and investigated the dependence of morphology with photocatalytic activity. They showed 

NiO hollow microsphere degraded 93%. The high surface area increases the active surface sites 

and therefore increases the surface charge carrier transfer rate in photocatalytic activity.  

Duan et al. [93] synthesized different particle sizes of single crystalline NiO. They showed 

small particles exhibit blue shift in UV-vis spectrum due to quantum confinement effect. 

Investigated the photocatalytic activity in degradation of dye under UV irradiation. The small 

particles showed larger activity due to very small size, fine dispersion and high surface area. 
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Christy et al. [94] prepared NiO nanoparticle using solution combustion method. They 

evaluated the photocatalytic activity of NiO nanoparticles. They employed pseudo-first order 

reaction to obtain rate constant of dye degradation in presence of UV irradiation. They conclude 

crystalline nature and shape factor of the particles enhance the photocatalytic activity. 

Wan et al. [95] synthesized nano scale NiO with different morphology and size by 

hydrothermal method and investigated the photocatalytic activity. They showed perfect crystal 

structure, and smaller particle size increase the surface area and so the degradation rate increases 

compared to poor crystallinity material. They concluded that more number of deep level defect 

sample showed poor photocatalytic activity. The shallow trapped holes in less defect sample, 

interact with chemisorbed OHˉ or H2O to produce •OH radicals which induce high photocatalytic 

activity.  

Ahmed [96] prepared mesoporous NiO/TiO2 nanoparticles by sol-gel method to study the 

performance of photodegradation of methylene blue dye. The author observed that doped NiO 

samples exhibited higher rate of mineralization of hazardous dye compared to pure TiO2. The 

degradation reaction of methylene blue dye follows the pseudo first-order reaction kinetics and the 

observed rate constant increases with increasing doping concentration up to 5% NiO.  

Rakshit et al. [97] investigated the effect of morphology of NiO for the photodegradation 

of phenol. They observed the characteristic fluorescence emission of phenol that NiO sample 

showed good photocatalytic activity in the decomposition of phenol up to 82%. They concluded 

that the phenol molecules in presence of UV light react with •OH radicals at the excited NiO 

surface, and get decomposed.  

Zhang et al. [98] synthesized hierarchical NiO hollow microspheres by refluxing method 

to investigate the performance of Congo red adsorption from aqueous solution. They observed that 
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for different sizes of NiO hollow microspheres showed different adsorption capacities for CR. 

Hierarchical structures and high specific surface areas increase the effective adsorbents for the CR 

pollutant. They showed that the adsorption nature followed the Langmuir isotherm model which 

indicated homogeneous surface nature of the sample and formation of monolayer coverage of CR 

molecule on the outer surface of adsorbent. Maximum adsorption capacity achieved is 526.3 mg/g 

at room temperature. 

Rong et al. [99] prepared NiO/graphene nanosheets by hydrothermal method to investigate 

the performance of adsorption performance of Congo red adsorption from wastewater solution to 

find adsorption kinetic model and isotherm of adsorbent. They showed adsorption follows pseudo 

second-order kinetic model and equilibrium experimental data followed Redlich-Peterson model. 

The identified adsorption process of CR on adsorbent was found to be multilayer adsorption 

process. 

Among different transition metal oxides (TMOs) used as photo catalysts, porous nickel 

oxide nanostructures and their composites having non-stoichiometric defects have shown excellent 

photo degradation properties over the entire solar spectrum [100-104]. However, the synthesis 

methods of these materials involve rigorous steps, high temperature operation, sophisticated 

instrumentation and specific reagents which are not very user and environmentally friendly. Thus, 

an environmentally friendly synthesis technique involving lesser complex reagents and lower 

synthesis temperature can be suggested for preparing non-stoichiometric nickel oxide which can 

serve as excellent photocatalyst by creating a chemically oxidizing environment at room 

temperature or even below. As a proof of concept, the authors have already prepared nickel (III) 

oxide (Ni2O3) nanostructures within 0oC to 70oC for excellent adsorption mediated Cr(VI) ion 

removal/monitoring in their previous works [105-108]. In this thesis, we present non-
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stoichiometric Ni2O3 nanoparticles synthesized by a mild environmentally friendly room 

temperature oxidative co-precipitation approach and these are excellent wide band photocatalyst 

capable of degrading CR and MB under solar irradiation. The degradation efficiency, reusability 

and stability of the catalyst have been studied under different reaction conditions (exposure time 

and pH). A dye degradation mechanism was proposed considering the effect of induced surface 

defects and non-stoichiometric band tailoring on the photo catalytic activity of Ni2O3 catalysts. 

2.7. Objectives and scope of the work  

Under the backdrop of the above literature survey following are the main objectives of this 

thesis:  

1. Synthesis of different nanostructures (coral, flake, flower etc.) of NiO and Ni2O3 of 

by hydrothermal method, followed calcination and chemical oxidation respectively.  

2. Detailed characterization of the synthesized nanostructured materials by XRD, FTIR, 

FESEM, TEM and Raman. 

3. To study the effect of morphology of nanostructure NiO on the hysteresis behaviour 

at room temperature and its detailed interpretation. 

4. To study the electrochemical properties of the above mentioned nanostructure NiO by 

cyclic voltammetry, galvanostatic charging-discharging and electrochemical 

impedance techniques and the effect has been explained for the first time by involving 

the electron-phonon interaction. 

5. To prepare the nanostructured Ni2O3/Al heterojunction and to study the junction 

parameters have been measured under the dark and illumination conditions. The effect 

of these parameters have been explained by electron-phonon interaction.  
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6. To study the dielectric properties of the Ni2O3 nano particles and delineate the role of 

grain and grain boundary on to the dielectric properties. 

7. To study the catalytic property of degradation of congo-red and methylene blue by the 

nanostructured Ni2O3.        
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Abstract 

Coral – like microstructure of NiO has been synthesized via a facile template free 

hydrothermal technique followed by calcination. Structure and morphology of the synthesized 

samples have been examined by x-ray diffractometer, field emission scanning electron microscope 

and transmission electron microscope. Positron annihilation spectroscopy reveals high porosity 

(37%) and cationic vacancies within the microstructures. Magnetic study illustrates spin-glass like 

behaviour and asymmetric hysteresis loop at room temperature. Later one is attributed to non-

inversion symmetry of the anisotropic energy barrier, introduces by defect induced ferromagnetic 

domain within antiferromagnetic matrix of NiO. Numerical values of the anisotropy parameters 

have also been evaluated using law of approach method. The present study evidences that the 

microstructure could be helpful for developing magnetization based memory devices due to its 

high barrier height ~ 2.50×106 erg/cm3. 

3.1. Introduction 

Over the last decade, extensive research work has been carried out on transition 

metal oxide nanostructures due to their importance in fundamental researches as well as in 

applications in many fields [1]. Among different transitional metal oxide based 

nanostructure, investigated so far, NiO nanostructures have particularly drawn attention 

due to their potentiality in different application fields e.g. battery cathodes, catalysis, smart 

windows, sensing, p-type transparent conducting oxide films, electrochromic films, active 

optical fibers, photovoltaics, supercapacitors etc. [2-4]. NiO nanostructures have proven its 

candidature as an upcoming material for next generation resistive switching memory 

devices, spin valves, tunnel junction etc. [5]. Till date, various hierarchical nanostructures 

of NiO such as hollow spheres [6], nanorods nanowires [7], polyhedrons [8], plates [9], has 

been synthesized and it has been observed that they often exhibit exotic properties 
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completely different from bulk, thus applicational opportunity in additional fields gets 

opened up. Comparatively less attention has been given to investigate magnetic properties 

of different NiO hierarchical structures. But, few studies that have already been carried out 

demonstrates that they often exhibit unique magnetic properties that has not been observed 

in bulk NiO [10]. For example, in contrast to antiferromagnetic bulk NiO, hierarchical 

structures show weak ferromagnetism, enhanced coercivity, enhanced hysteresis loop, 

well-described by Kodama et al. on the basis of multi-sublattice spin configuration [10], 

while earlier two-sublattice model, proposed by L. Neel in the year 1961, was not able to 

explain these newly observed magnetic properties [10]. Recently, spin glass response due 

to freezing of the surface spins has been observed in NiO structure by Winkler et al. [11]. 

In general, uncompensated surface spins and their interaction with local environment that 

significantly depends on morphology determine their magnetic properties where 

interparticle interaction plays crucial role [11-13]. In this context, magnetic properties of 

lotus-root and flower-like micro-spherical NiO were investigated by Cui et al. [14]. Proenca 

et al. examined the effect of size on the magnetic behaviour of nanocrystalline spherical 

NiO [15]. Here, it is to state that for better understanding the dependence of magnetic 

properties of hierarchical structure of NiO upon morphology and underlined magnetic 

interaction, intense research has to be carried out on various hierarchical structure of NiO. 

In this chapter, magnetic property of NiO coral-like hierarchical structure has been studied 

first time and role of defects within the synthesized structure is discussed.    

3.2. Experimental 

3.2.1.  Synthesis of NiO hierarchical nanostructure 

 The synthesis protocol of highly crystalline NiO coral-like structure was derived 

from Pan et al. [4]. Ni(NO3)2, urea and poly ethylene glycol - 600 (PEG) of analytical grade 
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(Merck, India) were used as the precursor materials without further purification. In this 

typical synthesis process, 1.570 g of Ni(NO3)2, 6H2O and 1.622 g of urea were dissolved 

into 90 mL of distilled water followed by addition of PEG mixture of different amount 

(0.72, 1.44, 2.87 ml). Then the whole mixture solution was transferred into a 100 ml Schott 

Duran glass bottle, sealed, and heated at 90°C for 12 h. The greenish intermediate product 

thus formed was collected after centrifugation, washed repeatedly with water and ethanol, 

and dried at 60°C for 10 h. Finally the coral-like NiO was obtained by heating the 

intermediate product at 400°C for 2 hours in open atmosphere. In order to optimize the 

synthesis condition, we prepared the sample at various PEG concentration (0.72, 1.44, 2.87 

ml, named as S1, S2 and S3 respectively) and different time (24 and 8 h, named as S4 and 

S5 respectively).  

3.2.2. Characterization    

 As-prepared products were characterized by Ultima-III x-ray diffractometer (XRD, 

Rigaku, Cu Kα radiation, λ = 1.5404 Å), field emission scanning electron microscope 

(FESEM, S – 4800, Hitachi) and transmission electron microscope (TEM, JEOL). Thermal 

analysis was carried out by thermogravimetry (TG; Perkin). Fourier transform infrared 

(FTIR) spectra were recorded by IR – Prestige (Shimadzu, Japan). Raman spectra were 

obtained by alpha 300, Witec (excitation wavelength 530 nm, power 3 mW and spot size: 

2 µm). We adopted Rietveld’s powder structure refinement analysis using the JAVA based 

software program MAUD [16-20] to obtain the structural and microstructural refinement 

parameters through a least-square method. Experimental profiles were fitted with the most 

suitable pseudo-Voigt [19] analytical function with asymmetry and the background of each 

pattern is fitted with a fourth order polynomial function. Positron annihilation lifetime 

spectroscopy giving information about porosity and ions vacancy on the surface of the 
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synthesized nanostructure was utilized using fast-fast coincidence system consisting of two 

1 inch tapered off BaF2 scintillators coupled to XP 2020Q photo multiplier tubes. The 

lifetime data was analysed by the PATFIT program [21]. The time resolution of PALS, 

used here, is about 290 pico-seconds and employs 60Co source. In order to gain insight into 

the oxidation states of the elements present in the sample, it was characterized by x-ray 

photoelectron spectroscopy (XPS, PHI5000, Versa Probe II, Ulvac-Phi, Inc., USA) using 

Al Kα (hν = 1486.6 eV) as a source of x-ray. Its binding energy position was calibrated on 

the basis of C 1s. Magnetic properties were investigated by physical property measurement 

system (PPMS, Cryogenic, UK).  

3.3. Results and discussion  

3.3.1. Characterization of the 3D hierarchical α-Ni(OH)2 nanostructure, formed at 

intermediate step  

 XRD pattern of intermediate, un-calcined greenish product (shown in Fig. 3.1 (a)) 

consists of five peaks at 2θ = 11.94, 24.01, 33.62, 37.36 and 60.26° those can readily be 

indexed by reflection from (003), (006), (101), (015) and (110) planes of the hexagonal α-

Ni(OH)2 with lattice parameters a = 3.08, c = 22.2 Å and space group 𝑅3̅𝑚 [22, 23]. High 

asymmetric nature of the peak, observed between 2θ = 33.62 and 37.36, is attributed to 

two-dimensional reflection from various chemical species intercalated turbostratically 

stacked layers of α-Ni(OH)2 [22, 24]. In order to gain insight about intercalated specie, 

intermediate products were characterized by FTIR spectroscopy and one typical spectrum 

is presented in Fig. 3.1 (b). As observed, broad band, appeared between 3200 - 3600 cm-1, 

is attributed to O – H stretching vibrational mode of the H-bonded water molecules present 

in interlamellar space between layers [22, 25], while other intense band at 2228 cm-1 is 

assigned to the C ≡ N stretching vibration of OCN¯ ions, produced in the intermediate step 
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[26]. The band at 1480 cm-1 representing N-O stretching vibration mode of NO3
- with C2v 

symmetry, appears due to grafting of the ions towards α-Ni(OH)2, whereas the band at 1396 

cm-1 is assigned to N-O stretching mode of NO3
-
 with D3h symmetry within the interlayers 

[27].  

 

Fig. 3.1 (a) XRD pattern, (b) FTIR and Raman spectrum, (c), (d) FESEM images of α-Ni(OH)2. 

 

Bands appearing at 1070, 831 and 680 cm-1 represent the stretching vibrations of C – O 

bond, bending vibration of C – H bond of poly ethylene glycol and characteristic bending 

vibration of Ni – OH of α-Ni(OH)2 respectively [25, 28]. Based on the above analysis, it 

may be stated that turbostatic character gets formed due to intercalation of OCN¯ and NO3
¯ 

ions. All four peaks at 460, 495, 790 and 1075 cm-1 (shown in Fig.3.1 (b)), appeared in 
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Raman spectra of the as prepared intermediate product, are ascribed to α-Ni(OH)2 [29]. 

Appearance of these peaks confirms proper phase formation of α-Ni(OH)2. FESEM images 

(shown in Fig. 3.1 (c and d)) evidence that structure of the intermediates product consists 

of large number of α-Ni(OH)2 nanoparticles. 

Formation of the structure can be explained as follows: urea decomposes into NH3 that 

reacts with Ni+2 ions to form [Ni(NH3)6]
2+ complex. Water-soluble PEG, having long 

flexural chain, acts as ‘in-situ’ chain for absorbing [Ni(NH3)6]
2+ ions on its coalescent sites 

via Coulomb interaction between [Ni(NH3)6]
2+ and O in the periodic –CH2CH2O– group of 

PEG. Ordered accumulation of [Ni(NH3)6]
2+ at various coalescent sites generates one-

dimensional colloidal structures of [Ni(NH3)6]
2+ - PEG complex as given below, 

(O-CH2-CH2-O)n  +  [Ni(NH3)6]
2+   →  - O –CH2- CH2-O-Ni-O-CH2-CH2- 

When the complex attains supersaturation limit within the solution, it reacts with OH- ions 

and leads to the formation of α-Ni(OH)2. Due to instantaneous accumulation of the α-

Ni(OH)2 to share the same 3D crystallographic orientation and subsequent coalescence, 

loose rod-like structures are formed those act as building block of coral structure and finally 

aggregate to form desired structure [30].  

3.3.2.  Transformation of α-Ni(OH)2 to NiO and its activation energy 

In order to assess the calcination process of α-Ni(OH)2 into NiO, TG analyses was 

carried out in N2 atmosphere in the temperature range between 300C and 6000C at a heating 

rate of 50C/min (shown in Fig. 3.2 (a)). Derivative of the percentage of the weight loss is 

also represented in the inset of Fig. 3.2 (a). Two sharp deeps, found at 1000C and 2800C, in 

the derivative curve correspond to the multi-step weight losses originating from 
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dehydration and decomposition of α-Ni(OH)2. Approximately 25% weight loss around 

1000C corresponding to endothermic reaction is assigned to the removal of the intercalated 

and physically adsorbed water. Such high percentage of the weight loss, observed here, 

imparts high porosity of synthesized samples [28, 31]. Weight loss above 2500C, though 

derivative maxima occurs at 2800C, is ascribed to the complete catalytic oxidation of 

reactants including poly ethylene glycol and simultaneous formation of NiO from α-

Ni(OH)2 [28]. No significant weight loss at higher temperature (> 4000C) rules out any 

additional phase formation or structural change of NiO. Therefore we kept our calcination 

temperature fixed at 4000C. Activation energy (Ea), associated with decomposition of α-

Ni(OH)2, has been evaluated on the basis of Kissinger’s model, [32-34] using TG curves, 

taken at two other heating rates 100 C/min and 200 C/min. (shown in Fig. 3.2 (b and c). TG 

curves and its derivative shift (inset of Fig. 3.2 (b and c)) towards higher temperature within 

increasing heating rate which is ascribed to the lagging of temperature at the centre compare 

to temperature at surface due to poor thermal conductivity of α-Ni(OH)2.  
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Fig. 3.2 TG and weight loss curves of intermediate product at different heating rate (a) 5, (b) 10 and (c) 

200C/min. Inset shows derivative of the weight loss with respect to temperature. 

 

According to Kissinger model, the temperature (TM) at which maximum weight loss occurs, 

heating rate (β) and activation energy (Ea) are related by the following relation [33]: 

ln
β

TM
2 =  −

Ea

kBTM
+ C                    3.1 

After determining TM from the derivative of the TG curve, Ea has been evaluated from slope 

of the linear plot of 𝑙𝑛
𝛽

𝑇𝑀
2   vs 

1

𝑇𝑀
 and is found to be 1.71 eV.  
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3.3.3.  Investigation of the structure and morphology of NiO nanostructure 

 To identify proper phase formation and secondary phases (if any), present within the 

samples, calcined samples were investigated by XRD.  

 

Fig. 3.3 (a) X-ray diffraction pattern and (b) FTIR and Raman spectra of sample S2. 

 

 One typical diffraction pattern of the sample S2, represented in Fig. 3.3 (a), is 

consisting of five diffraction peaks at 2θ = 37.14°, 43.18°, 62.79°, 75.33°, 79.34°, indexed 

as reflection from (111), (200), (220), (311) and (222) planes corresponding to face 

centered cubic phase (FCC) of NiO (JCPDS card no. 47-1049). It would be interesting to 

mention that all diffraction peaks match very well with respective peak positions as well as 

relative peak intensities. Lattice parameter, obtained by Rietveld refinement (shown in Fig. 

3.3 (a)), is found to be a = 4.18Å. Good structure refinement parameters e.g. Rwp = 3.55%, 

Rexp = 3.48% and goodness of fit (GOF) = 1.02 support reliability of the refinement process. 

Room temperature Raman spectra of NiO (shown in Fig. 3.3 (b)) is consisting of four peaks 

at 364, 515, 702 and 1090 cm-1 that can be assigned to first-order transverse optical (1TO) 
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and longitudinal optical (1LO) and their second harmonics respectively [35]. Single deep 

in the FTIR transmittance spectra (shown in Fig. 3 (b)) of NiO, measured at 463 cm-1, is 

attributed to Ni – O bond [36] and corroborates pure NiO.   

 

Fig. 3.4 (a) and (b): FESEM images of S2 with low and high magnification images respectively. 

 

 Formation of coral – like hierarchical structure (~ 2 – 4 micrometre) is evident from 

FESEM images of S2 (shown in Fig. 3.4 (a)). High magnification images show that this 

microstructure gets formed by large number of NiO nanorods with diameter ~ 20 nm and 

length ~ 50 nm, radiated outwards in all directions (shown in Fig. 3.4 (b)). It has also been 

noticed that each nanorod is made of nanoparticles having mean diameter ~ 20 nm. It has 

been examined that NiO, synthesized at lower PEG ratio (sample S1), consists of spherical 

nanoparticles (shown in Fig. 3.5 (a)), whereas at higher PEG ratio (sample S3), no definite 

structure gets formed (shown in Fig. 3.5 (b)).  
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Fig. 3.5 FESEM images of (a) sample S1, (b) sample S3, (c) sample S4 and (d) sample S5. 

 

 In addition, it is observed that hydrothermal treatment time also has crucial role on 

the formation of structure e.g. at higher treatment time nanoparticles (S4) gets formed 

(shown in Fig. 3.5 (c)), while lower treatment time leads agglomeration (S5, shown in Fig. 

3.5 (d)). 

       Microstructure of S2 has been further clarified by TEM analysis.  
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Fig. 3.6 (a) and (b) TEM image, (c): SAED pattern and (d): HRTEM lattice image of S2. 

 

Typical TEM images (shown in Fig. 3.6 (a & b)) manifest abundantly the formation 

of coral – like microstructure and reveal that the microstructure is indeed made up of 

distinguishable NiO nanorods with diameter ~ 20 nm and protrude out from the centre. 

Sharp contrast among dark edges of the nanorods and their faded area illustrates the 

difference in compactness of the nanorods in central part rather than exterior region of the 

structure, assigned to difference in electron density (discussed later). TEM images, 

collected after ultrasonication, are in well agreement with FESEM images, so is may be 

concluded that the nanorods are very stable against ultrasonication e.g. integrating force 

between rods is chemical in nature rather than weak van der Waals. Selected area electron 
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diffraction (SAED) pattern (shown in Fig. 3.6 (c)) is indexed as the diffraction from (111), 

(200), (220) and (311) planes of cubic phase of NiO, in well agreement with XRD results 

[37]. High resolution transmission electron microscopic (HRTEM) images (shown in Fig. 

3.6 (d)) illustrate lattice spacing ~ 2.09 Å and 2.41 Å corresponding to (200) and (111) 

planes of NiO nanorods. Therefore, XRD and TEM studies reveal the formation of well-

crystalline, phase pure NiO coral – like microstructures.  

 

3.3.4. Determination of electronic structures and defects at the surfaces of NiO 

nanostructures by x-ray photoelectron and positron annihilation spectroscopy respectively  

 XPS has been employed to elucidate oxidation states of our synthesized coral-like NiO 

nanostructures (sample S2). XPS survey scan of the synthesized NiO nanostructures, shown in 

Fig. 3.7 (a), consists of peaks corresponding to Ni, O and confirms absence of any impurity. 

Careful analyses of the high resolution XPS spectra of Ni 2p (represented in Fig. 3.7 (b)) reveal 

that the spectra is consisting of four peaks, measured at 855.6, 861.1, 872.4 and 879.3 eV, and 

two weak peaks, measured at 853.8 and 865.6 eV. Peaks at 855.6 and 872.4 are attributed to Ni 

2p3/2 and Ni 2P1/2 respectively of Ni2+ while peaks at 861.1 and 879.3 eV represent their satellite 

peak. In this context, it may be stated that the result is in well agreement with our previous XPS 

results [38, 39]. Two peaks of relatively low intensity are assigned to Ni 2p3/2 and Ni 2P1/2 states 

of Ni3+ [40]. Origin of Ni3+ is ascribed to the Ni2+ vacancy, described by the following Kröger 

– Vink equation:       

𝑁𝑖𝑁𝑖
×  →  𝑁𝑖𝑁𝑖

∙ +  𝑉𝑁𝑖
′                  3.2 
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High resolution scan of O 1s peak, represented in Fig. 3.7 (c), exhibits one main peak at 529.4 eV, 

attributed to O bound to Ni2+ and a shoulder peak at 531.1 eV which may be assigned to O bound 

to cations of higher oxidation states viz. Ni3+ here [41]. 

 

Fig. 3.7 (a) Survey XPS spectra, (b) high resolution XPS spectra of Ni 2p states, (c) high resolution XPS 

spectra of O 1s and (d) positron lifetime spectrum of S2. 

 

Positron annihilation lifetime spectroscopy (PALS), used widely to investigate 

cationic vacancies induced defects in bulk as well as nanostructured materials, is adopted 

here [42, 43]. Qualitative determination of positron annihilation parameters illustrate 

defect-related processes [44]. The positron lifetime spectrum of the sample S2 is shown in 

Fig. 3.7 (d). Careful analysis reveals that the spectrum yields three different components of 
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lifetime (τ1, τ2 and τ3) along with their relative intensities (I1, I2 and I3). The result is 

summarized in Table – 3.1. Here, we have obtained τ1 = 188 ps and τ2 = 375 ps and their 

relative intensities I1 = 54.29, I2 = 44.43 % respectively The presence of longest lifetime τ3 

= 3.09 ns is assigned to the annihilation of orthopositronium atoms (metastable spin triplet-

state of the electron and positron), formed within the pores of the coral island [45]. 

Presently, ‘τ3’ is noticed to be significantly less than theoretically predicted lifetime (140 

ns) of orthopositronium atom. Such observation is explained on the basis of interaction of 

the orthopositronium with its surrounding electrons through pickoff process [46]. But, τ3 

for our synthesized sample is found to be very close to that of NiO nanoparticles, measured 

by S. Das et al. [47] indicating that the interaction of orthopositronium with its surroundings 

is same for NiO coral – like structure and nanoparticle. Pore size (R), calculated from the 

relation τ3 = 1.88R − 5.07, is found to be 3.38Å [48]. Pore fraction (fp), calculated from the 

relation fp = (4/3)πR3CI3, where C = 0.0018 [49], is found to be 37%. In general, ‘τ1’ and 

‘τ2’ are assigned to the annihilation lifetime of positrons, trapped at the mono and di-

vacancy defect sites respectively in bulk systems. Penetration depth (α-1) of positron, 

calculated using the relation 𝛼 = 16
𝜌

𝐸1.4, where ρ and E represent the density of NiO (in 

gm/cm3) and energy of the incident positron (in MeV) respectively [50, 51], is found to be 

130 μm which very high than dimension of the nanorods, the constituent of coral – like 

microstructure sample. Thus, most of the positron would reach to the surface and their 

corresponding lifetimes are attributed to the trapping and annihilation of positron at the 

surfaces of the synthesized microstructure [52]. Among different defects states, two leading 

positron trapping centers are (i) broken and disordered bonds originating from cation 

vacancy (Ni2+ in present case) giving loss of periodicity at the surface and (ii) divacancy 
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defect cluster [53]. Presently, ‘τ1’ is assigned to the annihilation of positron with surface 

electrons, trapped at Ni monovacancy defect sites residing at the surfaces of the 

nanostructure [47, 53], while ‘τ2’ is ascribed to annihilation process at Ni divacancy defects. 

It is well known from previous studies that according to the independent particle model for 

annihilation, lifetime depends inversely on the density of the electrons [54, 55]. In addition, 

τ2 > τ1 implies that the density of accumulated electron at divacancy sites is less than 

monovacancy sites. I1 > I2 reveals that our synthesized sample possesses larger 

monovacancy defects than divacancy defects. Therefore from TEM, XPS and PALS 

studies, it may be stated that Ni2+ defects mostly reside at the edges of the nanorods and 

also cause formation of Ni3+ states. 

Table 3.1 Positron annihilation lifetime parameters of S2. 

τ1 (ns) τ2 (ns) τ3 (ns) I1 I2 I3 χ2 

0.1884 

±0.0050 

0.3753 

±0.0061 

3.0862 

±0.0318 

54.2906 

±2.6780 

44.4254 

±2.6562 

1.2840 

±0.0408 

1.04 

   

3.3.5.  Magnetic properties of NiO coral – like microstructure 

 Magnetic properties of the synthesized sample have been measured at various 

temperatures under DC magnetic field and corresponding susceptibilities (χ = M/H) has 

been evaluated at zero field cooling (ZFC) and field cooling (FC) conditions in the presence 

of two different magnetic fields (40 and 100 Oe). During ZFC measurement, the sample 

was cooled from 300 K to 5 K in the absence of field after then the susceptibility data was 

recorded during heating cycle in the presence of 40 Oe magnetic fields (named as χ
𝑍𝐹𝐶,40 𝑂𝑒

, 

shown in Fig. 3.8 (a). Whereas during the FC measurement the sample was first cooled in 
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the presence of 40 Oe magnetic field and the susceptibility data was recorded during heating 

cycle in the presence of same magnetic field. For deep insight, a second set of ZFC – FC 

data was recorded in the presence of a different magnetic field ~ 100 Oe. Obtained 

susceptibilities at this field, named as χ
𝑍𝐹𝐶,100 𝑂𝑒

 and χ
𝐹𝐶,100 𝑂𝑒

respectively, are also 

presented in Fig. 3.8 (a). We observed no overlap between ZFC and FC susceptibilities 

indicating irreversibility of non-equilibrium disordered magnetic state within the whole 

range of temperature [56] indicating that the irreversible temperature (Tirr), which is defined 

as divergence between ZFC and FC susceptibilities, is greater than 300 K [15, 57].  

 

 In contrast to Tirr of NiO flower-like microsphere (Tirr = 169 K) [14] and nanocube 

(Tirr = 230K) [58], our synthesized sample possesses much higher Tirr, similar to that of 

NiO nanorod [59]. Close inspections reveal that the difference between χ
𝑍𝐹𝐶,100 𝑂𝑒

 and 

χ
𝐹𝐶,100 𝑂𝑒

 at 300 K is more compare to the difference between χ
𝑍𝐹𝐶,40 𝑂𝑒

 and χ
𝐹𝐶,40 𝑂𝑒

 i.e. 

irreversibility of the magnetic properties of the synthesized significantly depends on 

applied magnetic field during FC and ZFC cycle. Thus according mean field theory, given 

by Almeida – Thouless [60-62], this observation may be ascribed to spin glass behaviour 

rather than superparamagnetic behaviour. Moreover, spin-glass-like behaviour is also 

supported from significantly different temperature dependence of χ
FC,40 Oe

 and 

χ
FC,100 Oe

compare to χ
ZFC,40 Oe

 and χ
ZFC,100 Oe

.  
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Fig. 3.8. (a) FC and ZFC curves of NiO measured at 40 & 100 Oe, (b) real part of the ac 

susceptibility, (c) imaginary part of the ac susceptibility of the sample S2, (d) Schematic diagram 

of the ferromagnetic domain within antiferromagnetic matrix. 

 

 Former two monotonically decrease with increasing temperature, whereas later two 

exhibit opposite trend. Moreover, peaks, appeared at 20 K in χ
ZFC,40 Oe

and χ
FC,40 Oe

curves, 

are attributed to the freezing of uncompensated surface spin [63] and can be explained as 

follows: in general magnetic property of NiO is described in terms of Stoner – Wohlforth’s 

two sub-lattice model considering ferromagnetic exchange interaction between spins within 
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(111) plane followed by antiferromagnetic exchange interaction between adjacent (111) 

plane and each spins within (111) plane is directed along < 112̅ > direction which is easy 

axis of magnetization. Our previous PALS study (section 3.3.4) revealed that our 

synthesized sample contains mono- and divacancy Ni2+ defects; therefore we propose more 

than two metastable easy axis of magnetization, induced by these defects. In low 

temperature region, spins are oriented along these metastable axes, parameterized by 

different anisotropy energy [64]. During FC - ZFC measurement at 40 Oe, field is not 

sufficient to flip surface spins against energy barrier, they form local spin cluster. With 

increasing temperature, surface spin cluster gets randomized due to thermal energy, hence 

susceptibility gets decreased. During χ
ZFC,100 Oe

 and χ
FC,100 Oe

 measurements, the applied 

magnetic field orient local surface spins depending on temperature. Thermal energy causes 

spin-cluster flipping among metastable directions, hence magnetization gets enhanced. At 

temperature above 20 K, local spin-cluster gets randomized reducing magnetization. This 

particular temperature (20 K), defined as surface spin freezing temperature, has been 

observed at 18 K and 13 K in case NiO nanoflower [65] and nanoparticle [66] respectively. 

In order confirm spin – glass behaviour of surface spins, we have performed ac 

susceptibility measurements in between 10 and 60 K at different frequencies (37, 137, 537 

and 1137 Hz). Fig. 3.8 (b) and (c) represent temperature dependence of ac susceptibility, 

including real part (𝜒′(𝑇)) and imaginary part (𝜒′′(𝑇)) respectively. Peak around 20 K, 

observed in both 𝜒′(𝑇) and 𝜒′′(𝑇) curves, confirms spin – glass behaviour that generally 

originate from non-uniformity of the magnetic domains within the synthesized samples. 

Here, we propose that non-uniformity is introduced by ferromagnetic Ni3+ – O2- – Ni2+ 

double exchange interaction, caused by Ni3+ (identified by XPS) while antiferromagnetic 
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Ni2+ – O2- – Ni2+ superexchange interaction generally dominates in the defect free region 

within our synthesized samples. Thus, antiferromagnetic matrix of NiO coexists with some 

ferromagnetic domain around Ni3+ (shown in Fig. 3.8 (d)). Strong frequency dependence 

of the peak signifies that the ferromagnetic domain interacts strongly with 

antiferromagnetic matrix [67].                 

Field dependent magnetization, measured at room temperature, is shown in Fig. 3.9. 

Inset figure (down) illustrates expanded view of the loop. Importantly, the loop differs 

completely with respect to NiO nanoflower, nanorods [58, 65]. It is noticeable from figure 

that present loop gets shifted along the negative H-axis from H = 0 [68] giving ascending 

(𝐻𝑐
+) as well as descending (𝐻𝑐

−) coercive fields negative and signifying net magnetization 

in the absence of magnetic field. Such shift has also been observed in NiO nano-flower at 

110K, not at room temperature [14]. Effective shift (∆𝐻𝑐), calculated using the equation 

∆𝐻𝑐 = (𝐻𝑐
+ +  𝐻𝑐

−)/2, is found to be -0.825 kOe [69]. Symmetric hysteresis loop generally 

appears from inversion symmetry of the magnetocrystalline anisotropic energy barrier. We 

propose that the shift in hysteresis loop is caused by the absence of inversion symmetry,  

introduced by two competing magnetic exchange interactions in the presence of Ni3+ ions 

[70]. Briefly, it may be stated that ferromagnetic interaction around Ni3+ ions creates an 

exchange field that strongly interact with antiferromagnetic moments corresponding to Ni2+ 

ions, located near the surfaces of the nanoparticles. Notably, room temperature observation 

of this shift indicates strong interaction between ferromagnetic and antiferromagnetic 

moments.  
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Fig. 3.9. M-H loop of S2, measured at room temperature (inset figure illustrates magnified image 

showing asymmetric hysteresis near H = 0). 

 

Finite magnetization at H = 0 Oe indicates weak ferromagnetism within the sample. 

Following the ‘law of approach’, magnetization curve has been fitted with following 

equation [71, 72], 

                𝑀 =  𝑀𝑠𝑎𝑡 [1 − 
𝑎

𝐻
−  

𝑏

𝐻2] + 𝑐𝐻        3.3 

 where,  represents the saturation magnetization, ‘a’ (= 0.016) and ‘b’ (= 0.0028) 

are related to magnetocrystalline anisotropy. Constant ‘c’ (= 0.56 × 10-2 e.m.u./gm-Oe) in 

the last term corresponds to the linear paramagnetic contribution in the high field region. 

We have found  = 0.002 emu/gm which is very less than  of bulk NiO. Such low 

value of  is attributed to magnetically inactive layer [73, 74], while high ‘a’ (= 160 Oe) 

and ‘b’ (= 28 × 104 Oe2) correspond to the highly anisotropy magnetocrystalline anisotropy, 
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caused by interparticle interaction which in consequence influenced by vacancies. In this 

context, we have calculated anisotropy energy of the synthesized nanostructure using the 

following equation [75] and it is found to be 2.50×106 erg/cm3.  

Anisotropy energy =  𝜇0𝑀𝑆√
105 ×𝑏

8
                 3.4 

3.4. Conclusion 

 In summary, coral-like NiO microstructure, constituted by nanorods, has been 

prepared successfully using water-urea-PEG based hydrothermal methods followed by 

calcination. The effects of PEG concentration and hydrothermal treatment on the formation 

of NiO coral-like microstructure have been investigated and it is observed that the desired 

microstructure gets formed only at an optimized condition. The synthesized structure 

exhibits high porosity ~ 37% and Ni vacancies at the surfaces. The structure possesses spin-

glass behaviour. Interestingly, the synthesized structure exhibits asymmetric hysteresis 

loop, appeared due to non-inversion nature of the anisotropic, induced by defects. In this 

context, it is to state that the interparticle interaction, inherent of this particular 

microstructure via surface defects, is strong enough to give asymmetric hysteresis at room 

temperature.  
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Abstract: 

In this study, NiO with different morphologies (coral – and flake – like) are successfully 

synthesized by facile hydrothermal method at 900C followed by calcination at 4000C. Structural 

and morphological properties of the synthesized samples have been investigated by XRD, FESEM 

and HRTEM. BET measurement reveals that the synthesized coral – like nanostructure exhibits 

lower surface area (39.91 m2/g) compared to flake – like nanostructure (91.38 m2/g). It has been 

analyzed from Raman spectroscopy that coral – like nanostructure possesses higher electron – 

phonon interaction. The observation has been further confirmed from FWHM of the band edge 

emission spectra of the synthesized nanostructures. It is also analyzed that the electrons in the 

conduction band get relaxed by LO phonon mode, while electrons at defect sites are relaxed by 

2LO phonon mode. Moreover, guided by superoxide generation assay, cyclic voltammetry and 

electrochemical impedance spectroscopy, we have drawn a conclusion that electron transport 

across the nanostructure interface is non-adiabatic in nature depending on electron – phonon 

interaction. We have observed that though coral – like nanostructure possesses less surface area, 

but it shows higher superoxide generation and better pseudocapative property (Cm ~ 343 and 163 

at the scan rate of 2 mV/s for coral and flake – like nanostructure respectively). This phenomena 

is attributed to phonon assisted non-adiabatic electron transfer across the nanostructure interface 

and is well explained by Marcus theory of charge transfer. It is also found that the specific 

capacitance is determined by the lattice polarization effect, caused by electron – phonon 

interaction. While charging or discharging time, charge transfer resistance are analyzed to be 

dependent on activation energy for electron transfer across the interface. Fractional dimension of 

the synthesized nanostructures is found to tune the observed electron – phonon interaction, higher 

the fractional dimension higher the electron – phonon interaction. This new concept that we have 
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developed in the present chapter might be helpful to prepare efficient nanostructured photocatalyst 

and pseudocapacitive electrode materials for better performance.    

4.1. Introduction  

Due to rapid consumption of the natural energy resource, demand of advanced, cost 

– effective and environment friendly energy storage devices is growing rapidly to meet 

society’s requirement in the field of various energy sectors like hybrid electric vehicles, 

space gadgets, memory back-up, mobile etc.[1-3] In this context, different energy storage 

devices like fuel cell, batteries, electrochemical capacitor have been developed by 

researchers having their own advantages and disadvantages. Amongst them 

electrochemical capacitors show potentiality of delivering high power, and depending on 

charge storing mechanism they are divided into two categories: electric double layer 

capacitor and pseudocapacitor. Electric double layer capacitors relies on charge storing 

capacity of carbonaceous electrode materials such as carbon nanotube, graphene, activated 

carbon etc. and storage ability originates from adsorption of ions at electrode surfaces, 

governed by diffusion of the ions.[4] Advantages of electric double layer capacitors are the 

high power density, long life cycle and stability, but they don’t possess high value of 

specific capacitance (Cm).[5] In contrast, pseudocapacitor stores charge at electrode / 

electrolyte interface on the basis of reversible redox reaction utilizing variable oxidation 

states of the electrode materials.[6] It has been experimented that pseudocapacitors exhibit 

higher energy density and Cm compared to electric double layer capacitors. Generally, 

transitional metal oxides / hydroxides are used as electrode material for pseudocapacititive 

activity. It has been investigated that Cm of different pseudocapacitors depends on 

electrolyte and various electrolytes have been investigated in this regards owing to enhance 
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Cm. [7] Earlier, ruthenium oxide (RuO2) was found to be a potential electrode material for 

pseudocapacitor due to its high Cm (~ 760 F/g) in aqueous electrolyte.[8] But, its usage is 

limited due to toxicity and high cost.[8] After RuO2, different cost effective transitional 

metal oxides like MnO2, NiO, V2O5, Co3O4 have been examined as replacements of RuO2 

for pseucapacititive electrode materials. Amongst them, NiO particularly has gain interest 

of researchers for potential electrode material due to its high theoretical value of Cm (2573 

F/g within 0.5V,[9] low cost, bio-compatibility, thermal stability.[10] As charge storing 

capacity of NiO fundamentally includes reduction and oxidation of NiO at an applied 

potential which in consequence significantly depends on the morphology of NiO 

nanostructures.[11] As a result, during recent past, shape-controlled synthesis of NiO has 

emerged as an interesting topic of research owing to find out suitable morphology for 

industrial application of NiO based pseudocapacitive electrode and vast research has 

already been carried out in this field. For example, electrochemical studies on NiO 

hierarchical hollow nanofibers, nanotube arrays, chestnut-like, porous nanospheres like 

nanostructure revealed Cm ~ 700, 675, 982 and 1010 F g-1 respectively.[12-14] Different 

Cm are generally attributed to different redox reaction rate, surface area, diffusion path 

length of ions and significantly depends on morphology of the electrode material. It is 

generally accepted that electrode material with higher surface area exhibits higher Cm.[11] 

Electrical conductivity of the electrode material is also found to play a crucial role on Cm, 

since kinetic of the Faradic reaction determining redox reaction gets slowed down by poor 

conductivity of the electrode material.[15] Among various nanostructures, particularly 1D 

nanostructured NiO possesses high surface area and superior electrical conductivity those 

are beneficial for pseudocapacitive property of NiO.[16, 17]  In this context, Pang et al. 
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have examined Cm of NiO nanowires of different length scales and have obtained that NiO 

nanowire with longest length exhibits highest Cm.[18] In order to enhance conductivity of 

the electrode material, researchers have adopted few strategies like combining NiO with 

conducting materials such as polyaniline, graphene etc.[19, 20] But in-situ growth of NiO 

on these materials suffers from incompatibility and stability. NiO nanostructures have also 

been grown on nickel foam, fluorine doped tin oxide (FTO) glass and they are found to 

exhibit better electrode material with higher Cm.[21] Though vast research has already been 

carried out on preudocapacitive activity of NiO, but Cm are found to be far below from 

theoretically calculated Cm. Thus technical challenges still remain open to researchers for 

commercial usage of NiO based electrochemical cell and vast researchs are still being 

carried out by scientists. It is generally accepted mechanism for pseudocapacititive activity 

that electrons travel towards electrode / electrolyte interface (in case of charging) or away 

from interface (in case of discharging) to drive Faradic redox reaction at electrode surface 

followed by electron transfer across the interface. Materials having weak electron – phonon 

coupling exhibits adiabatic electron transport and transfer across the interface solely 

depending on effective mass of the electron. But in nanostructured materials where 

electrons are strongly coupled with phonon, possesses non-adiabatic electron transport 

process where the electron – phonon interaction plays significant role in electron’s 

conduction. In this context, it may be stated that several researchs have already been carried 

out on non-adiabatic processes in nanostructured materials in different optoelectronic 

applications. For example, phonon assisted excitonic transition has been identified in 

InAs/GaAs quantum dots.[22] The effect of electron – phonon interaction on optical 

absorption spectra of Si(111) 2×1 surface has been investigated by Ciccacci et al.[23] 
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Phonon assisted electron transport has been examined by Zhang et al. on n-type [110] 

silicon nanowire.[24] Very recently, it has been investigated by Ghosh et al. that electron 

– phonon interaction also effects on interfacial electron transfer across semiconductors 

heterojunction.[25] Non-adiabatic electron dynamics has been theoretically investigated by 

Hembree et al.[26] Though significant researches have already been carried out on 

pseudocapacitive activity of NiO, but the effect of electron – phonon interaction on this 

activity has not been carried out. In this chapter, we have investigated the effect of electron 

– phonon interaction on pseudocapacitive property of NiO nanostructured electrodes. Here, 

we have also emphasized the dependence of electron – phonon interaction on morphology 

of the synthesized nanostructures. In this context, we have found that fractional dimension 

of the nanostructures is crucial for electron – phonon interaction hence pseudocapacititive 

activity of NiO nanostructures could be tuned by this interaction.   

In addition to capacititive property of NiO, researches have also been carried out in 

recent past on catalytic activity of NiO based heterojunctions. For example, Zahng et al has 

observed enhanced photocatalytic activity of nanofibers of p- type NiO / n- type NiO.[27] 

Photocatalytic activity has also been investigated for NiO / TiO2 and NiO / Bi2O3 junction 

by Shifu et al.[28] and Hameed et al.[29] respectively. Enhancement in the photocatalytic 

has also been observed for NiO / Ag heterostructure by us.[30] So, in this context, we have 

also investigated the effect of electron – phonon interaction on the reactive oxygen species 

by photogeneration of electron and hole, responsible for photocatalytic activity. This study 

would also be helpful to understand the dynamics of electron in NiO nanostructured 

materials that could be useful to optimize morphology of nanostructure for enhanced 

pseudocapacitive activity and photocatalytic activity.  
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4.2. Experimental  

4.2.1. Synthesis of NiO coral – like nanostructure 

Synthesis method for NiO coral – like nanostructure was adopted as described by 

Pan et al.[31] In this typical synthesis procedure for NiO coral – like nanostructure, 

Ni(NO3)2,6H2O (Merck, India), urea (Merck, India) and polyethylene glycol – 600 (Merck, 

India) were used as the precursor materials. All the chemicals were of analytical grade and 

were used without further purification. In this typical synthesis process, 1.57 g of 

Ni(NO3)2,6H2O and 1.62 g of urea were dissolved into 90 ml of laboratory prepared triple 

distilled water. The solution was stirred until it turned into homogeneous green colour 

solution, followed by addition of 1.44 ml poly ethylene glycol – 600. The mixture was 

transferred into a 100 ml Schott bottle and was subjected to heating at 900C for 12 h. After 

cooling down the bottle at room temperature, the resultant fluffy greenish precipitate, 

formed during hydrothermal reaction, was collected after centrifugation, followed by 

repetitive washing with water and ethanol and drying at 600C for 10 h. Finally the dried 

sample was calcined at 4000C (heating rate 50C min-1) for 2 h in open atmosphere to obtain 

NiO coral – shaped nanostructure.  

4.2.2. Synthesis of NiO flake – like nanostructure 

In typical synthesis procedure for NiO flake – like nanostructure, 1.57 g of Ni(NO3)2, 

6H2O (Merck, India), 1.57 g of urea (Merck, India) and 0.79 g of hexamethylenetetraanine 

(Merck, India) were added into 90 ml of laboratory made triple distilled water. After 

continuous stirring at room temperature for 1 h, the mixture turned into greenish solution, 

and then it got transferred into 100 ml Schott Duran bottle and was kept in a hot air oven, 

maintained at 900C. After 6 h of reaction, dense light – green precipitate was obtained that 
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was filtered, followed by repeatative washing with water and ethanol. Precipitate was 

heated at 600C for 10 h for drying; finally the dried powder was heated at 4000C (heating 

rate 50C min-1) for 2 h in open atmosphere.  

4.2.3. Characterization  

 Morphological analysis of the as-prepared samples had been carried out by field 

emission scanning electron microscopy (FESEM) on S4800 microscope and transmission 

electron microscopy (TEM) on JEOL microscope. To confirm the proper phase formation 

and to identify purity of the synthesized samples, they were characterized by x-ray 

diffraction on Rigaku Ultima III, Japan powder diffractometer equipped with CuKα 

radiation (λ = 1.5404 Å). Rietveld powder structure refinement analysis using the JAVA 

based software program MAUD was adopted to obtain the structural and microstructural 

refinement parameters through a least-square method.[32-36] The experimental profiles 

were fitted with the most suitable pseudo-Voigt[35]  analytical function with asymmetry 

and the background of each pattern was fitted with fourth order polynomial function. 

Nitrogen adsorption−desorption experiments were carried out at 77K in conventional 

equipment (ASIQ MP, Quantachrome, USA). Surface area was evaluated from this 

experiment by adopting the well-known Brunauer−Emmet−Teller (BET) method within 

the relative pressure (P/P0) range of 0.05−0.20. In addition, the pore size distribution was 

calculated from the volume of adsorbed nitrogen at the relative pressure (P/Po) of 0.99 

using Barret−Joyner−Halenda (BJH) method. Raman spectra was recorded on alpha 300, 

Witec (laser excitation wavelength 530 nm, power 3 mW and spot size: 2 µm). Zeta 

analyser (Zetasizer NS Nano) was used to measure the surface potential of the synthesized 

nanocomposites. Optical properties of the synthesized samples was examined by JASCO 
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V650 spectrophotometer, whereas room temperature photoluminescence (PL) spectra of 

the synthesized nanostructures were taken by JASCO – S8200 spectrofluorometer.  

4.2.4. Reactive oxygen species detection assay  

Superoxide (O2
.-) as reactive oxygen species (ROS), generated by photoexcited electrons, 

was estimated by nitroblue tetrazolium dye (98%, Sigma-Aldrich) degradation method.[37] 

Nitroblue tetrazolium dye reacts with O2
.- to form purple coloured mono-formazone and di-

formazone. Absorption maxima of nitroblue tetrazolium, measured at 259 nm, gets reduced in the 

presence of O2
.-, thus the absorption maxima was used to monitor the formation of O2

.-. Aqueous 

suspension of the synthesized nanostructures (120 mg L-1) was incorporated into 1mM of nitroblue 

tetrazolium dye solution and the mixture was stirred by a magnetic stirrer for proper 

homogenization under UV irradiation (Phillips, 36W, wavelength ~ 285 nm) to monitor generation 

of O2
.-. 3ml aliquots, after centrifugation and filtration, were withdrawn at regular interval of time 

and the absorbance spectrum of the filtrate was recorded by UV-Vis spectrophotometer (JASCO 

650) to monitor the degradation process.  

Generation of hydroxyl radical (.OH) as another ROS by the synthesized nanostructures 

was estimated by fluorescence spectroscopy using terepthalic acid (C8H6O4, 98%, Sigma-Aldrich) 

as probe material.[38] In this typical assay, .OH reacts with TA terepthalic acid to form 2-hydroxy-

terepthalic acid that exhibits characteristic fluorescence peak at 425 nm at an excitation wavelength 

of 312 nm and luminescence intensity carries a direct measurement of .OH generation.[37] Here, 

2mM terepthalic acid was added dropwise into aqueous suspension of as prepared NiO 

nanostructures (120 mg L-1) followed by stirring for proper homonization. Then 5mL aliquot, after 

centrifugation and filtration by membrane filter, was taken at regular interval of time and 

fluorescence spectrum was recorded by fluorescence spectrophotometer (Spectramax M5).  
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4.2.5. Preparation of electrode and electrochemical measurement 

Electrochemical performances of the NiO coral –like and flake – like nanostructures were 

evaluated using three electrode system at ambient condition. Briefly, working electrode gets 

constituted by mixing the as synthesized nanostructures as active materials, graphite powder as the 

conducting material and polyvinylidene fluoride as the binder with mass ratio of 85:10:5 and 

dissolved in N-methyl-2-pyrrolidone to form slurry. Working electrodes were prepared by the 

process of drop casting of the slurry onto the teflon coated graphite electrode, followed by drying 

in vacuum at 600C for 6 hours. Electrochemical studies were carried out with a CS313 multi-

channel electrochemical workstation at room temperature using the traditional three-electrode 

system with graphite electrodes, coated with synthesized electroactive materials as working 

electrode, Ag/AgCl in 1M saturated KCl solution as reference electrode and Pt-sheet (1 cm × 1cm) 

as counter electrode. Weight of the electroactive materials loaded on the graphite electrode was 

maintained between 1.0 - 2.0 mg for better performance. Cyclic voltammetry (CV), 

electrochemical impedance spectroscopy (EIS) and galvanostatic charging – discharging (GCD) 

of the synthesized materials were evaluated in 3.0 M KCl solution as an electrolyte with different 

scan rates 2mV/s to75 mV/s in a potential window ranging from -0.2 to +1.1 V with respect to 

reference electrode. EIS measurements of the working electrodes were carried out in the frequency 

range between 100 KHz and 0.1 Hz with AC voltage of 10 mV. 

4.3. Results and discussion  

4.3.1. Investigation of microstructural, structural and surface area of the synthesized 

samples by FESEM, TEM, XRD and BET 

Structural characteristics of the synthesized nanostructures have been investigated 

by FESEM and TEM images. As illustrated in FESEM image, shown in Fig. 4.1(a), 



Chapter 4 

Page | 118  

 

morphology of the 3D coral – like nanostructure consists of large number of interconnected 

blooming nanorods. High magnification image (shown in Fig. 4.1(b)) shows that these 

nanorods are composed of nanoparticles. Distribution of the length of the nanorod and size 

of the nanoparticles as presented in Fig. 4.1 (c) illustrate length ~ 80 nm and size ~ 18 nm. 

It is noticed from FESEM images of flake – like morphology (shown in Fig. 4.1(d)) that 

the synthesized sample consists of several interconnected nanosheets having many open 

porous channels. Formation of pores within the nanosheets are ascribed to evaporation of 

water molecules, hexamethylenetetraanine and decomposition of chemically bonded 

groups within the synthesized nanostructure. It is noticed from FESEM images that edges 

of the nanosheets are common and are interconnected. High magnification image (shown 

in Fig. 4.2 (e)) shows that the nanosheets exhibit average thickness ~ 33 nm and its 

distribution is presented Fig. 4.2 (f).   

Microstructure and complementary information of the synthesized nanostructures 

have been clarified further by TEM analysis. Fig. 4.2 (a) shows the typical TEM images of 

the as prepared coral – like NiO. Images manifest abundantly the formation of nanorods 

and reveal that the microstructures are indeed made up of distinguishable NiO nanorods 

having diameter and protrude out from the centre. The sharp contrast among the dark edges 

of the nanorods and their faded area illustrates the difference in the compactness of the 

nanorods in the central part rather than exterior region of the assembled structure. TEM 

images are found to be in well agreement with the FESEM images.  

 

 



Chapter 4 

Page | 119  

 

 

 

Fig. 4.1 (a , b): FESEM images of coral – like nanostructure, (c): distribution of the length of the 

nanorods, inset figure shows size distribution of nanoparticles, (d, e): FESEM images of flake – 

like nanostructure, (f): size distribution of width of the sheets in flake – like nanostructure. 
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Fig. 4.2 (a): TEM image, (b): SAED pattern, (c): lattice fringe of the coral – like nanostructure, (d): 

TEM image, (e) SAED pattern and (f) lattice fringes of the flake – like nanostructure. 
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In order to investigate crystallinity of the as-prepared NiO nanorod assembly further, 

we have also taken selected area electron diffraction (SAED) pattern of the synthesized 

samples (illustrated in Fig. 4.2 (b)). The pattern can readily be indexed as the diffraction 

from (111), (200), (220) and (311) planes of cubic phase of NiO. To get more 

crystallographic information about the constituent nanorods, high resolution transmission 

electron microscopic (HRTEM) images were taken (shown in Fig. 4.2 (c)). The lattice 

fringe, measured to be 2.09 Å and 2.41 Å, correspond to the interplanar spacing between 

adjacent (200) and (111) crystallographic planes of NiO nanorods. It is evident from 

HRTEM images of the flake – like NiO nanostructure (shown in Fig. 4.2 (d)) that the as-

prepared sample possesses irregular pores, generated by the evacuation of gaseous 

ingredients. SAED pattern, illustrated in Fig. 4.2 (e), confirms the polycrystalline nature of 

the synthesized nanosheets and corresponds to (111), (200), (220) and (311) planes of cubic 

phase of NiO. Lattice fringe, represented in the Fig. 4.2 (f), is found to be 2.41Å that 

corresponds to (111) plane.  

To confirm phase purity, synthesized samples were characterized by x-ray 

diffractometer. Diffraction patterns of the samples, shown in Fig. 4.3 (a and b), consist of 

five diffraction peaks centered at 2θ = 37.14°, 43.18°, 62.79°, 75.33°, 79.34° and can 

readily be indexed as (111), (200), (220), (311) and (222) planes of face centered cubic 

phase of NiO (JCPDS card no. 47-1049). Interplanar spacings, measured from x-ray 

diffraction, are in well agreement with interplanar spacing, calculated from transmission 

electron microscope. In order to gain insight into any change in crystal structure of NiO, 

diffraction patterns were analysed by Rietveld refinement using space group of Fm3m 

considering basic structure of NiO from JCPDS for initial fitting parameters. Structure 
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refinement data converged to final R-factors Rwp = 3.53%; Rexp = 3.49% for coral – like 

nanostructure and flake – like nanostructure they are found to be 4.84% and 4.49% 

respectively. Goodness of fit (GOF) = 1.01 and 1.07 for coral – and flake – like 

nanostructures respectively are calculated. Small value of GOF indicates reliability of the 

refinement process and confirms phase purity of the as prepared NiO. Broader diffraction 

pattern, observed in flake – like nanostructure, is an indicative of smaller crystallite size (~ 

25.8 nm) compare to coral – like nanostructures (~ 43.7 nm). The value of lattice parameter, 

obtained for both samples, is found to be 4.18 Å, very close to the reported value for bulk 

NiO (4.176 Å) [39] while average O – Ni – O bond angle is found to be 90.00 for both of 

them. It is to be noted that average Ni – O bond length is higher for our synthesized samples 

compare to Ni – O bond length (2.09 Å), measured by Rinaldi-Montes et al (2.07 Å).[39]  

 

 

Fig. 4.3 X-ray diffraction pattern of (a) coral – like and (b) flake – like nanostructure. 
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Fig. 4.4 Nitrogen adsorption – desorption isotherms (with BJH pore size distributions plots in the inset) 

measured at 77K for (a) coral – like and (b) flake – like NiO nanostructures.   

 

Brunauer-Emmett-Teller (BET) and Barrett-Joyner-Halenda (BJH) methods have been 

employed to measure surface area and pore size distribution of the synthesized nanostructures from 

N2 adsorption and desorption isotherms. As revealed in Fig. 4.4 (a and b), specific surface areas 

of coral – and flake – shaped nanostructure, obtained by fitting the isotherm with BET model, are 

found to be 39.9 and 91.4 m2g-1 respectively. Higher surface is generally attributed to the two 

dimensional nature of the flake – like nanostructure. Adsorption – desorption curve possesses 

typical hysteresis nature of porous structure. Pore sizes, calculated from desorption - isotherm 

using BJH method, are found to be in the range 10 – 30 and 8 – 20 nm, whereas average pore 

diameters are ~ 6.23 and 3.11 nm for coral and flake – shaped nanostructure respectively (shown 

in the inset of Fig. 4.4 (a and b) respectively).  
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4.3.2. Investigation of electron – phonon interaction within the synthesized nanostructures 

by Raman spectroscopy and luminescence spectroscopy  

 

Fig. 4.5 Raman spectra of (a) coral – like and (b) flake – like NiO nanostructures. 
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Raman spectra of coral – shaped sample consists of four peaks (shown in Fig.  4.5 (a)), 

located at 379, 546, 708 and 1075 cm-1, are assigned to transverse optical one-phonon (1TO), 

longitudinal optical one –phonon (1LO), transverse optical two-phonon (2TO) and longitudinal 

optical two-phonon (2LO) mode of vibration.[40-42] These peaks are noticed at 465, 542, 732 and 

1101 cm-1 respectively for flake – like nanostructure (shown in Fig. 4.5 (b)). It is well-known that 

phonon eigenstates of an ideal crystal possesses plane wave – like nature due to its infinite 

correlation length, thus k = 0 momentum selection rule needs to be satisfied for the first order 

Raman scattering as it gets transformed according to 𝛤4
− in cubic phase.[43, 44] In the case of 

finite sized nanostructure, this rule gets relaxed due to parity – breaking imperfections originating 

from disorder, introduced by defects or scattering from extended region other than Brillouin zone 

center, ascribed to translational breaking symmetry within nanostructure[45] and it has been 

investigated that the first order phonon scattering occurs at wave vector |k| = |k′|  ± 2π/L, where 

k′ and L represent the wave vector of the incident light and crystal size respectively. Thus the 

appearance of LO and TO mode is ascribed to the finite size of the system. Cross section (𝜎𝑛) of 

nth order Raman scattering is generally written as:[46]  

𝜎𝑛(𝜔) =  μ4 |∑
⟨n|i⟩⟨i|0⟩

E0+nℏωLO (TO)− ℏω+iℏΓ 

∞
𝑖=0 |

2

exp (−
iℏωLO (TO)

kBT
)      4.1 

From this equation it could be stated that scattering cross section, hence intensity, decreases 

for higher order Raman scattering[46] as observed for TO scattering. But opposite trend is noticed 

for LO phonon scattering indicating either strong electron – LO phonon interaction in the 

synthesized samples or difference in deformation potential. In our present study, it is noticed that 

LO and 2LO modes exhibit much higher intensity in both samples compared to TO and 2TO modes 

indicating much higher scattering cross-section for TO and 2TO mode. And off course, no 
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difference has been found in crystal structure parameters as analyzed by Rietveld indicating no 

significant difference in deformation potential within the synthesized nanostructures. Therefore it 

may be stated that the electron – LO interaction, generated by long range macroscopic electric 

field, is prominent in the synthesized nanostructures rather than electron – lattice deformation 

interaction. In this context, we have measured zeta potential -14.7 mV and -13.2 mV for coral – 

and  flake – like nanostructure respectively (shown in Fig. 4.6).  

 

Fig. 4.6 Zeta potential for (a) coral-like and (b) flake-like nanostructure. 

Thus higher intensity corresponding to LO and 2LO scattering is attributed to higher 

electron – LO phonon interaction due to electric field, generated by the localized electrons at the 

surfaces of synthesized nanostructures.[47-49] In this comparative study, we have kept all 

experimental parameters like laser wavelength, power, spot size etc. same for all Raman scattering 

experiment.[50] In this context, we have calculated intensity ratio of 2LO and LO scattering modes 

(I2LO/ILO) signifying electron – LO phonon interaction within Franck – Condon approximation.[51, 

52] These ratios are found to be 9.2 and 4.3 for coral and flake – like nanostructure indicating 
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higher charge carrier – LO phonon interaction in coral – like nanostructure than flake – like 

nanostructure. 

In order to quantify charge carrier – LO phonon interaction from optical property, we have 

examined luminescence property of synthesized nanostructures. In this context it may be stated 

that two bands (361 and 392 nm) in the UV region due to near band edge emission, two bands (436 

and 467 nm) in visible region due to surface oxygen vacancy and green emission (560 nm) is 

assigned to cationic vacancy, interstitial oxygen trapping etc. as observed in NiO nanostructures 

previously by researchers including us.[30, 53] Qi et al. reveals that luminescence spectrum of 

NiO nanostructure is consisting of two peaks at 391 and 467 nm due to band edge and vacancy 

sites respectively.[54] Activation energy and lifetime corresponding to these transitions were 

examined by Guerra et al.[55] Interestingly in case of NiO nanowire, a strong orange peak at 660 

nm and a relatively weak red peak at 680 nm have been identified by Lee et al., while no band 

edge emission has been found.[56] 

In contrast to them, two emission peaks in the UV region, measured at ~ 336.1 and 358.6 

nm for coral – and at ~ 333.5 and 355.2 nm for flake – like nanostructure, have been observed 

(shown in Fig. 4.7 (a and b)). Former emission is assigned to band edge emission spectrum, 

whereas later one is attributed to emission, related with surface localized electrons.[53] It has been 

investigated by many researchers including us that full width at half maxima (FWHM) of the 

emission spectrum primarily depends on charge carrier – phonon interaction, higher the interaction 

higher is the FWHM. Careful analysis of the spectrum reveals that band edge emission exhibits 

FWHM ~ 0.48 and 0.45 eV for band edge emission and 0.66 and 0.64 eV for surface defect related 

electronic transitions in case of coral – and flake – like nanostructures respectively. Therefore 

higher FWHM in case of coral – like nanostructure indicates higher charge carrier – phonon 
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interaction supporting Raman study. In this context, charge carrier – phonon interaction which is 

characterized by Huang – Rhys ‘S – factor’ relating FWHM of emission spectra with phonon 

frequency (ℏωLO) [30, 57] by the following relation has been calculated: 

FWHM = 2ℏωLO/2LO√2S           4.2 

 

 

Fig. 4.7 Luminescence spectra of (a) coral – like and (b) flake – like NiO nanostructures (c) Variation of 

Vq
2 with fractional dimension. 
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In this expression, ‘S-factor’ (5.2 and 4.9 for coral-like and flake-like nanostructures respectively) 

has been calculated from the following expression: 

S =  
∆

2ℏωLO/2LO
    4.3 

where Δ (0.662 eV and 0.70 eV) for coral-like and flake-like nanostructure respectively) 

and 2ℏωLO/2LO represent Stoke shift and energy corresponding to LO and 2LO modes. ‘Δ’ has 

been calculated from the difference in peak positions between excitation and emission spectra. 

Excitation peaks have been found at 283.1 eV and 282.4 eV for coral-like and flake-like 

nanostructure respectively (represented in Fig. 4.8). In this context, it may be stated that the value 

of S-parameter, calculated for our synthesized systems, is noticed to exhibit higher magnitudes 

than S-factor, obtained for CdTe (0.71-1.24), [58] ZnO (0.9), [59] InGaN quantum dot (0.2).[60]  

 

Fig. 4.8 Excitation peaks for (a) coral-like and (b) flake-like nanostructure respectively. 

 

Using above equations, we have calculated FWHM of band edge emission to be 0.44 and 

0.42 eV for coral and flake – shaped nanostructure respectively. In this context, it may be stated 

that the calculated FWHMs are found to very close to their experimentally measured values. 
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FWHMs get overestimated if we calculate it considering electron – 2LO interaction instead of 

electron – LO interaction, hence it could be concluded that electron – 2LO is not contributing to 

the relaxation of electrons corresponding to band edge transitions. In the case of surface localized 

electrons, similar calculation considering electron – 2LO interaction gives FWHM 0.68 and 0.67 

eV for coral and flake – shaped nanostructure respectively i.e. calculated FWHMs are found to be 

very close to their experimentally measured values. Therefore in summary, it may be stated form 

Raman and emission analyses that the band to band transition and surface localized electronic 

relaxation are mediated by LO and 2LO phonon mode respectively and coral – like nanostructure 

exhibits higher electron – phonon interaction than flake – like nanostructure.   

In order to understand the variation of S – factor and its correlation with charge – carrier 

phonon interaction for the synthesized nanostructures, we consider the following equation:  

S =  ∑
|Vq

2 |

(ħωLO)2q |ρq|
2
  4.4 

where, 𝑉𝑞 and 𝜌𝑞 represents Fourier transformation of the strength of charge carrier – LO 

phonon interaction and charge density  respectively. Our previous Rietveld refinement results no 

variation crystal structure within our synthesized nanostructures i.e. both nanostructure exhibits 

same 𝜌𝑞. In addition, ħωLO is found to have higher value for coral – like nanostructure i.e. higher 

magnitude of S – factor cann’t be assigned to ħωLO. Hence, observed variation in S – factor is 

purely ascribed to 𝑉𝑞 and could be explained from dimensional effect of the synthesized 

nanostructures as follows: we consider 𝑉𝑞 in fractional-dimensional space as discussed by Peeters 

et al.[61] In fractional dimension, 𝑉𝑞 could be written in the following form:[62]  

𝑉𝑞 =  ∑ [𝐶(𝐷)𝑞𝑏𝑞̂(exp(𝑖𝒒. 𝒓)) +  𝐶(𝐷)𝑞
∗ 𝑏𝑞̂

†
(exp(−𝑖𝒒. 𝒓))]𝑞      4.5 
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where, 𝑏𝑞
†
 (𝑏𝑞) and 𝐶(𝐷)𝑞 represent creation (annihilation) operator for a phonon with 

wavevector 𝒒 and electron – phonon coupling constant in fractional dimension. Considering basic 

Coulomb-like interaction in fractional-dimension, 𝐶(𝐷)𝑞 gets simplified into the following form:  

𝐶(𝐷)𝑞 =  −𝑖ℏ𝜔𝐿𝑂 (
𝐹𝐷(𝑞)𝛼

𝑉𝐷
)

1

2
 (

ℏ

2𝑚𝜔𝐿𝑂
)1/4        4.6 

where, FD(q) =  (2π)D/2 ∫ dr rD−1 qr(1−
D

2
)JD

2
−1

(qr)
1

r

∞

0
 represents fractional dimensional 

Fourier transform of the Coulomb-like potential. In this expression, ‘m’, ′𝛼′ and 𝑉𝐷represent 

electron effective mass, Fröhlich constant and fractional – dimensional volume of the crystal, 

defined in terms of Born – von Karman periodicity condition. After integration, 𝐶(𝐷)𝑞, hence Vq
2 

could be simplified into the form for free charge carriers, given below:  

|Vq
2| =  

Γ(
D−1

2
)(4π)

D−1
2

VD
α

(ℏωLO)2

qD−1 (
ℏ

2mωLO
)1/2    4.7 

In Fig. 4.7 (c), we have plotted |Vq
2| versus ‘D’ in units of 

(
ℏ

2mωLO
)1/2 (ℏωLO)2

VD
α considering 

q = 0.02, 0.05, 0.1 and 0.2. From figure it is clear that |Vq
2| gets decreased with decreasing ‘D’ i.e. 

it may be stated that 𝑉𝑞 gets decreased with decreasing fractional dimension of the system. In this 

context, we have calculated ‘D’ for our synthesized nanostructures using fractal box counting 

method utilizing ImageJ software[63] and FracLac plugin[64] and ‘D’ has been found to be 1.85 

and 1.79 for coral – and flake – like nanostructures respectively  

The methods have been developed on binarization of the FESEM images, application of 

masks to remove non-required details, and counting the number of boxes (N) at a given side length 

(ε), required to cover the required feature. (Shown in Fig. 4.9 (a and b) and (c and d) for coral-like 

and flake-like respectively) It has been found that N ∞ ε -D. Slope of the log(N) versus log(ε) 
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represents D corresponding to synthesized nanostructures. Plots of log(N) versus log(ε) is shown 

in Fig. 4.9 (e and f) for coral – like and flake – like nanostructure respectively.  

 

Fig. 4.9 (a, b) FESEM images showing coral-like and flake-like structures. (c, d): Binarized images where 

unwanted detail has been masked prior to fractal analysis. (e, f): Results obtained fractal dimension Df 

=1.8536 and 1.7914  and correlation coefficient R2=0.9946 and 0.9925 respectively. 

 

Therefore, it may be concluded that the higher 𝑉𝑞 of coral – like nanostructure is ascribed to higher 

magnitude of ‘D’.  
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4.3.3. Effect of electron – phonon interaction on the generation of reactive oxygen species 

and electrochemical properties of the synthesized nanostructures  

 

Fig 4.10 Generation of (a) superoxide and (b) hydroxyl ion per unit area of the sample at different time 

interval. 

It has been well-investigated previously by many researchers that NiO has potential 

applications in the field of photocatalyst.[65] General mechanism for photocatalytic activity of 

NiO is that in the presence of radiation with energy greater than the band gap, electrons are getting 

excited into conduction band and react with ambient oxygen to produce superoxide ions (O2
.−). 

Owing to gain insight into the rate of O2
.− generation by the synthesized nanostructures, we have 

performed a series of experiment using nitroblue tetrazolium as probing dye to monitor the 

generation, calculated from using the relation 
𝐶0− 𝐶𝑡

𝐶0
, where 𝐶0 and 𝐶𝑡 represent initial absorption 

maxima and absorption maxima at time ‘t’ respectively. O2
.−, generated per unit surface area of the 

synthesized sample is illustrated in Fig. 4.10 (a). It is evident from figure that the generation of 

O2
.− per unit surface area is higher for coral – like nanostructure than flake – like nanostructure. 

Generation of .OH per unit area, investigated using terepthalic acid as probe dye, is also found to 
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higher for coral – like nanostructure (shown in Fig. 4.10 (b)). Thus, it can be stated that both 

component of ROS generation is higher for coral – like nanostructure compared to flake – like 

nanostructure. The observed phenomena can be explained as follows: it has been well explained 

previously by many researchers including us that the generation of O2
.− and .OH is dependent on 

conduction (ECB) and valence band (EVB)  edge energies in neutral hydrogen electrode (NHE) scale 

with respect to redox potential of the O2
.− and .OH generation.[66] Feasibility of the redox reaction 

for O2
.−  generation depends on ECB and it should be higher than redox potential (𝐸redox,O/O.2

.− ) 

of O2
.− formation energy which is -0.33 eV on NHE scale. On the otherhand, contition of .OH 

generation is determined by EVB. In this context, we have calculated EVB from the empirical 

equation: EVB = χ-Ec+0.5Eg,[67] where χ (2.31 eV for NiO) represents the absolute electronegativity 

of NiO which is the geometric mean of absolute electro-negativities of constituent atoms,[68-70] 

Ec (4.4 eV),[71] and Eg (3.68 and 3.72 eV for coral and flake – like nanostructure respectively, 

measured from band edge transition) are the energy of free electron on NHE scale and band gap 

respectively. From above equation, EVB is calculated to be -0.25 and -0.23 eV, while ECB, estimated 

form the equation ECB = EVB – Eg [71] is found to be –3.93 and –3.95 eV for coral – and flake – 

like nanostructure respectively. Lower ECB (in negative scale) for coral – like nanostructure is 

ascribed to higher electron – phonon interaction and can be explained as follows: under effective-

mass approximation, Hamiltonian of an electron in conduction band in the presence of charge 

carrier – lattice interaction could be written in the following form:[58]  

𝐻 =  
ℏ2

2𝑚𝑒𝑓𝑓
∇2 − 𝑆ℏ𝜔𝐿𝑂         4.8 

From this Hamiltonian, it can be stated that the conduction band edge energy gets lowered 

by charge – carrier electron interaction. Thermodynamic driving force for electron transfer, 
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defined by ΔG = ECB - 𝐸redox,O/O2
.−, is found to be negative (ΔG < 0) for both samples indicating 

feasibility of O2
.− generation by the synthesized NiO nanostructures. However, ΔG is found to be 

more negative for flake – like nanostructure compared to coral – like nanostructure indicating 

higher O2
.− generation by flake – like nanostructure.[72] But, in contrary, we have experimentally 

observed that coral – like nanostructure exhibits higher generation of O2
.−. The observed 

phenomena is assigned to phonon assisted non-adiabatic electron transfer in catalytic reaction 

(discussed later).   

Redox potential for the generation of .OH from hole in valence band is +2.33 eV [73] which 

is very high compared to EVB of NiO. Therefore it may be stated that the synthesized NiO 

nanostructures cannot produce .OH from the chemical reaction between h+ of the valence band and 

ambient OH- ions. Hence, the generation of .OH, in the present case, is attributed to the Haber – 

Weiss method, described by the following reaction steps:[74]  

O2
.− +  O2

.− + 2H+  →  H2O2 + O2             4.9 

H2O2 +  O2
.−  → ∙ OH +  OH− +  O2           4.10 

So, it can be stated that electron – phonon interaction within the synthesized samples 

doesn’t have any direct effect on .OH generation.   

NiO has been found to be a potential electrode material for electrochemical 

pseudocapacitor applications. In this context, it may be stated that the resistance of the electrode 

material, resistance corresponding to charge – transfer during redox reaction, ionic and diffusive 

resistance of the electrolyte effect the electrochemical activity and these parameters are found to 

be strongly depend on morphology of the nanostructures due to their characteristic distribution of 

surface charges, defects, pore size distribution etc.[75, 76] Our previous study revealed that the 
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interfacial charge transfer gets mediated by electron – phonon interaction, so in order gain insight 

into its effect on psudocapacitative activity of NiO, we have investigated electrochemical 

properties, CV, GCD and impedance spectroscopy of the synthesized nanostructures. Fig. 4.11 (a 

and b) shows the CV curves of the coral – and flake – like nanostructured NiO electrodes, measured 

at different scan rate ranging from 2 to75 mV/s within the potential windows from -0.2 V to +1.1 

V (vs Ag/AgCl) using 3.0 M KCl solution as electrolyte. It is evident from figure that the flake – 

like nanostructure depictes two distinct peak at 0.44 and 0.80 V due to redox reaction at the 

electrode surface attributing oxidation of Ni+2 into Ni+3 and Ni+4 and indicates Faradic 

pseudocapacitive activity of the NiO electrodes.[77] Careful analysis of the curve reveals slightly 

positive shift for oxidation peak and slightly negative shift for reduction peak with increasing scan 

rate, which may be assigned to the resistance effect at the electrode - electrolyte interface and 

results kinetic reversibility of the redox reaction at the electrode surface.[78] Briefly, it can be 

stated that when electrolyte diffuses into pores of the electrodes during redox reaction, they imparts 

ohmic resistance and polarization causing irreversibility. It is also noted from figure that area under 

CV curve gets increased with increasing scan rate, retaining its shape indicating that nanostructures 

possesses pseudocapacitive activity.[79] Similar behaviour has also been observed by other 

researchers also.[80] In contrast to NiO flake – like nanostructure, no prominent peak 

corresponding to oxidation current has been observed in CV curve of coral – like nanostructure 

and it is attributed to poor conductivity.[78, 81, 82]  

Specific capacitance (Cm, in F/g) of the synthesized NiO nanostructured electrodes has 

been calculated from CV curve according to the following equation:[83]  

𝐶𝑚 =  
ʃ 𝑖 𝑑𝑣

2 ×𝑚 ×𝑠 ×𝛥𝑉
                  4.11 
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where, ʃ idv is the area under the CV curve, ‘m’, ‘s’ and ΔV = (V1 –V2) represent working 

electrode material mass (in g), scan rate and applied potential window (V) respectively. Cm values 

are calculated to be 343 and 163 mF/cm2 at the scan rate of 2 mV/s for coral and flake – like 

nanostructure respectively. In this context, it may be stated that though coral – like nanostructure 

doesn’t possesses clear redox peak, but it exhibits higher Cm. Most important phenomena to be 

noticed here is that the coral – like nanostructure exhibits higher Cm though it has lower surface 

area as obtained from BET (discussed later). Dependence of Cm on scan rate is represented in Fig. 

4.11 (c) that clearly illustrates gradual reduction of Cm with increasing scan rate.[84]   

In order to investigate the charge storage ability of the synthesized electrodes at various 

current densities, constant current GCD measurements are carried out.[85] Fig. 4.11 (d and e) 

shows GCD plots of the NiO electrodes at various current density (0.3, 0.4, 0.5 and 0.7 mA/cm2) 

within working potential windows from -0.2 V to +1.1 V, consistent with the potential range of 

CV testing. Cm for various current densities has also been calculated from the GCD curve using 

the following equation:    

𝐶𝑚 =  
𝑖 ×𝑡

𝑉 ×𝑚
                    4.12 

where ‘i’, ‘t’, ‘V’ and ‘m’ represent discharge current (in A), discharge time (in sec), 

voltage range for full cycle (V) and mass of the electrode material (in g).  
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Fig. 4.11 (a, b): CV curves of coral and flake-like electrodes at various scan rates, (c): Effects of scan rate 

on specific capacitance for both samples, (d, e): GCD curves of coral and flake-like electrodes at various 

current densities, (f): Effects of current density on specific capacitance for both samples, (g, h): Nyquist 

plot of EIS for both coral and flake-like samples. The frequency is varied from 100 KHz to 0.1 Hz. Z′ is the 

real impedance and Z″ is the imaginary impedance. The inset shows the equivalent circuit 
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Maximum value of Cm of 305 and 142 mF/cm2 has been obtained for both NiO-coral and 

NiO-flake at 0.3 mA/cm2 current density, which is slightly less than Cm, calculated from CV plots. 

Fig. 4.11 (f) depicts variation of Cm with current density. It is noticed from figure that Cm gets 

decreased with increasing current density and this phenomena is assigned to the larger voltage 

drop across resistance of the electrode material which could be explain from electro chemical 

impedance spectroscopy (discussed later). Columbic efficiency (η) representing efficiency of 

electron transfer has been calculated for the synthesized nanostructures using the following 

equation:[86] 

𝜂 =  
𝑡𝑑

𝑡𝑐
 × 100              4.13 

where, 𝑡𝑑 and 𝑡𝑐 represent charging and discharging time respectively and it is found to be 

93.6 and 99.6 for the synthesized coral and flake – like nanostructure respectively. Lower 𝜂 of 

coral – like nanostructures is attributed to lower discharging time or higher charging time. Such 

phenomena is attributed to also corobortaes higher electron transfer efficiency across the electrode 

– electrolyte from electrolyte into electrode during discharging and reverse rate during charging 

(discussed later). 

We have also measured electrochemical impedance property of the synthesized NiO 

electrodes. Fig. 4.11 (g and h) represent Nyquist plots of the coral – and flake – like nanostructured 

electrodes where the imaginary part of the impedance is plotted as a function of real counterpart 

in the frequency range between 0.1 Hz and 100 kHz with an excitation signal of 10mV. It is clear 

from Nyquist plots that coral – like nanostructure consists of a semi-circle in the high frequency 

region and a straight line in the low frequency region, while semi-circle is found to be invisible in 

flake – like nanostructured electrode. Such invisible semi-circle based Nyquist plot has also been 
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observed previously by other researchers.[87] In this context, it may be stated that the appearance 

of semi-circle in the high frequency region signifies the interfacial transfer of charge between 

electrode and electrolyte, whereas straight line nature of the plot in low frequency region represents 

capacititive activity due to ionic (Cl- in the present case) diffusion in the electrolyte.[87] Slope of 

the straight line indicates gives an indication of ionic diffusion rate in the electrolyte. In this present 

study, higher slope for flake – like nanostructured electrode indicates faster ion diffusion. Since 

flake – like nanostructures exhibits less accumulation of electrons at the surfaces of nanostructures, 

so faster diffusion of Cl- is attributed to the less repulsive interaction between Cl- and surface 

accumulated electrons. It could also be interpreted as follows: Cl- accumulation at the surface of 

nanostructure causes less lattice polarization due to less electron – phonon interaction giving easier 

diffusion path for Cl-. In order to understand more insight into the electrode properties, Nyquist 

plots were fitted with equivalent Randles circuit parameters (presented in the inset of Fig. 4.11 

(h).[88] Rs, known as series resistance, is a combination of the intrinsic resistance of the electrode 

material and ionic resistance.[89] Resistance, related with interfacial charge transfer, is denoted 

by RCT and is being evaluated from the intercept of the semi-circle of Nyquist curve on real axis. 

Capacitance, connected in parallel with RCT, is denoted by Cdl representing double layer 

capacitance. Inclined portion of the Nyquist curve from high frequency semi-circular region to low 

frequency region depends on frequency dependent ionic transport within the electrolyte and is 

termed as Warburg impedance (W). After careful analyses by Nyquist plots, it is observed that 

coral – and flake – like nanostructured electrodes possess Cdl ~ 0.0004 and 0.009 mF respectively. 

Lower Cdl for coral – like nanostructure is attributed less accumulation of Cl-, caused by higher 

electron – phonon interaction. Rs is found to be 1.09 and 0.56 Ω for coral and flake – like 

nanostructured electrodes respectively. Higher Rs in coral – like nanostructure confirms higher 
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resistance due to higher electron – phonon interaction. RCT is found to be 5 Ω for coral – 

nanostructured electrode, while for flake – nanostructured electrode, very insignificant 

contribution of RCT (0.01 Ω) is noticed. In this context, it may be stated that Wu et al. found Rs 

and RCT to be equal to 0.435 and 0.125 Ω for ultrathin NiO nanoflakes.[89] For NiO nanoparticle, 

these parameters are found to 6.2 and 6.4 Ω respectively.[90] So the obtained values corresponding 

to Rs and RCT are consistent with other’s results. Higher RCT in coral – like nanostructure is 

attributed to higher activation energy for electron transfer across the interface (discussed later). 

Warburg impedances are found to be 60 and 50 Ω for coral and flake – like nanostructure 

respectively suggesting fast ionic diffusion in flake – like nanostructure though it has less surface 

area. Therefore from above study, it is revealed that though coral – like nanostructure exhibits less 

surface area, but it exhibits higher specific pseudocapacitance that is attributed higher electron 

transfer rate from electrode into electrolyte across the interface and phonon assisted electron 

transfer mechanism is assisted such activity. The observed phenomenon both in catalytic activity 

and pseudocapacitive activity could be explained as follows: Let Gi (Gi
′) be the Gibbs free energy 

of NiO system having an electron at valence (at conduction) band in case of pseudocapacitive 

activity (O2
.− generation) and Gf (Gf

′) be the Gibbs free energy of NiO when the gets transferred 

into electrolyte (to arial O2). Then, ΔG = Gf  - Gi  (= Gi
′ - Gf

′) represents the thermodynamic force 

responsible for transferring an electron from initial state into final state in the absence of electron 

– phonon interaction. Now in the presence of strong electron – phonon interaction, the electrode 

would suffer from local polarization due to transferred electron that gives rise reorganization of 

lattice, characterized by Huang – Rhys S – factor. Charge transfer process is schematically shown 

in Fig. 4.12. Briefly reorganizational energy (λ) is found to be proportion to ‘S - factor’ under 

linear approximation in reaction coordinate system. Then according to Marcus theory of non-
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adiabatic electrons transfer rate (kET(ΔG)) at temperature T for catalytic or pseudocapacitive 

activity can be witten in the following form:[91, 92] 

kET(ΔG) =  kET
0 exp (−

(λ + ΔG)2

4λkBT
)             4.14 

Where, kET
0  represents constant representing electron transfer when ΔG → 0. Depending 

upon relative magnitude of ΔG and λ, we have two different consequences. When ΔG ≫  λ, then 

kET(ΔG) can be simplified as 

kET(ΔG) =  kET
0 exp (−

ΔG2

4λkBT
)                  4.15 

It can be stated from the equation that kET(ΔG) would be higher for higher λ. On the other 

hand when ΔG ≪  λ, kET(ΔG) is simplified into 

kET(ΔG) =  kET
0 exp (−

λ

4kBT
)                  4.16 

This equation states that kET(ΔG) gets decreased with increasing value of λ. For our 

synthesized samples, we have observed that the coral – like nanostructure having higher λ exhibits 

higher electron transfer rate across the interface compared to flake – like nanostructure for electron 

in conduction in case of photocatalytic process or electron in valence band in case of 

pseudocapacitive activity. Therefore it may be stated that electron transfer across the interface is 

guided by electron – phonon interaction. Briefly, the electron transfer across the junction is 

attributed to phonon assisted transfer mechanism. Absence of anodic or cathodic peak in CV curve 

in coral – like nanostructured electrode is generally attributed to fast charge transfer which 

originates from electron – phonon interaction or to the phonon assisted electron transfer 

mechanism. From the schematic diagram, it can be stated that the coral – like nanostructure 

exhibits higher activation energy due to higher electron – phonon interaction, hence higher 
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charging time of coral – like nanostructure is attributed to higher activation energy for an electron 

to cross the interface between NiO and electrolyte and reverse effect occurs during discharging 

process. Higher RCT in coral – like nanostructured electrode is also assigned to higher activation 

energy (EA) for the electron transfer process (Schematic diagram shown in Fig. 4.12). 

 

Fig. 4.12 Schematic diagram of electron transfer across the interface in reaction coordinate system. 

 

4.4. Conclusion 

In summary, we have successfully synthesized NiO coral – and flake – like nanostructure 

using facile hydrothermal method. XRD, SEM and TEM investigations confirmed the proper 

phase formation with well homogeneity in morphology. N2 adsorption – desorption measurements 

gave higher surface area of flake – like (91.38 m2g-1) than coral – like (39.91 m2g-1) nanostructure. 

Raman spectrum analysis gives higher electron – phonon interaction in coral – like nanostructure 

compared to flake – like nanostructure and accumulated electrons at the surface of the 

nanostructures are athe source for higher electron – phonon interaction. This interaction got further 

supported by FWHM of the luminescence spectra, where electron – LO phonon interaction plays 
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the dominating role. Huang – Rhys ‘S’ – factor characterizing electron – phonon interaction has 

been quantified from excitation, emission of spectra corresponding to band edge emission. Higher 

fractional dimension of coral – like nanostructure is analyzed to be responsible for higher ‘S’ – 

factor. It has been demonstrated from ROS assay that coral – like nanostructure exhibits higher 

electron transfer rate per unit area compared to flake – like nanostructure. It had also been 

illustrated that coral – like NiO electrode exhibits higher electrochemical capacitance (Cm = 343 

mF/cm2) than flake – like nanostructure (Cm = 163 mF/cm2) though former exhibits less surface 

area. Applying Marcus theory, it has been demonstrated that the charge transfer process in catalytic 

as well as in electrochemical process within the synthesized nanostructures are non-adiabatic in 

nature, guided by electron – phonon interaction. And finally, it is concluded that lattice 

polarization, caused by electron – phonon interaction, imparts the crucial role specific 

pseudocapacitance while charge transfer resistance and charging or discharging time are 

determined by activation energy of process where the same electron – phonon interaction also 

plays significant role. 
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Abstract 

We present a two-step facile method to prepare Ni2O3 coral–like and flower–like 

nanostructures first time followed by structural, optical characterizations by XRD, FESEM, 

HRTEM, Raman, luminescence spectroscopy etc. We also report rectifying I–V characteristics of 

Ni2O3 nanostructures / Al based metal–semiconductor junction with ultralow turn-on voltages 

(0.36 V), potential barrier (0.33 eV), very ideal thermionic current (η = 1.11). Photo-responsive 

character illustrates that the junction devices could be a promising material for light sensing 

application. Parameters like series resistance (111.4 Ω), electron mobility (16.73 x10-10 m2V1s-1), 

diffusion length (5.13 x10-7 m), density of states (3.09 x1040 eVm-3) etc. have been evaluated and 

it is discussed that the defect (Ni3+ vacancy) induced electron–phonon interaction within the active 

semiconducting layer plays the crucial role to determine these parameters. Most importantly, it has 

been identified that the charge-transport across the junction follows non-adiabatic mechanism. Our 

results suggest a new insight into current transport mechanism that may be generalized to 

understand microstructural, defect dependence MS junctions. 

5.1. Introduction 

Due to ability of converting light into electrical signal, metal–semiconductor (MS) 

junctions are ubiquitously used in the field of various optoelectronic devices such as solar energy, 

light-wave communication, photodetector etc. [1-3] With current research trends in the field of 

nanoscience and technology, focus has been shifted to develop low-dimensional nanoscale MS 

junctions those exhibit new optoelectronic characteristics, attributed to unique features of the 

nanomaterials. In this context, it may be stated that understanding of the optical and electrical 

properties of nano-junction is very important for the fabrication of reliable real field MS nano-

optoelectronic devices. Several parameters like carrier lifetime, charge carrier-recombination rate, 

band gap, morphology etc. of the semiconductors are found to influence significantly on the 
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performance of these devices, therefore searching of efficient nano-junction for various nano-

optoelectronic devices is the ‘holy grail’ research trend in this realm.[4, 5] ZnO, TiO2, CdTe, CdSe, 

CdS, ZnS etc. are employed as potential semiconducting materials due to their easy tuneability of 

microstructure, chemical stability, easy availability, environmental compatibility etc.[6]  There are 

evidential reports demonstrating that barrier inhomogeneity, attributed to grain boundary, defects, 

morphology etc., mostly influences the interfacial properties including potential ideality factor, 

reverse saturation current etc., while energy difference between Fermi energy of metal and 

conduction band of semiconductor determines the turn-on voltage. In this regard, Ren et al. have 

studied the effect of lattice mismatch on the barrier characteristics.[7] The effect of barrier 

fluctuation of barrier on current have been investigated by Tung[8] employing ballistic electron 

emission spectroscopy. Effect of lateral barrier inhomogeneity on ideality factor which is a 

measure of non-ideal I–V characteristic has been enumerated by Biber et al.[9] It has also been 

observed that MS junction characteristic gets also influenced by the dipole moment, formed at MS 

interface. For example, Endo et al. has revealed that the dipole moments perpendicular to either 

Zn-polar (0001) or O-polar (0001 ̅) surfaces at Pt / ZnO MS junction lead different interfacial 

structure, barrier height, responsivity.[10] But on contrary, Chopra et al. didn’t observe any 

polarity effect in Au / ZnO MS junction.[11] Recently, Yu et al. have observed temperature 

dependent polarity reversal in Au / TlGaSe2 junction.[12] Therefore, it may be stated from above 

discussions that the MS nano-junction characteristics are very much complex and gets influenced 

by various properties of the nanostructured materials, thus more investigations are required. 

Moreover, our recent studies illustrate that the electronic processes is determined by the boundary 

conditions of the nanostructured materials, particularly in nanostructures where electron–phonon 

interaction is very strong.[13-17] To best of our knowledge, phonon-assisted tunneling in reversed 

biased MS junction have been studied by Pipinys et al.,[18] but no studies have been carried out 

to investigate the electron–phonon interaction on junction characteristics like barrier height, 
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ideality factors etc. under dark as well as in the presence of light upto now. Hence, in this present 

chapter, we have investigated the influence of electron–phonon interaction on MS nano-junction 

characteristic employing two different Ni2O3 nanostructures as prototype. 

The choice of Ni2O3 is as follows: Ni being a transitional metal element possesses different 

oxidation states. Except NiO, other oxides are rarely been investigated. Recently few researchers 

including us have studied that Ni2O3 is a ferromagnetic n-type material and exhibit heavy metal 

removal ability and antibacterial activity, but there is no evidential studies on the optoelectronic 

properties of Ni2O3.[19, 20] It has been researched earlier that localized Ni 3d orbital mostly 

contribute to the conduction band of nickel oxide, thus strong electron–phonon coupling is 

expected for Ni2O3. To best of our knowledge, no such opto-electronic studies have ever been 

carried out on Ni2O3. 

5.2. Experimental section 

5.2.1. Synthesis of coral-like Ni2O3 nanostructure 

In a typical synthesis of coral-like Ni2O3 nanostructure, 1.57 g Ni(NO3)2.6H2O (99.99%), 

1.57 g of NH2CONH2 (99.99%) and 1.30 ml poly ethylene glycol-600 were taken in a beaker 

containing 60.00 ml de-ionized (DI) water and the whole mixture was stirred to form a clear 

greenish solution. The solution was then transferred into Schott Duran glass bottle and heated at 

90 °C for 10 h. Thus formed greenish product of Ni(OH)2, collected after centrifugation, was 

washed repeatedly with water and ethanol. After treating with 20 ml NaOCl solution which 

containing 4% active chlorine, the intermediate mixture was dried at 60 °C for 10 h to obtain the 

final product. 

5.2.2. Synthesis of flower-like Ni2O3 nanostructure 

To prepare Ni2O3 flower–like nanostructure, 0.48 g of NiCl2.6H2O (99.99%), 1.20 g of 

NH2CONH2 (99.99%) and 0.10 g of sodium dodecyl sulphate were taken in a beaker and 10 ml 
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ethanol along with 10 ml DI water were added subsequently. After stirring the mixture for few 

minutes, the resultant solution was transferred into a 100 ml Schott Duran glass bottle, which was 

treated hydrothermally at 110 °C for 3 h. The resultant greenish product Ni(OH)2, collected after 

centrifugation, was washed repeatedly with water and ethanol. Finally the intermediated product 

was treated with 20 ml NaOCl solution containing 4% active chlorine, followed by drying at 60 

°C for 10 h to obtain final product. 

5.2.3. Sample Characterizations 

Crystallinity and phase purity of the synthesized samples were investigated by x-ray 

diffractometer (XRD, Ultima-III, Rigaku, Cu Kα radiation, λ = 1.5404 Å). Field emission scanning 

electron microscope (FESEM, S – 4800, Hitachi) and high resolution transmission electron 

microscope (HRTEM, JEM – 2100, JEOL) were employed to investigate the microstructure of the 

samples. Imperfections of the synthesized nanostructures were determined from positron 

annihilation lifetime spectroscopy (PALS). In this study, 22Na positron source having strength ~8 

μCi was used and the source got sandwiched between the radiation-exposed parts of the two pieces 

(diameter ~ 10 mm) of the material. Measurements were done at room temperature using fast-fast 

coincidence technique having a system resolution of 293 ps with 60Co prompt spectrum at positron 

window settings, while the obtained data was analyzed by PATFIT program on the basis of 

positron trapping model after proper source and background corrections. Room temperature micro-

Raman spectra were recorded on Raman spectrometer having laser excitation energy of 532 nm 

(alpha 300, WITEC, Germany). Fourier transform infrared spectrophotometer (Shimadzu IR 

Prestige, Japan) has been employed to obtain infrared spectrum in the wavenumber range 400 – 

800 cm-1.  Steady state photoluminescence spectra of the synthesized samples were recorded at 

room temperature on RF5301 (Shimadzu, Japan). Lifetime of the electrons in excited state was 

measured by time-correlated single photon counting (TCSPC) at solid state condition. In this 
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typical experiment, all samples, kept in IBH fluorocube apparatus, were excited at 300 nm using 

NanoLED and full width at half maxima of the system was fixed at 90 ps. Decay profiles had been 

collected on a Hamamatsu MCP photomultiplier (R3809), while IBH DAS6 software was utilized 

to analyze the data. 

5.2.4. Fabrication and measurement of the Ni2O3 nanostructure / Al Schottky device 

To construct the MS junction devices, as-prepared Ni2O3 powders were dispersed in N, N-

dimethylformamide and then spin-coated on the ITO substrate to develop thin film with the help 

of SCU-2007 spin coating unit. To evaporate the solvent, thin film was annealed under vacuum at 

80 °C for 30 minutes. Thickness of the film was measured (~ 800 nm) with the help of surface 

profiler. 99.99% pure Al, chosen as the electrode materials, was deposited on Ni2O3 thin film to 

develop the MS interface by thermal evaporation technique using vacuum coating unit (12A4D 

HHV, Vacuum coating unit). I – V characteristics of immediately fabricated ITO / Ni2O3 

nanostructure / Al based devices were recorded by Keithley 2635B Source Meter, interfaced with 

computer under dark and AM 1.5G radiation. Dielectric constants of the synthesized samples were 

measured by E4980 LCR meter (Agilent). 

5.3. Results and discussion 

5.3.1. Structural and micro-structural characterizations of the nanostructures by XRD, 

FESEM and HRTEM 

X-ray diffraction patterns of the as-prepared samples are presented in Fig. 5.1 (a). Five 

diffraction peaks, identified at 2θ = 27.34°, 31.66°, 45.41°, 56.38° and 66.12°, can readily be 

indexed as the reflection from (101), (002), (111), (202) and (004) planes of hexagonal Ni2O3 

(JCPDS Card Number 14-0481, CAS Number 1314-06-3). Absence of any other peak validates 

phase purity of the synthesized material. Average crystallite sizes, calculated from well-known 

Scherer’s relation (0.9λ/βcosθ, where β represents full width at half maxima (FWHM) of 
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diffraction peak), are found to be 39 nm and 40 nm for coral–like and flower–like nanostructures 

respectively indicating no significant difference in crystallite sizes. 

FESEM image (Fig. 5.1 (b)) of the coral–like nanostructure depicts that it consists of large 

number of interconnected blooming nanorods, while high magnification image (Fig. 5.1 (c)) 

ensures that each nanorod is composed of nanoparticles. It is observed from FESEM images of 

flower–like sample (Fig. 5.1 (d) and (e)) that it is made of several interconnected 2D nanosheets. 

Microstructures of the synthesized nanostructures have been further clarified by TEM 

analysis. TEM image of coral-like nanostructure (Fig. 5.2 (a)) manifests abundantly the formation 

of inter-connected nanoparticles corroborating FESEM studies. Three spots in the selected area 

electron diffraction (SAED) pattern (Fig. 5.2 (b)) are indexed as the electron diffraction from 

(002), (111) and (202) planes of hexagonal Ni2O3. HRTEM image (Fig. 5.2 (c)) depicts lattice 

fringes with spacing 2.82 Å and 3.23 Å corresponding to (002) and (101) planes. The Fig. 5.2 (d) 

shows typical TEM image of flower–like nanostructure illustrating its sheet–like constituent 

similar to FESEM images. SAED pattern (Fig. 5.2 (e)) is similar with that of coral–like 

nanostructures. Lattice fringes (Fig. 5.2 (f)) with spacing 2.82 Å and 1.99 Å correspond (002) and 

(111) planes. Distribution of particle sizes and thickness of the sheets in case of coral– and flower–

like nanostructures respectively are presented in inset of Fig. 5.2 (a) and Fig. 5.2 (d) respectively. 

Possible growth mechanisms for both nanostructures are provided bellow. 
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Fig. 5.1 Structural determination of prepared sample by (a). X-ray diffraction pattern of coral – 

like and flower–like nanostructures. Top-view of field emission scanning electron microscopic 

images of (b, c). coral–like and (d, e). flower–like nanostructures of Ni2O3. 
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Fig. 5.2 TEM image of coral-like and flower-like Ni2O3 showing (a, d). Polycrystalline crystallites. 

(b, e). SAED pattern indicating the major diffraction planes and defect. (c, f).  Lattice image 

showing strongest plane spacing. Inset Fig.5.2 (a, d). Distribution of the particle size of coral-like 

and thickness of flower-like of Ni2O3 nanostructures.  
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5.3.2. Growth mechanism  

 X-ray diffraction patterns of the intermediate product, formed after hydrothermal steps, are 

represented in Fig. 5.3 (a) (I-Coral and I-Flower represent as intermediate hydroxide of coral-like 

and flower-like nanostructure). In both cases, diffraction peaks, observed at 11.94˚, 24.01˚, 33.62˚, 

37.36˚ and 60.26˚, correspond to the (003), (006), (101), (015) and (110) planes of the hexagonal 

phase of α-Ni(OH)2 having lattice parameters of a = 3.08 and c = 22.2 Å.[21] This along with fact 

that no other peak was observed in any of the XRD patterns confirm the successful synthesis of 

phase pure α-Ni(OH)2. Subsequently, FTIR spectroscopy analyses of these samples have been 

recorded (shown in Fig. 5.3 (b)). The spectra of both the samples reveal a band at around 3250 - 

3550 cm-1 attributable to the O-H stretching vibrational mode of the H bonded water molecules 

(present in the interlamellar space of the turbostatic Ni(OH)2).[22] Other bands that are common 

to both the samples have been observed at around 2230 cm-1,1630-1390 cm-1 and 680 cm-1 can be 

attributed to C≡N stretching vibration of OCN- ions (formed in the intermediate state owing to the 

use of urea), N-O stretching vibration mode of NO3
- (with C2v symmetry owing to grafting of ions 

to α-Ni(OH)2 and D3h symmetry due to free movement of NO3
- within interlayer spacing of α-

Ni(OH)2) and Ni-OH bending vibration, respectively.[23] However, two distinct bands at around 

830 cm-1 (for I-Coral) and 1135 cm-1 (for I-Flower) have been observed that can respectively be 

attributed to C-H bond bending vibration of PEG and S-O stretching in sodium dodecyl sulphate. 
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Fig. 5.3 (a). X-ray diffraction pattern of intermediate products for coral – and flower – like 

intermediate product; (b). Fourier transform infrared spectra of coral – and flower – like 

intermediate product. 

 

Reaction mechanism of the synthesized nanostructures could be interpreted as follows: 

during hydrothermal step of coral–like nanostructure, aqueous solution of urea forms a closed 

cage-like structure through hydrogen bonding.[24] Urea starts acting as a host matrix for poly 

ethylene glycol (guest) as a filler of the gaps of this structure. The poly ethylene glycol’s function, 

in this case, is to act as a binder for the Ni2+ ions. This binding takes place through the oxygen 

terminal of poly ethylene glycol. Subsequently on heating (during hydrothermal reaction), the urea 

decomposes to give CO2 and NH3. The resultant NH3 then ionizes the water to form NH4
+ and OH-

, a crucial step in the formation of the Ni(OH)2 nanostructures. The thus formed OH- ions 

subsequently bind with the Ni2+ to form the resultant coral like structures, whose skeleton has been 

provided for by urea, as schematically shown below (Fig. 5.4). 
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Fig. 5.4 Schematic diagram of formation of coral like morphology of Ni(OH)2. 

In case of synthesis of flower–like Ni2O3 nanostructure, the crucial part is the use of sodium 

dodecyl sulphate. Due to the presence of Na+ ions in sodium dodecyl sulphate, cage like structure 

gets formed by decomposed urea [24] into small chain that binds to sodium dodecyl sulphate via 

hydrogen bonding. It is of utmost importance here that the fact that a urea molecule can form a 

maximum of our hydrogen bodings. Therefore, there is an abundance of sodium dodecyl sulphate 

molecule attachments to each of the hydrogen bonding sites. Sodium dodecyl sulphate also acts as 

binder to Ni2+ ions. Now as sodium dodecyl sulphate generally leads to the formation of sheet like 

structures, therefore considering each site of hydrogen bonding as a nucleation site, the resultant 

structure assumes a flower–like morphology (Fig. 5.5).  

The overall reaction and the schematic of the mechanism can be illustrated as follows: 
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Fig. 5.5 Schematic diagram of formation of flower - like morphology of Ni(OH)2. 

The second step is the extended oxidation of the hydroxide nanostructure to form pure 

Ni2O3 nanostructure. Pure sodium hypochlorite, in presence of H+ ions, forms unstable 

hypochlorus acid (HOCl) that decomposes into hydrochloric acid (HCl) and nascent oxygen ([O]). 

This nascent oxygen causes rapid oxidation of the hydroxide to eliminate the –OH from the 

hydroxide structure. This –OH, in turn, reacts with the Na+ ions, present in the solution from the 

hypochlorite, to form NaOH. This NaOH then neutralizes the so formed HCl to form NaCl and 

H2O. As the oxidation is very rapid and localized, the structure remains unaltered. The overall 

reaction ionic equation could be illustrated as follows:[20] 
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4.3.3. Determination of band gap 

Optical properties of the synthesized nanostructures have been evaluated by employing 

UV-Vis absorption spectroscopy (Shimadzu 2401 PC). This study was carried out for the deposited 

thin films of our synthesized material by preparing well-dispersed solution in N,N-

Dimethylformamide (DMF), in the range 300 – 700 nm. Direct bandgap (Eg) of the nanostructures 

were estimated using well-known Tauc equation: 

          α = A (hν − Eg)
1 2⁄

hν⁄                       5.1 

where α, ν and ‘A’ represent the absorption coefficient, frequency of incident light and 

constant [25]. Using this equation, Eg has been calculated to be ~ 3.85 eV for both samples (shown 

in Fig. 5.6 (a, b). 

 

 

Fig. 5.6 (a, b) (αhν)2 vs. hν plots for the synthesized coral and flower-like nanostructures. (a, b 

Inset) figure shows their corresponding absorption spectra. 
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5.3.4. Investigation of the electron–phonon coupling by Raman and photoluminescence 

spectroscopy 

Electron–phonon interaction which is crucial in the electronic processes in nanostructured 

materials as studied by many researchers including us [13, 16] has been evaluated by Raman 

spectroscopy. Raman spectra as shown in Fig. 5.7 (a) and (b) consists of two peaks, measured at 

494 and 1072 cm-1 for coral–like nanostructure and 495 and 1067 cm-1 for flower–like 

nanostructure. Peaks are assigned to longitudinal optical one-phonon (1LO), longitudinal optical 

two-phonon (2LO) respectively.[26]  Generally, phonons only at the center of the Brillouin zone 

contribute to the Raman spectra of an ideal bulk system, but non-zero wave vectors do contribute 

to Raman scattering when translational symmetry breaks down due to defects, impurities, finite 

size etc. Here, coral–like nanostructure exhibits higher Raman scattering intensity indicating 

higher defects in it. In this comparative study, we kept all experimental parameters like 

wavelength, power, spot-size of laser same for Raman scattering experiment.[27] Within Franck–

Condon approximation, intensity ratio of 2LO and LO scattering modes (I2LO/ILO), known as 

Huang–Rhys S–factor, is a measure of electron–LO phonon interaction and it is calculated to be 

0.40 and 0.22 for coral–like and flower–like nanostructures respectively.[28] Generally, S–factor 

is expressed by the following equation:  

S =  ∑
|Vq

2 |

(ħωLO)2q |ρq|
2
  5.2 

where, Vq and ρq represent the strength of the electron–LO phonon interaction and Fourier 

transform of the charge density respectively. In order to examine contribution to ‘S–factor’ from 

either Vq or ρq, we have estimated ρq using PALS and the study illustrates less ρq for coral–like 

nanostructure which is attributed to higher defect concentration. Thus higher ‘S–factor’ in coral–
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like nanostructure solely is attributed to higher Vq. Details of the PALS study have been discuss in 

section 5.3.5. 

  

Fig. 5.7 (a, b). Raman spectra of the coral and flower – like nanostructures. (c, d). Experimentally 

measured and fitted (inset) normalized luminescence spectra of the synthesized coral and flower-

like nanostructure. 

Electron–LO phonon coupling has also been verified by spectroscopic studies. Normalized 

luminescence spectrum (Fig. 5.7 (c) and (d)) exhibits one prominent UV emission (327 nm) and 

one shoulder peak corresponding to visible emission (426 nm). UV peak is attributed to the near 

band edge emission, whereas visible peak denotes shallow impurity levels, formed due to Ni3+ 
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vacancies at the surface of the nanostructure. Higher intensity of visible peak in coral–like 

nanostructure also corroborates PALS and Raman studies. It has been examined previously by 

many researchers including us that FWHM of the emission band is linearly related to S–factor 

.[13] Presently, FWHM corresponding to band edge emission is measured 0.051 and 0.047 eV for 

coral–like and flower–like nanostructures respectively. Non-radiative decay being another a 

measure of electron–LO phonon coupling has also been studied by TCSPC which reveals higher 

electron–LO phonon interaction in coral–like nanostructure. Detail discussions on TCSPS 

measurement and analysis are provided in section 5.3.6. Therefore, above studies confirm that 

coral–like nanostructure possesses higher Vq compare to flower–like nanostructure. 

5.3.5. Defect analysis by positron annihilation spectroscopy 

Positron annihilation lifetime spectroscopy (PALS) has been employed to investigate 

defects as they acts as trapping center for positrons and utility of this technique in defect analyses 

has already been demonstrated by many researchers including us.[29-31] Annihilation parameters 

such as positron lifetimes, intensities detail the defect concentration, size of the defects within the 

synthesized nanostructures.[32] Analyzing the measured lifetime data with three lifetime 

component fit gives acceptable variance of fitting (0.94 – 0.97).[32] Experimentally measured 

spectra are represented in Fig. 5.8. Obtained three lifetime components, designed as shortest (τ1), 

intermediate (τ2) and largest (τ3) lifetime and their respective I1, I2 and I3 giving their 

contributions along with their uncertainties are presented in Table 5.1. τ3 is generally attributed to 

the formation of orthopositronium atoms in the free space separating the nanostructure. 

Orthopositronium is assigned to the temporary bound states, formed within free space of the 

nanostructures like in between nanorods of the coral–like nanostructure and in between nanosheets 
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of the flower–like nanostructures. It is noticed from table that though τ3 has largest value (> 2 ns), 

but its contribution is very small (< 1%). Thus, first two components (τ1 and τ2) are selected for 

all practical purpose.[32] τ1 is generally attributed to positron annihilation in defect – free bulk 

system, but nanostructures rarely grow with defect-free when prepared. Therefore, in 

nanostructures, τ1 is generally assigned to smaller vacancies such as mono- or divacancies or 

shallow positron trapping centers.[30, 33]  

 

Fig. 5.8 PALS spectra for the synthesized nanostructures. 

In this context, it may be stated that O2- vacancy reduces average electron density leading 

to an enhancement of annihilation time, while Ni3+ vacancy exhibits reverse effect. Here, it has 

been observed that τ1 is much higher than positron annihilation time in bulk system (τb =

0.002 ns, calculated from the relation:[34] 
1

τb
=  

I1

τ1
+  

I2

τ2
 , hence the positron trapping centers are 

referred to O2- vacancies. It is observed from table that τ1 as well as I1 correspond higher 

magnitude in coral–like nanostructure compare to flower–like nanostructure i.e. it may be stated 
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that not only size of the anionic vacancies get decreased in flower–like nanostructure, but also 

concentration of such vacancies is getting decreased in flower–like nanostructures compared to 

coral–like nanostructure. τ2 (> 300 ps) is generally referred to positron annihilation at vacancy 

clusters, formed due to agglomeration of smaller vacancies.[35] Average electron density in larger-

sized vacancies is lower than that in mono- or divacancies, hence annihilation rate gets decreased 

here increasing annihilation lifetime.[36] Since, thermal diffusion length of positron in most of 

metallic oxide systems is ~ 50 - 100 nm which is much higher than size of our synthesized 

nanostructures, so τ2 is assigned to annihilation of positron at vacancy clusters at surfaces of 

nanostructures.[37] Such surface vacancy cluster may be ascribed to the unsaturated bonds due to 

either O2- vacancy or Ni3+ vacancy. But τ2 > τ1 indicates that vacancy clusters at the surface or 

intergrain region or free spaces between triple junctions of the synthesized nanostructures 

originates from O2- vacancy.[38] Similar type of result was obtained by Fang et al.[39] It is 

observed from table that the magnitude of τ2 also gets decreased from coral–like nanostructure 

compared to flower–like morphologies; hence average size of the O2- vacancy clusters gets reduced 

in flower–like nanostructure compared to coral–like nanostructure. In contrast to I1, it is noticed 

that I2 increases from coral–like nanostructures to flower–like nanostructure i.e. vacancy cluster 

at the surface of the nanostructure is found to higher in case of flower–like nanostructure. In this 

context, it may be stated that good and statistically accurate parameter is the average lifetime τav 

indicating average vacancy in nanostructured materials has been calculated using the 

equation τav =  
τ1I1+τ2I2

I1+I2
  and are represented in Table 5.1. From table, it can be stated that the 

coral–like nanostructure possesses higher value of τav (higher overall defects) indicating less 

average electron density in coral–like nanostructure and is assigned to higher defects.   
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Table 5.1 Positron annihilation lifetime parameters of the synthesized coral-like and flower–like 

nanostructures. 

Sample name τ1 (ns) τ2 (ns) τ3 (ns) I1 I2 I3 𝛕𝐚𝐯(ns) 𝛘𝟐 

Coral–like 

nanostructure 

0.1619 

±0.0044 

0.3231 

±0.0053 

2.4370 

±0.1418 

44.0747 

±2.7130 

55.5632 

±2.6997 

0.3621 

±0.0295 

251.79 0.97 

Flower–like 

nanostructure 

0.1479 

±0.0037 

0.3116 

±0.0061 

2.9218 

±0.1355 

37.5124 

±2.2992 

62.0845 

±2.2903 

0.4030 

±0.0228 

249.94 0.94 

 

5.3.6. Determination of radiative and non-radiative lifetime of Ni2O3 nanostructures  

Time correlated single photon counting (TCSPC) spectroscopy is employed in an effort to 

examine the effect electron – phonon interaction in the excited state of the electron. Careful 

analysis of the emission spectra reveals that all the spectra could be satisfactorily fitted by double-

exponential decay function: BNRexp(-t/τNR) + BRexp(-t/τR), where τi and Bi (i = R, NR) represent 

the time-constant and percentage of contribution respectively.[40]  

 

Fig. 5.9 Experimentally measured time-resolved PL spectra, fitted with exponential decay curve. 
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After fitting (shown in Fig. 5.9), τi and Bi (i = R, NR) are obtained and are listed in Table 

5.2. BNR, referred as non-radiative contribution, dominates over BR, defined as radiative 

contribution, for both the samples signifying major contribution of former to the relaxation of 

excited electrons. τNR, attributed to non-radiative recombination lifetime of photoexcited 

electrons, is less for coral–like nanostructure compared to other indicating higher non-radiative 

transition probability in it, attributed to higher electron – phonon interaction. τR possesses opposite 

trend that can be described briefly according to the following way: radiative recombination 

rate, WR = (
1

τR
), is described by the following equation :[41]  

WR ∝  |∫ ψfPψidv|2 5.3 

where, P represents the momentum operator. In the case when they are not tightly bound 

to the crystal, the radiative recombination rate can be expressed as [42]  

WR(r) = WRe−2r/aB 5.4 

where r and aB represent the delocalization of the electron-hole pair and Bohr radius 

respectively. Thus, higher τR in coral–like nanostructure is attributed to the higher localization of 

charge carriers due to electron – phonon interaction. Lower quantum yield (4.7% and 13.6% for 

coral–like and flower–like nanostructure respectively) is attributed to the higher nonradiative, 

assigned to higher electron – LO phonon interaction in coral – like nanostructure. As shown in 

Table 5.3, our synthesized nanostructures possess quantum yield similar to other photosensitive 

materials.  
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Table 5.2 Radiative, nonradiative, luminescence lifetime and their contribution and quantum yield. 

Sample name 𝛕𝐍𝐑(ns) 𝛕𝐑(ns) 𝐁𝐍𝐑 (%) 𝐁𝐑 (%)  𝛕𝐏𝐋 (ns) Quantum 

yield (%) 

Coral–like 

nanostructure 

0.140 2.80 92.6 7.4 0.133 4.7 

Flower–like 

nanostructure 

0.432 2.75 77.7 22.3 0.373 13.6 

 

Table 5.3 Quantum yield of few photovoltaic materials 

Material Quantum yield (in %) References 

 CuInSe2 3.4 Wu et al.[43]  

TOPO functionalized CdSe 13.2 Liu et al.[44] 

 Mn doped ZnSe 3.5 Gopi et al.[45] 

5.3.7. Understanding of the electron – phonon interaction for different nanostructures  

Defects which inherently depends on the synthesis process of the nanostructured material 

significantly effect in many electronic processes such as exciton, absorption, refractive index, 

polaronic effect etc. [46] Generally, fractional-dimensional space approach is employed to 

understand the defect induced electronic processes within the nanostructured materials. In this 

method, defect induced anisotropic electronic interaction is considered as an isotropic interaction 

in an effective-order fractional-dimensional space where fractional-dimension provides the 

measure of anisotropy of the actual physical system. Importantly, such space, named as dynamic 

space, differs from actual geometric space, in that its dimensionality is determined by physical 

interactions. As coral–like nanostructure contains higher defect compare to flower–like 

nanostructure, thus it may be stated that coral–like nanostructure exhibits higher fractional–
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dimension. Within fractional-dimensional space approach, variation of Vq on morphology can be 

explained as follows: considering the approach by Peeters et al. [47], Vq can be written in the form: 

[48]  

Vq =  ∑ [C(Ɗ)qbq̂(exp(iq. r)) +  C(Ɗ)q
∗ bq̂

†
(exp(−iq. r))]q  5.5 

where, bq
†
 (bq) and C(Ɗ)q represent creation (annihilation) operator for a phonon with 

wavevector q and Vq in ‘Ɗ-dimension.’ Assuming Coulomb-like interaction between electron and 

phonon in ‘Ɗ-dimension,’ C(Ɗ)q gets simplified into the following form:  

C(Ɗ)q =  −iℏωLO (
FƊ(q)α

VƊ
)

1

2
 (

ℏ

2mωLO
)1/4 5.6 

where, FƊ(q) =  (2π)Ɗ/2 ∫ dr rƊ−1 qr(1−
Ɗ

2
)JƊ

2
−1

(qr)
1

r

∞

0
  represents fractional dimensional Fourier 

transform of the Coulomb-like potential. In this expression, ‘m’, ′α′ and VƊ represent electron 

effective mass, Fröhlich constant and volume of the crystal in ‘Ɗ-dimension’ according to Born–

von Karman condition. After integrating C(Ɗ)q and substituting its expression, the following form 

of Vq
2 can be obtained:  

|Vq
2| =  

Γ(
Ɗ−1

2
)(4π)

Ɗ−1
2

VƊ
α

(ℏωLO)2

qƊ−1
(

ℏ

2mωLO
)1/2 5.7 

Fig. 5.10 depicts the variation of |Vq
2| with ‘Ɗ’ in units of 

(
ℏ

2mωLO
)1/2 (ℏωLO)2

VƊ
α (q = 0.02, 0.05, 0.1 

and 0.2). It is noted from figure that Vq gets decreased with decreasing ‘Ɗ’ illustrating higher Vq 

in coral–like nanostructure due to higher fractional–dimension, induced by defects.  
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Fig. 5.10 Variation of electron–phonon coupling with fractional dimension of the system. 

5.3.8. Ni2O3 nanostructure / Al metal – semiconductor junction: space charge limited current 

mechanism of the device, non-adiabatic charge transport 

As has been calculated from well–known empirical equation [49] (δ = χ – 4.5 – 0.5Eg, χ and Eg 

represent electronegativity and band gap respectively), electron affinity (δ) of Ni2O3 is 3.71 eV 

which considerably differs from work function (φ) of Al (4.08 eV). As such, upward band bending 

is expected at the interface that gives non-Ohmic contact.[50] In order to gain insight into the 

electronic transport processes across the junction, owing to their potential in optoelectronic devices 

particularly as photo-responsive material, traditional current–voltage (I–V) testing was employed 

on the fabricated Al / Ni2O3 nanostructure / ITO heterojunction device (schematic diagram Fig. 

5.11 (a)).  
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Fig. 5.11 (a). Al/Ni2O3 nanostructure / ITO sandwich heterojunction device at light irradiance for 

both coral and flower-like nanostructure; (b). I – V characteristic of Al/Ni2O3 nanostructure 

Schottky junction under dark and irradiance of light. 

 

Here, all the measurements were carried out at room temperature at an applied bias voltage 

of ± 2V under dark as well as under photo-irradiation. I–V characteristic (Fig. 5.11 (b)) shows 

typical diode rectifying nature with rectification ratio (Iforward / Ireverse) ~ 21.4 and 31.2 for coral–

like Ni2O3 and 26.3 and 37.5 for flower–like nanostructures at ± 2V under dark and photo-

irradiance respectively. Rectifying character of diode is attributed to MS junction, formed at the 

interface between Ni2O3 and Al.[51] Fairly low turn-on voltage ~0.53 and 0.36 V are deduced 

from I–V curve under forward biased condition for coral–like and flower–like nanostructure based 

devices respectively. Generally, forward I–V characteristic of these Schottky typed MS devices 

obeys thermionic emission, described by equation 5.8: [6, 52-55] 

I = I0 [exp (
q(V−IRs)

ɳkT
) − 1] 5.8 

with, I0 = A|A∗|2T2exp (
−q∅B

kT
) 5.9 
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where, I, I0 and V represent the forward current, reverse saturation current and applied bias 

voltage respectively. q, K, ɳ, RS and T are the electronic charge, Boltzmann constant, ideality 

factor, diode series resistance and absolute temperature respectively.[52] A is the active surface 

area of the diode, A∗ the Richardson’s constant and ∅B the Schottky barrier height. In this context, 

it is to mention that ɳ, RS, ∅B are the parameters, used to characterize MS devices. Presently, ɳ 

and RS are estimated from intercept and slope of the dV/dln(I) versus I curve (Fig. 5.12 (a) and 

(b)) obeying equation 5.10 which has been derived from equation 5.8 [56]:  

dV

dln(I)
= (

ɳkT

q
) + IRS 5.10 

Here, A is equal to 7.065×10−2 cm2, determined by shadow mask for all the samples, while 

A∗ is 32 AK−2 cm−2. [2] Table 5.4 represents the calculated values of ɳ and RS for the fabricated 

devices. In general, ɳ = 1 solely attributes thermionic current across the junction, while ɳ > 1 

affords non-thermionic current transports due to electron-hole recombination in the depletion 

region, tunneling etc. Briefly, 1 <  ɳ < 2 corresponds to combination of recombination and 

diffusion currents, while ɳ > 2 reflects the dominance of recombination current in this devices.[57] 

Presently, we have noticed 1 <  ɳ < 2 for our devices indicating non-thermionic charge transport, 

ascribed to diffusive current.[58] Presently, we have observed that ɳ value gets decreased in the 

presence of light irradiation indicating dominance of thermionic current. Compare to coral–like, 

flower–like nanostructure based device exhibits ɳ lies close to unity signifying less diffusive 

current. 
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Fig. 5.12 Al/Ni2O3 nanostructure Schottky junction characteristic at under dark and light irradiance 

for both coral and flower-like nanostructure. (a, b). dV/dln(I) versus I curves under dark and light 

irradiance; (c, d). H versus I curves under dark and irradiance of light; (e). J versus V2 plot under 

dark and irradiance of light. 

In addition, ɳ > 1.25 (under dark) along with higher RS of coral–like nanostructure based 

devices indicates that this particular device doesn’t exhibit an intimate MS contact such as flower–
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like based device, but instead possesses metal–interface–semiconductor configuration. Such 

variation is assigned to the enhanced interfacial inhomogeneity due to Ni3+ vacancies of coral–like 

nanostructure. ∅B which primarily depends on the interface and determines turn-on voltage has 

been calculated using well-known Cheung function H(I), given by equation 5.11. [31]  

H(I) = IRS + ɳ∅B 5.11 

Main advantage of the present method is that the device parameters can be calculated from 

single forward I–V characteristics, unlike Norde’s and Sato–Yasumura’s approach.[59] Table 5.4 

represents ∅B, measured under dark and light irradiation from intercept on y-axis corresponding 

to H(I) vs. I curve (Fig. 5.12 (c) and (d)). Importantly, ∅B, measured under dark, is higher than ∅B, 

obtained in the presence of light irradiation. Such variation is attributed to Fermi level pinning 

effect. Though, ∅B primarily depends on the difference between ‘δ’ of Ni2O3 and ‘φ’ of Al,[60, 

61] but presently, we have observed different ∅B for two different nanostructure based devices 

(discussed later). Carrier mobility (μeff), lifetime (τ), density of states at Fermi energy (ρ(EF)), 

diffusion length (LD) etc. are parameters, required to characterize MS device. In this context, μeff 

illustrating whether or not generated charge carrier can be extracted before recombination has been 

evaluated here according to Mott-Gurney theory. Main advantage of the present method is that 

unlike field effect transistor or Hall measurement giving in-plane mobility, it probes out-of-plane 

mobility, required for photosensitive device and also helps to understand charge transport through 

the interface.[62] According to this method, current density–voltage (J–V) characteristic is 

described by space charge limited current (SCLC). At low bias voltages, thermally generated 

charge carriers dominate conduction mechanism giving linear J–V characteristic. With increasing 

bias voltage, injected charge carriers exceed thermally generated charge carriers and fill the trap 

states giving SCLC. In this applied voltage regions, carrier injection into the device increases 
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exponentially that builds up a self-limiting space charge region, then the device follows Mott–

Gurney SCLC, described by equation 5.12:[63]  

J =
9μeffε0εr

8
(

V2

d3
) 5.12 

where, ε0, εr and ‘d’ are permittivity of free space, dielectric constant and thickness of the 

device respectively. Straight line nature of J–V2 (Fig. 5.12 (e)) confirms Mott-Gurney 

characteristics of our fabricated MS device.[64] Employing εr (4.21 and 1.32 for coral– and 

flower–like nanostructure respectively, measured by LCR meter) into equation 5.12, μeff has been 

calculated (Table 5.4). We propose electron–phonon interaction originating from defects of the 

nanostructures causes such variation in μeff (discussed later). ρ(EF), LD, τ etc. of the devices have 

been evaluated using equations 5.13 – 5.15 under dark as well as light irradiation (presented in 

Table 5.4):[31]  

ρ(EF) =
2εrε0∆V

qd2∆EF
,     5.13 

where                                               ∆EF = kTln (
I2V1

I1V2
) 

τ =
9ε0εr

8d
(

V

J
) 5.14 

and                                                    LD = √2Dτ 5.15 

here, V1, V2, I1, I2 and D represent different voltages and currents applied to the diode in the space 

charge region and diffusion coefficient respectively. In this context, it may be stated that LD also 

follows the trend of μeff . We have compared our device parameters with few other MS devices 

(represented in Table 5.5). It would be important to mention that our Ni2O3 / Al based MS devices 

exhibit (i) less non-thermionic current, (ii) low RS and (iii) low ∅B suitable for low turn-on voltage. 
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In addition, the junction characteristic is found to be dependent on the defect of the nanostructures 

and is very sensitive to light irradiation. Therefore, the junction, fabricated with Ni2O3 as an active 

semiconducting material, is predicted be an attractive for photo-responsive optoelectronic devices.   

Table 5.4 MS heterojunction parameter for Coral-like and Flower-like Ni2O3. 

Sample 

name 

Condition ɳ Rs (Ω) ∅𝐁(eV) 𝛍𝐞𝐟𝐟 

(m2V1s-1) 

x 10-10 

𝛕 

(Sec) 

x 10-3 

𝐋𝐃 (m) 

x 10-7 

𝛒(𝐄𝐅) 

(eVm-3) 

x 1040 

Coral – 

like 

DARK 1.59 216.1 0.39 5.31 4.64 3.56 7.13 

 LIGHT 1.25 155.8 0.35 8.65 4.89 4.87 6.56 

Flower 

– like 

DARK 1.47 178.3 0.36 9.43 3.80 4.12 4.94 

 LIGHT 1.11 111.4 0.33 16.73 3.05 5.13 3.09 

 

Table 5.5 Comparison of MS heterojunction parameters with few other MS heterojunctions. 

Hetero

structu

re 

Condition ɳ Rs 

(Ω) 

∅𝐁(eV) 𝛍𝐞𝐟𝐟 

(m2V1s-1) 

x 10-10 

𝛕 

(Sec) 

x 10-3 

𝐋𝐃 (m) 

x 10-7 

𝛒(𝐄𝐅) 

(eVm-3) 

x 1040 

Refe

renc

e 

Cd(II)-

MOF 

DARK 5.52 805.3 0.367 0.01091 0.0102 0.738 0.0416 [65] 

 LIGHT 3.54 404.4 0.337 0.01099 0.0053 0.741 0.0459  

ZnO DARK 0.38  0.57 7300000 0.0000

0309 

0.00117 7.41 x 

10-14 

[31] 
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Heterostructure ɳ Rs (Ω) ∅𝐁(eV) Referen

ces 

CH3NH3PbBr3/Pt 1.7 (dark) 

3.3 (light) 

169.2 x 103 (dark) 

212.2 (light) 

 [25] 

SnTe/Si 1.89 (dark)   [66] 

Coral-like Ni2O3/Al 1.59 (dark) 

1.25 (light) 

216.1 (dark) 

155.8 (light) 

0.39 (dark) 

0.35 (light) 

Present 

work 

Flower-like Ni2O3/Al 1.47 (dark) 

1.11 (light) 

178.3 (dark) 

111.4 (light) 

0.36 (dark) 

0.33 (light) 

Present 

work 

CoSi2/Ti 1.52 (dark)  >0.60  [67] 

Pt/ZnO 3.69 (dark)   [68] 

Ag/n-GaAs 1.11 (dark)  0.81 (dark) [69] 

n-GaN(0001)/Pt 1.7(dark)  1.11 (dark) [70] 

nGaN(0001)/Au 1.46 (dark)  0.91 (dark) [70] 

n type β-Ga2O3 / Au 

(100) 

1.09 (dark)  1.07 (dark) [71] 

ploymethylmethacrylate 

– graphene – silicon 

1.7 (dark)   [72] 

graphene oxide / silicon 3.98-2.03 (dark)   [73] 

Pt/CdSe 9.9 (dark)   [3] 

Al – Si 1.8 (dark)   [74] 

Pt/CH3NH3PbBr3 1.7 (dark) 169.2 (dark) 

212.2 (light) 

 [25] 

Graphene / n-type Si   0.41  [75] 

 

5.3.9. Understanding of the MS junction parameters on defect of the nanostructures  

In order to understand the effect of Vq on MS device parameters, we consider thermionic–

emission–diffusion theory, described by Crowell and Sze.[76] According to this theory, electron 

transport through MS junction devices is governed by two current–limiting processes, namely 
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diffusion and drift of carriers within the semiconductor region of the contact and thermionic 

emission across the metal–semiconductor interface. It has been examined previously that the 

current through MS junction is determined either by the process causing larger impediment to the 

charge carrier or by their combined effect if they are comparable. This theory assumes that current 

density, J(V), at an applied voltage ‘V’ is described by equation 5.16 and 5.17: [77]  

J(x; V) = |e|μ(x) n(x; V) Ԑ(x; V) + |e|D(x; V)
dn (x; V)

dx
  5.16 

∂E(x)

∂x
=  

|e|

ϵ
(ND  − n (x)) 5.17 

where, n(x; V), D(x; V), Ԑ(x; V) are the electron density, diffusion coefficient of electrons 

and electric field (= - 
dV(x)

dx
) respectively. |e|, ϵ and ND represent the magnitude of the electronic 

charge, dielectric permittivity and donor density in the semiconducting region. Other current-

limiting process, thermionic emission, across the junction depends on the boundary condition at 

the top of the potential barrier and is described in terms of the effective recombination velocity 

(vr) of the charge carriers, expressed by equation 5.18: 

J(x;  V) = |e|[n0(x) −  n0
eq

(x)]vr 5.18 

where, n0(x), n0
eq

(x) and vr are the electron density, quasi-electron density at thermal 

equilibrium and recombination electron velocity respectively. Briefly, n0(x)vr and n0
eq

(x)vr 

represent electron flux from semiconductor to metal and flux in reverse direction respectively. 

n0
eq

(x) and vr are generally related with density of states (Nc) of semiconductor by the expressions 

n0
eq

= Nce− 
q∅B
kT  and vr = A∗T2/|e|Nc respectively. Here, β, defined by β = μeffkT/|e|LDvr = 

kμeffNc/LDA∗T , is used to measure diffusion and thermionic contributions to current. Generally, 
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β >> 1 indicates thermionic emission contribution, while β << 1 signifies diffusion contribution. 

Thus, material with either lower μeff or lower Nc or higher LD would exhibit lower thermionic 

contribution to junction current giving higher value of ɳ. Presently, we have noted lower Nc and 

higher LD for our coral–like nanostructured device, thus these two parameters can’t be attributed 

to higher diffusion contribution to the current. Therefore, higher ɳ in coral–like nanostructured 

devices is solely attributed to lower μeff, assigned to higher Vq as shown in the flow chart (Fig. 

5.13 (a)) Similarly, lower LD and higher Nc in coral–like nanostructure are also be ascribed to 

defect.   

The variation of ∅B can be explained in the following way: in case of adiabatic charge 

transfer processes, ∅B is defined by the difference between ‘δ’ and ‘φ’. Introduction of Vq generally 

enhance δ, thus coral–like nanostructure would exhibit less ∅B in comparison to flower–like 

nanostructure. However, opposite trend has been observed here indicating that the charge transport 

mechanism can’t be explained using adiabatic process; rather it can be explained on the basis of 

non-adiabatic mechanism. According to this approximation, when an electron migrates from 

semiconductor, it causes rearrangement of the lattice that is characterized by reorganization energy 

(λ). Assuming non-adiabatic electron transfer process across the MS interface, electron transfer 

rate (ke) from conduction band of Ni2O3 into Fermi energy of Al is given by equation 5.19, 

according to Marcus theory:[78] 

ke ∝ exp (− 
(λ+ ∅B)2

4λkBT
) 5.19 

Therefore, from equation (6) and (14), effective potential barrier (∅B,eff) can be written as 

∅B,eff ∝  
(∅B+λ)2

4λ
. Thus, it may be inferred that depending on relative magnitude of ∅B and λ either 
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∅B,eff ∝  
∅B 2

4λ
 (when ∅B  ≫ λ) or ∅B,eff ∝  

λ

4
 when ∅B  ≪ λ. Presently, we have observed higher ∅B 

for materials with higher λ indicating that barrier height is determined by Vq i.e. junction current 

is determined by electron – phonon interaction within the active semiconducting material (Shown 

in Fig. 5.13 (b)). 

 

Fig. 5.13 (a). Energy band diagram of metal – semiconductor contact at thermal equilibrium and 

the flow chart represents variation of ideality factor with electron – phonon interaction; (b). 

Schematic diagram illustrating phonon-assisted electron transfer process from conduction of Ni2O3 

into Fermi level of Al. 

5.4. Conclusion 

In conclusion, it has been demonstrated that Ni2O3 coral–like and flower–like nanostructures could 

be synthesized by hydrothermal method. PALS and optical studies illustrate that coral–like 

nanostructure exhibits higher electron – phonon interaction in comparison to flower–like 

nanostructure due to defects (Ni+3 vacancies). Fractional dimension space approach has been taken 
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account to explain defect dependence of electron – phonon interaction. We have successfully 

fabricated rectifying metal – semiconductor junction having fairly low turn – on voltages (0.36 

and 0.53 V for flower and coral-like nanostructures respectively) using Ni2O3 as an active 

semiconducting materials. A number of electrical parameters like electron mobility, carrier 

lifetime, diffusion length, nature of current transport etc., associated with MS junction, have been 

evaluated. These parameters significantly depend on defect concentrations of the nanostructures. 

Notably, this has been first time examined that the charge transport across the junction follows 

non-adiabatic process rather than adiabatic character. Importantly, our synthesized nanostructures 

reveal dominating thermionic current though exhibit low potential barrier i.e. the synthesized MS 

nano-junction is very much suitable for opto-electronic applications. A comparison reveals that 

the junction characteristics are very much suitable for optoelectronic applications due to low series 

resistance, ideality factor close to one despite ultralow barrier height. 
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Abstract 

Nanocrystalline nickel (III) oxide (Ni2O3) with various particle sizes have been prepared 

through a low temperature chemical route. Structural and morphological information have been 

obtained by X-ray diffraction, field emission scanning electron microscope, Fourier Transform 

infrared spectroscopy and Raman Spectroscopy analysis. The frequency dependent (40 Hz-108 Hz) 

dielectric properties have been studied extensively at room temperature. The effect of particle size 

and frequency on the dielectric behavior of nanocrystalline Ni2O3 is discussed on the basis of point 

defects. In this work a qualitative interpretation on dielectric constant and loss are presented. The 

grain and grain boundary play and important role for ac conductivity. This material has been 

studied for the first time to evaluate the dielectric properties and ac conductivity. It is observed 

that this material has high values of εʹ of the order of 105 and low loss, which is highly desired for 

power systems and advance electronics. 

6.1. Introduction 

The nanosize materials have received widespread attention among the scientific 

community due to its unusual electrical properties different from single crystals, polycrystals 

(bulk), thin films and glasses even though they are identical in chemical composition [1-5]. 

Besides, nanosize materials have shown great potential to device applications including sensors, 

electrodes, switching devices, microelectronic devices and solar cells [6-9]. Furthermore, the 

electrical properties of nanosize materials are different from their bulk because of the high surface 

to volume ratio of the grains, high defect density, quantum confinement of charge carriers and 

disordered grain boundary [10-12]. Disordered grain boundary in nanosize materials without short 

or long order arrangement have been shown by many researchers [4]. In nanosize materials, the 

nature of the defect, grain and grain boundaries play a very significant role for the electrical 
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properties. In this context, nanosize oxide materials have drawn attention of researchers. Among 

different oxide materials, developed so far, nickel oxide has shown potential for the above 

applications. Apart from these advantages, the fact that nickel exhibits variable valence states has 

ignited further interest. Till recently, variable valence of nickel oxide in forms of Ni2O3, Ni3O4, 

NiO2 etc., are believed to be unstable at room temperature [13, 14]. However, Cairns and Ott et al 

successfully prepared Ni2O3.2H2O and identify the structure and composition using X-ray 

diffraction technique [15]. It has also been observed that many oxides or polymer combined with 

Ni2O3 improve their properties [16, 17]. Furthermore, Richardson successfully prepared Ni2O3. 

H2O and found that it behaves like n-type semiconducting material with ferromagnetic coupling 

between the nickel atoms [18]. Recently, we have reported the synthesis of different Ni2O3 

hydrates and pure Ni2O3 with different particle sizes and their effect on heavy metal removal and 

biological application [19, 20]. However, to the best of our knowledge, no further report still exists 

in the field of electrical properties of pure Ni2O3. 

In this chapter, we have prepared different particle size of Ni2O3 using low temperature 

chemical precipitation method with varying temperature and investigated the electrical properties. 

The impedance spectroscopic analysis and ac conductivity of different Ni2O3 nanoparticles have 

been measured at room temperature. In nanocrystalline Ni2O3 impedance spectroscopy and 

conductivity are expected to separate out the grain and grain boundary contributions to the overall 

electrical response of the samples. 
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6.2. Experimental 

6.2.1. Synthesis of Ni2O3 nanoparticles 

Nickel (III) oxide (Ni2O3) nanoparticles were prepared by chemical oxidation method. All 

the chemicals were used of analytical grade (MERCK India Pvt. Ltd.) and subsequently used 

without any further purification. Nickel nitrate hexahydrate [Ni(NO3)2.6H2O] was used as source 

of Ni2+ ion. The reaction process for synthesis of Ni2O3 nanoparticles was adopted from our 

previous work [20]. The reaction process contained two different solutions, 1.00 g of Ni(NO3)2. 

6H2O in 20 ml de-ionize (DI) water and 1.60 g sodium hydroxide (NaOH) in 15 ml of sodium 

hypochlorite (NaOCl). Both solution were continuously stirred until its get clear solution. The 

NaOCl solution was added drop wise into the nickel source solution under constant stirring, 

following which almost immediate flocculation and subsequent formation of black hydrated. After 

settle down, the precipitate was collected and dried to get grayish black sample. 20 ml NaOCl was 

added into the dried sample and left until effervescence stops. Then the precipitate is filtered, 

washed and dried to get dark black powder. Thus, the entire synthesis procedure was carried out 

at different temperature (0oC, 30oC and 50oC) to investigate the effect on defect and particle size. 

In the present article, these particular samples have been denoted as P1, P2 and P3 for synthesized 

temperature 0oC, 30oC and 50oC respectively. 

6.2.2. Characterizations 

The identification and phase purity of the synthesized samples were investigated by 

Ultima-III, Rigaku X-ray diffractometer (XRD) (Cu Kα radiation, λ = 1.5404 Å). In the diffraction 

data, continuous scanning mode was selected in 2 ranging from 20o to 70o with an interval of 

0.02o and the scanning rate is 5o/min. The morphologies and sizes of the nanomaterial were 



Chapter 6 

Page | 200  

 

measured using a Hitachi S4800 the field emission scanning electron microscopic (FESEM). 

Fourier transform infrared (FTIR) spectra were recorded by IR – Prestige (Shimadzu, Japan). 

Raman spectra were obtained by alpha 300, Witec (excitation wavelength 530 nm, power 3 mW 

and spot size: 2 µm). For the electrical measurements, pellets of 12 mm diameter and 2.3 mm 

thickness were pressed under a uniaxial pressure of 11  104 kN/m2 for 2 min followed by drying 

at 40 oC for 6 h. The electrical measurements were carried out in the frequency range 40 Hz to 108 

Hz using an LCR HI-Tester (Hioki 3522-50) after incorporation of Ag electrodes with Ag paste 

on both sides of the pellets to ensure Ohmic contact. 

6.3. Results and discussion 

6.3.1. Microstructural study 

XRD patterns of Ni2O3 nanoparticles for synthesized at different temperatures are shown 

in Fig. 6.1 (a). It is evident from figure all the samples are polycrystalline Five diffraction peaks 

corresponding to all the synthesized samples, identified at 2θ = 27.34o, 31.66°, 45.41o, 56.38oand 

66.12o, are readily indexed as the reflection from (101), (002), (111), (202) and (004) planes of 

hexagonal Ni2O3 (JCPDS Card Number 14-0481, CAS Number 1314-06-3). Absence of any other 

peak validates phase purity of the synthesized material. Crystallite sizes, calculated using Scherer’s 

formula: 

𝐷 =  
0.9𝜆

𝛽𝑐𝑜𝑠𝜃
      6.1 

where, λ is the wavelength of the X-ray, 𝛽 is the full width at half maximum (FWHM) and 

𝜃 is the diffraction angle. The calculated particle sizes are found to be ~26nm, ~36nm and ~43 nm 

for P1, P2 and P3 samples respectively. The morphology of samples P1, P2 and P3 are shown in 
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Fig. 6.1 (b, c & d) respectively. In reality it is found from the FESEM images that the particles are 

highly agglomerated. The agglomerated grains appear to be in the micro meter range. 

Subsequently, the analysis of the FTIR and Raman spectra reveal that the functional groups 

and structure of the as prepared Ni2O3 nanoparticles. It has been observed from FTIR spectrum 

(Fig. 6.2 (a)) that bands at around 430 cm-1, 570 cm-1 and 870 cm-1 are common to all the three 

samples marked by dotted lines in the figure. First two can readily be assigned to Ni-O stretching 

vibration, while the latter one point towards the successful synthesis of Ni2O3 by forming Ni–O–

Ni bonds. The peaks between 1000 cm-1 and 1500 cm-1 are represent the – OH group bending 

vibrations and rest of the peak above 1500 cm-1 attribute to the –OH stretching vibrations due to 

the water molecule [21, 22]. 

 

Fig. 6.1 (a) X-ray diffraction patterns, (b, c, d) FESEM images of the samples P1, P2 and P3. 
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Hence, in order to investigate the bond mode, we have employed Raman spectroscopy. 

Raman spectra of these synthesized Ni2O3 nanoparticles consist of two peaks marked by dotted 

lines (measured at 494 cm-1 and 1072 cm-1 shown in Fig. 6.2 (b) are assigned to longitudinal optical 

one-phonon (1LO), longitudinal optical two-phonon (2LO) respectively [23, 24]. Corresponding 

to the coupling interaction of Ni–O oscillations.   

 

Fig. 6.2 Spectroscopic investigation of Ni2O3 particles (a) FTIR spectrum and (b) Raman spectrum. 

 

6.3.2.  Dielectric Properties 

The process of energy transfer into a dielectric material is too much complicated and involves 

several contributions to the electric polarization of molecules. The energy is transferred from the 

electric field into the dielectric material due to the rotation of polarized atoms or molecules in 

response to an applied electric field. In solid materials, the complex dielectric properties can be 

explained as a function of frequency, crystal structure and other important parameters. The 

frequency and temperature dependent dielectric response in a solid material can be expressed as a 

complex quantity made up of a real and imaginary component Eq. 6.1, i.e., 
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𝜀∗(𝜔) =  𝜀 ʹ(𝜔) + 𝑗𝜀ʺ(𝜔)   6.1 

where εʹ(ω) and εʺ(ω) are the frequency dependent real and imaginary part of dielectric constant 

(ε*). The εʹ(ω) measures the amount of energy stored in the material due to the applied electric 

field and εʺ(ω) is a measure of an amount of energy dissipated in the material due to an applied 

electric field. Another most important electrical parameter is 𝑡𝑎𝑛𝛿 or also known as loss tangent, 

which is defined as the ratio of amount of energy dissipated (εʺ(ω)) to the amount of energy stored 

(εʹ(ω)) within a material due to applied electric field in Eq. 6.2  

𝑡𝑎𝑛𝛿 =  
𝜀ʺ(𝜔)

𝜀ʹ(𝜔)
   6.2 

 In order to understand the effect of compositions and microstructure on the electrical properties 

of a dielectric material, the frequency dependent real part of complex dielectric constant is 

calculated using Eq. 6.3 

𝜀 ʹ(𝜔) =  
𝐶 ×𝑑

𝜀0𝐴
   6.3 

where C, d, A and ε0 are the capacitance of the material, thickness, area of the sample pellet and 

dielectric permittivity of vacuum (8.854 × 10-12 F/m), respectively. The frequency dependent real 

part of dielectric constant εʹ(ω) (Fig. 6.3 (a)) of as prepared Ni2O3 nanomaterial shows that the 

dielectric constant decreases as the particle size increases from P1 to P3. It is also observed that 

εʹ(ω) decreases rapidly with slight increase of frequency in the low frequency region for all samples 

but at higher frequency region it become almost constant independent of particle size. The decrease 

of εʹ(ω) with increase of particle size for Ni2O3 samples at low frequency region may be due to the 

decrease of space charge polarization. Generally, at low frequency region the presence of all four 

types of polarizations like space charge, orientation, electronic and ionic polarization contributes 
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significantly to the increase of dielectric constant. At low frequency, electrons are able to reach to 

the grain boundary position and accumulated to developed significant polarization. But, with 

increases in frequency the previously gathered charge carriers have been started to move reverse 

direction which oppose further accumulation of electron at grain boundary and results in a sharp 

decreases of εʹ(ω). The εʹ(ω) values at low frequency for all samples varies over the range of the 

order of 105 which is greater than those reported earlier on NiO [25, 26]. This could be explained 

as follows: Firstly the nanocrystalline materials possess enormous number of interfaces and 

secondly large number of defects are likely to be present at these interfaces. Since grain boundary 

in these nanostructured materials is comparatively open, rearrangement of +Ve and –Ve charges 

with applied alternating field are easier and therefore giving rise to space charge polarization. 

Inherently, the relaxation of space charge polarization is a slow process [27]. Hence it will 

contributes to dielectric constant at lower frequency only and thus the dielectric constant of these 

samples P1, P2 and P3 could be high at lower frequencies. This is observed experimentally shown 

in Fig. 6.3 (a). Another major contribution for high dielectric constant is orientation polarization. 

Since, both Ni3+ and Ni2+ are present in the Ni2O3 system. The formation of Ni2+ form Ni3+, can be 

represented using KrÖger- Vink notation by the following defect equation Eq. 6.4 as follows: 

NiNi + OO  → NiNi
′ + VO

° +
1

2
𝑂2 ↑   6.4 

For charge balance, positively charge oxygen vacancy is created in the lattice. Thus in the lattice 

negatively charged NiNi
′  is separated from positively charged VO

°  and thus this forms a permanent 

electric dipole. Polarization arising out of this permanent dipole in the presence of alternating field 

is called orientation polarization. Relaxation of this orientation polarization is faster compared to 

space charge polarization. At the beginning, at lower frequency, contribution to dielectric constant 

εʹ(ω) comes both from space charge as well as from orientation polarization. Now with increasing 
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frequency first contribution from space charge polarization decreases leading to decreases in εʹ(ω). 

At high frequency contribution would come from orientation polarization alone, which would also 

decreases at high frequency. This explains the decreases in εʹ(ω)  with frequency [28, 29]. Among, 

P1, P2 and P3, particle size increases from P1 to P3. Thus at P1 particle size being smallest would 

have higher grain boundary volume fraction and secondly more number of defects would be there. 

Thus at P1 space charge polarization in the grain boundary region would be more. So also the 

concentration of Permanent dipole from defects would also increases. Therefore the polarization 

would be maximum at P1 and as the particle size increases from P2 to P3 net polarization would 

decreases and hence εʹ(ω) will decreases from P2 to P3. Thus the dielectric constant from P1 to P3 

decreases for given frequency which actually observed (Fig.  6.3 (a)). 

 

Fig. 6.3 Variation of (a) real part of dielectric constant *, (b) imaginary part of dielectric constant * and 

(c) tangent loss (tan δ) with frequency. 
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The variation of imaginary part of dielectric constant εʺ(ω) with frequency (Fig. 6.3(b)) at 300 K 

shows that it follow the similar nature as εʹ(ω) i.e. it decreases sharply in low frequency region and 

also with increase of particle size decreases. In high frequency region it becomes almost 

independent of frequency and particles size. Fig. 6.3 (c) also shows the variation of dielectric loss 

(𝑡𝑎𝑛𝛿) with frequency at room temperature. It is usually considered to be produced by domain 

wall resonance. According to the Eq. 6.2 tangent loss is found to proportional to the εʺ(ω). The 

variation of tangent loss (Fig. 6.3 (c)) clearly shows that it decreases with the increase in frequency 

for all prepared samples and exhibit dispersion nature. The plot of tangent loss displays small 

relaxation peaks at lower frequencies for all samples. This relaxation peaks suggested that the 

hopping frequency of localized charge carriers becomes almost equal to the applied field frequency 

at that point. It is also observed that the relaxation peak shifted towards lower frequency with 

increasing particle size. The peak value of tangent loss for P1 and P2 appeared at approximately 

500 KHz. From the above discussion it is clear that for P3 having the largest size major 

contribution to loss comes from interparticle grain boundary space charge polarization which 

occurs at lower frequency. Compared to P3, for P2 and P1 having smaller size, larger contribution 

to polarization comes from defect induced permanent dipoles as explained earlier. Orientation 

polarization does not much contribute to lower frequency but on the other hand it contribute to 

loss at high frequency. Therefore for P3, since major contribution comes from space charge 

polarization which is sluggish to follow the alternating field. Tangent loss would be more at lower 

frequency which is observed. On the other hand for P1 and P2 since major contribution comes 

from orientation polarization which can easily fallow the alternating field at lower frequency 

thereby contributing less to the dielectric loss compared to P3. As frequency increases its starts 

lagging fallowing the field and so contributes more to the dielectric loss. Therefore maximum loss 
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for P1 and P2 would shift to higher frequency compared to P3. With further increase in frequency 

it starts not to follow the high frequency, alternating field and contributes less to loss factor. Thus 

for P2 and P1 the loss factor passes through a maximum which is observed experimentally shown 

in Fig. 6.3 (c).  

6.3.3.  Impedance analysis  

In order to analyse electrical behavior of Ni2O3, in more details, impedance spectroscopic study 

has been carried out. This choice is made because of the large range of frequencies allowed by 

impedance spectroscopy, under which different electric or dielectric phenomena can be assessed. 

The resistive and capacitive behaviors can be separately detected and analyzed [31]. Fig. 6.4 (a) 

and Fig. 6.4 (b) shows the variation of the real part of impedance (Z′(ω)) and imaginary part of   

impedance (Z′′(ω)) with frequency, respectively. At high frequency regime, Z′(ω) didn’t change 

with frequency and non-dispersive nature clearly reveals the presence of space charge. This also 

indicates that ac conductivity will be enhanced at high frequency due to release of space charge 

and modified barrier properties. It is observed that the magnitude of Z′(ω), increases with increase 

of particle size of the Ni2O3 nanoparticles which indicates an increase of resistivity with increasing 

particle sizes. In complex impedance plot, a broad peak has appeared which confirm about 

relaxation process. The broad peak also suggested that the distribution of relaxation time over a 

range i.e. non-Debye type relaxation. The peak maxima has appeared at mean relaxation frequency 

and the relaxation frequency shifts to higher value with decreasing particle sizes indicating that 

relaxation mechanism depends on particle size.  
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Fig. 6.4 Variation of (a) real part of impedance Z′(ω), (b) imaginary part of impedance Z′′(ω) with 

frequency and (c) Equivalent circuit of the nyquist plot, (d) Nyquist plot of Ni2O3 nanoparticles. 

 

In P1 and P2 samples the relaxation is observed at around 104 to 105 Hz. For P3, the relaxation is 

seen at lower frequencies, 103 Hz, which is typical for more insulating than other two materials. 

Due to formation of Ni2+ from Ni3+ due to the electro-neutrality condition, the charged oxygen 

vacancy is generated. This defect generation can be explain from Eq. 6.4. NiNi
′ − VO

°  forms this 

permanent dipole moment. For P3 sample this dipole polarization is responsible for this dielectric 

loss around 500 kHz and for P1 and P2 samples dipolar relaxation occurs at around 100 kHz due 

to the formation of dipole as mention above. It is expected that this permanent dipole would give 
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rise to orientation polarization around 100 kHz frequency region for this smaller particles. This is 

true for smaller particle, because small size would help in this defect generation. However as 

opposed to this for larger particles the formation of these defect would be reduced and as a result 

generation of permanent dipole seems to the insignificant. Then for large particles this low 

frequency relaxation arises mainly due to this space charge polarization of ionic solid Ni2O3.  

Complex impedance analyses enable one to resolve the contribution of various processes, for 

instance, bulk effects and interfaces of grain boundaries [30]. The grain and grain boundary have 

great influence on the electrical properties. Conventionally, the grain and grain boundary 

contributions to the overall impedance can be resolved by exploiting differences in its responses 

to the applied field. The impedance data is based on modeled by an equivalent electrical circuit. 

The single semicircle can be modeled as an equivalent circuit of a grain resistance (Rg) and a grain 

capacitance (Cg) in parallel. In general, the electrical properties of the polycrystalline material have 

contributions from both the grain and the interface. Each contribution may be represented by a 

semicircle in an impedance spectrum plot if the relaxation process occurs at the grain and/or the 

interface. In some cases presence of two semicircles is observed where the high frequency 

semicircle can be attributed to the bulk (grain) property of the material arising due to the parallel 

combination of bulk resistance and bulk capacitance of the material where as low frequency 

semicircle is due to the grain boundary effect consists of parallel combination of grain boundary 

resistance (Rgb) and grain boundary capacitance (Cgb). The two semicircular arcs due to grain 

interior and grain boundary are consistent with the brick layer model for polycrystalline materials 

[31] and it can be expressed as an equivalent circuit consisting of parallel combination of two 

resistances and capacitances connected in series with the contributions of the electrodes. The 

electrode- electrolyte interface circuit consists of parallel combination of resistance (Re) and 
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capacitance (Ce). The modeled equivalent circuit comprises of a series and parallel resistor-

capacitor (R-C) elements, as shown in Fig. 6.4 (c). In order to explore the grain and grain boundary 

effects, we discussed our results in the basis of grain and grain boundary. The circuit consists of a 

series array of three sub-circuits, first two represents grain effects and the grain boundaries and 

third one represents electrode- electrolyte interface effect (Fig. 6.4 (c)). Each sub-circuit is 

composed of a resistor and capacitor joined in parallel. Let (Rg, Rgb, Re) and (Cg, Cgb, Ce) be the 

resistances and capacitances of grains, grain boundaries and interface, respectively, then the 

impedance real (Z′) and imaginary (Z′) parts of the total impedance of the equivalent circuit in this 

system is given below, (Eq. 6.5 and Eq. 6.6).  

𝑍′ =
𝑅𝑔

1+(𝜔𝑅𝑔𝐶𝑔)2 +
𝑅𝑔𝑏

1+(𝜔𝑅𝑔𝑏𝐶𝑔𝑏)2 +  
𝑅𝑒

1+(𝜔𝑅𝑒𝐶𝑒)2    6.5 

𝑍′′ = 𝑅𝑔 [
𝜔𝑅𝑔𝐶𝑔

1+(𝜔𝑅𝑔𝐶𝑔)2] + 𝑅𝑔𝑏 [
𝜔𝑅𝑔𝑏𝐶𝑔𝑏

1+(𝜔𝑅𝑔𝑏𝐶𝑔𝑏)2] + 𝑅𝑒 [
𝜔𝑅𝑒𝐶𝑒

1+(𝜔𝑅𝑒𝐶𝑒)2]   6.6 

The best fitting of equivalent circuit for different particle size of Ni2O3 are shown in Fig. 6.4 (d). 

Fig. 6.4 (d) shows the Nyquist plots (complex impedance spectrum) for the Ni2O3 particles and 

fitting curve of each samples with equivalent circuit. The grain and grain boundary contributions 

to the impedance can be determined by fitting equivalent circuit. Impedance spectra are analyzed 

through an equivalent circuit which is discused above. The semicircular arcs are clearly observed 

for all studied samples. From the Fig. 6.4 (d), its clearly observed that the higher the particle size 

higher the resistance value. The theoretical values of grain resistance and grain boundary resistance 

have been obtained from the fitting and are listed in Table 6.1. 
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Table 6.1 Resistance and capacitances obtained from frequency dependent impedance spectroscopy data 

for Ni2O3. 

Sample 

name 

Particle 

Size 

(nm) 

Rg 

(k Ω) 

Cg 

(nF) 

Rgb 

(k Ω) 

Cgb 

(nF) 

Re 

(k Ω) 

Ce 

(nF) 

GOF 

(χ2) 

    P1 26 6.2 11 9.5 0.04 0.5 0.001 0.9835 

P2 36 23.5 16 10.1 0.53 1.5 0.005 0.9627 

P3 43 56.2 23 12.5 1.38 3.5 0.007 0.9852 

 

The experimental data of capacitance indicates that the low frequency semicircle can be attributed 

to the electrical processes through the grain and the high frequency has been assigned to the grain 

boundary conduction. The value Rg and Rgb have been obtained from the fitting data [28]. It is 

noted in table that Rgb decreases with decreases particle size.  The value of Rgb at different samples 

was estimated from the complex impedance spectrum. This plot indicates the changes in grain 

boundary resistance of different samples representing the role of grain boundaries in electrical 

conduction process of material. The conduction mechanism for grains and grain boundaries are 

different. A hopping mechanism through various defect sites contributes to the intra-grain 

conduction whereas the interface barrier potential plays the major role for inter-grain boundary 

condition. The existence of two semicircular arcs suggests that Ni2O3 exhibits electrically 

heterogeneous structure. Comparing the Nyquist plot of all samples at room temperature, the 

impedance value of larger particle is larger than that of small particle and spectra show that the 

grain boundary resistance of smaller particle is lower than the grain boundary resistance of larger 

particle. For small particle size grain boundaries are higher therefore the electrons are able to reach 
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to the grain boundary position and accumulated to developed significant polarization. This can be 

attributed to the high dielectric constant of smaller particles.  

6.3.4.  Modulus analysis 

 

Fig. 6.5 Variation of (a) real part of electric modulus (Mʹ), (b) imaginary part of electric modulus (Mʺ) and 

(c) ac conductivity plot with frequency of Ni2O3 nanoparticles. 

 

The complex electric modulus formalism is a useful tool to understand the bulk response of 

dielectric materials. The complex electric modulus (M∗) can be represented as the inverse of 

complex dielectric constant (ε∗ ) i.e. 
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 𝑀∗ = (𝜀∗)−1                  6.7 

𝑀∗ =  𝑀ʹ +  𝑗𝑀ʺ =  
ℇ′

ℇ′2+ ℇ′′2 + 𝑗
ℇ′′

ℇ′2+ ℇ′′2   6.8 

where M′ , M′′ are the real and imaginary parts of electric modulus and ε ′ , ε ′′ are the real and 

imaginary parts of the dielectric constant respectively. In our investigation, Fig. 6.5 (a) shows the 

frequency dependence of the real part of the electric modulus (M′) for three different particle size. 

It is evident from the figure that at low frequencies, M′ approaches zero for the all sample, this can 

be assigned by absence of sufficient electrode polarization. In high frequency region, M′ increases 

continuously showing a dispersive nature indicating the lack of movable charge carrier due to 

restoring force produce by applied field. The frequency dependence imaginary part of the electric 

modulus (M′′) which signifies the total energy loss under electric field has shown in Fig. 6.5 (b). 

In every curve, a relaxation peak has appeared which confirms the presence of relaxation process. 

The peak broadness suggests the distribution of relaxation time and a deviation from ideal Debye 

relaxation. This relaxation peak tends to shift towards higher frequencies with particle size clearly 

reveals that relaxation mechanism depends on the size of particle. The frequency regime to the left 

of this relaxation peak (i.e. below fmax) is associated with the hopping conduction due to mobile 

charge carriers over long distances. The region to the right of this peak (i.e. above fmax) corresponds 

to the short range or localized motion of charge carriers as they are spatially confined to the 

potential wells. The frequency range where the relaxation peak occurs is suggestive of the 

transition from long range to short range mobility of charge carriers. 

6.3.5.  AC conductivity analysis 

AC conductivity of the samples can be evaluated using the relation [32]: 

𝜎𝑎𝑐 = 0𝑟𝜔𝑡𝑎𝑛δ           6.9 
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where 𝛚 is the angular frequency of the applied field. Fig. 5(c) shows the variation of ac 

conductivity with frequency for P1, P2 and P3 nanoparticles (log-log scale). It can be seen that 

conductivities increased greatly to give a maximum with particle size reduction to 26 nm (P1). To 

understand the reason of the maximum conductivity, we have to consider the factors that are 

responsible for the conductivity. First, the conductivity of Ni2O3 nanoparticles might be primarily 

contributed by the holes and protons because: (1) Ni2O3 is a semiconductor and (2) Ni2O3 

nanoparticles may show proton conduction for their hydrated surfaces as shown in FTIR [15, 18]. 

With regards to the protonic contribution, particle size reduction would give the enlarged surface 

area and enhanced surface hydration which are expected to produce a increased conductivity.  

Therefore, it is most likely that the observation of maximum conductivity could be a consequence 

of the balance between the concentration of charge carriers, holes and protons. Fig.6.5 (c) shows 

that all samples exhibit same pattern of conductivity, i.e. it is observed three regions which is 

separated by two threshold frequencies, f1 and f2. At low frequency (>f1), conductivity is 

independent to the frequencies which denotes 𝛔dc. For the region >f1 and <f2, conductivity increase 

with frequencies which is called moderate frequencies region. At high frequencies region 

conductivity increases linearly with increases frequencies can reveals that the localized hopping 

[33-35]. However, as the frequency increases, electrons gain energy from the applied electric field 

and conductivity begins to rise at the higher frequency side. It also shows from table 1 that the 

grain resistance of large particle is approximately ten times that of small particles. [36]. At lower 

frequency, conductivity mainly due to mobilization of charge carriers over long range. Whereas, 

at high frequency regime the localization of charge carriers contributed to the ac conductivity. 
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6.4. Conclusion 

A low temperature chemical route has been adapted to synthesize nickel (III) oxide (Ni2O3) 

nanoparticles whose particle size can be varied by tuning the reaction temperature. XRD data 

confirmed the single phase hexagonal phase of the synthesized nanoparticles whose particulate 

nature can be further affirmed by FESEM analysis. The presence of signature bonds have been 

seen in FTIR analysis. The longitudinal optical one-phonon (1LO), longitudinal optical two-

phonon (2LO) modes corresponding to the coupling interaction of Ni–O oscillations also been 

observed by Raman studies. The dielectric studies in the frequency range from 10 Hz-106 Hz at 

room temperature shows the samples has high dielectric constant and low loss. Further the 

impedance measurements reveal the effects of particle size and frequency on the dielectric 

behavior of nanocrystalline Ni2O3 and moreover effect of grain and grain boundary has been 

identified. The grain boundary effect is understood by fitting the RC equivalent circuit in the 

Nyquist plot derived from impedance spectroscopy. This samples holding high values for dielectric 

constant and low loss can be a possible candidate for dielectric amplification and wireless 

application. The ac conductivity of these materials shows three prominent region which can give 

the nature of conductivity change with frequencies and also shows that P1 has high conductivity 

compared to other two. The dielectric properties and ac conductivities of these material has been 

measured for the first time. The high dielectric permittivity and low loss of this material could be 

used for power systems and advance electronics.  
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Abstract 

Industrialization has led to an exponential escalation of water contamination particularly 

by organic dyes in South East Asia where textile industries are at bloom. In this study, non-

stoichiometric Ni2O3 synthesized by an environmentally friendly low temperature (0o to 50oC) 

solution phase synthesis approach was demonstrated as a novel photocatalyst for fast and highly 

efficient degradation of Congo Red (CR) and Methylene Blue (MB) dyes under solar irradiation. 

The degradation efficiency was pH dependent and was obtained as 99.2% and 97.4% for CR and 

MB respectively with 1 hour of exposure time. The pH dependency study showed highest 

degradation at 4.3 and 5.6 pH respectively for CR and MB which are close to the characteristic pH 

of the dyes in solution. Hence, no pH modulation is required for efficient degradation. The 

mechanism showed enhanced formation of •OH and •O2H free radicals responsible for the 

degradation/oxidation of the dye due to the use of defective (non-stoichiometric) Ni2O3 as catalyst. 

The catalyst was also found to be highly stable and re-usable (tested consecutively for six times) 

with an average deviation of 0.79% and 0.67% respectively for CR and MB. This catalyst was 

hence potent enough to efficiently degrade CR and MB at a fast rate to their non-toxic forms and 

hence can challenge the existence of the conventional photocatalysts used in the industry.  

7.1. Introduction 

With modernization, the growth rate of industries has exponentially increased in all sectors 

viz. chemical, textile, steel and power in order to meet the daily requirements and comfortable 

lifestyle of people. This directly or indirectly enhances the pollution in and around the industrial 

area [1]. Though pollution and industrialization are linearly dependent due to several industrial 

waste disposal strategies, pollution abatement is not yet very effective. One such waste disposal 

strategy is industrial discharge in running water which is known to cause serious damage to the 
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aquatic and in turn, human biota. The available physical, chemical and biological techniques have 

several drawbacks, are not cost efficient and hence are not commercially viable. Among the toxic 

constituents of industrial discharge in water, certain azo-dyes and there degraded by-products e.g. 

aromatic amines, have been reported to be a mutagen [2] as well as an enhancer of the 

carcinogenesis, chromosomal fractures and respiratory toxicity [3].  

Conventional separation techniques viz. degradation, adsorption, coagulation, 

electrophoresis and extraction, though useful in certain scenarios, involve high energy 

consumption, low efficiency, large footprint and inadequate selectivity [4]. Apart from these, 

several other technologically advanced methods such as flocculation, biological treatment and 

electrolysis have been introduced to remove dye from waste water [5]. Among all these methods, 

photo catalytic degradation of dyes is relatively simple and cost efficient though the low 

photochemical activities for most visible light and ultra violet light active semiconducting photo 

catalysts and quantum yields are low. This bars the catalysts from practical use [6]. Adsorption 

based dye removal technique via mesoporous adsorbents are often considered due to its simple 

operation. However, synthesis of mesoporous adsorbents involve complex chemical synthesis 

strategy and when used in acidic environments (especially metal oxides) are unstable [7]. South 

East Asia has a flourishing bloom of textile industries where congo red (CR), a benzidine-based 

anionic diazo dye and methylene blue (MB), a phenothiazine derivative cationic dye are among 

the commonly used dyes that are found mostly as industrial discharge in water. Both CR and MB 

have vast range of side effects starting from cardiovascular to haematologic [8]. 

Focussing on photo catalytic degradation of toxic dyes into their non-toxic oxidized 

products involves light activated catalysis of a series of free radical reactions. Most metal oxides 

e.g. ZnO [9], TiO2 [10], NiO [11], CuO [12] and their composites [13-16] catalyze effectively in 

presence of the UV spectrum due to their wide bandgap. However, UV irradiation is not 
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industrially viable mainly due to its oncogenic nature to human beings. Hence, there is an urgent 

need of a material that can catalyze in the visible range. Several metal oxides can catalyze organic 

dye oxidation under sunlight either in combination with other metal oxides or after undergoing 

defect engineering. However, synthesis of such materials is quite complex, time consuming, high 

temperature and power requirement and hence not environmentally friendly and requires skilled 

manpower and hence costly [17, 18].  

Among different transition metal oxides (TMOs) used as photo catalysts, porous nickel 

oxide nanostructures and their composites having non-stoichiometric defects have shown excellent 

photo degradation properties over the entire solar spectrum [19-23]. However, the synthesis 

methods of these materials involve rigorous steps, high temperature operation, sophisticated 

instrumentation and specific reagents which are not very user and environmentally friendly. Thus, 

an environmentally friendly synthesis technique involving lesser complex reagents and lower 

synthesis temperature can be suggested for preparing non-stoichiometric nickel oxide which can 

serve as excellent photocatalyst by creating a chemically oxidizing environment at room 

temperature or even below. As a proof of concept, the authors have already prepared nickel (III) 

oxide (Ni2O3) nanostructures within 0oC to 70oC for excellent adsorption mediated Cr(VI) ion 

removal/monitoring in their previous works [24-27]. In this paper, the authors present non-

stoichiometric Ni2O3 nanoparticles synthesized by a mild environmentally friendly room 

temperature oxidative co-precipitation approach as an excellent wide band photocatalyst capable 

of degrading CR and MB under solar irradiation. The degradation efficiency, reusability and 

stability of the catalyst have been studied under different reaction conditions (exposure time and 

pH). A dye degradation mechanism was proposed considering the effect of induced surface defects 

and non-stoichiometric band tailoring on the photo catalytic activity of Ni2O3 catalysts. 
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7.2. Experimental 

All chemicals were of analytical grade, procured from Merck India Pvt. Ltd. and were used 

without further purification.  

7.2.1. Synthesis of non-stoichiometric Ni2O3 

In a typical process, 1.57 g of Ni(NO3)2.6H2O was dissolved in 20 mL de-ionized (DI) 

water to obtain a greenish transparent solution. To this, 15 mL of alkaline NaOCl solution prepared 

by dissolving 0.1 M NaOH in 15 mL NaOCl was added slowly at the rate of 1 mL/min under 

constant stirring at 500 rpm. The stirring was continued till 15 mins and then the greyish black 

precipitate was washed with DI water thrice, filtered and dried at 50oC in a hot air oven. The dried 

powder was further subjected to sustained oxidation in 15 mL NaOCl solution and kept till the 

effervescence ceased. This was done to oxidize any un-reacted Ni2+ ion and remove pseudo-

hydrate phase (if any). The final product was washed with DI water, filtered and dried at 50oC. 

The particle size and crystalinity was varied by varying the synthesis temperature from 0oC to 

50oC to study the effect of synthesis temperature on catalytic property of the material.  

7.2.2. Characterizations 

The phase and crystal structure analysis of the non-stoichiometric Ni2O3 nanoparticles were 

performed by X-ray diffraction (Rigaku, Cu λKα = 1.5404 Å). The morphological analysis of the 

sample was done by FESEM (S-4800, Hitachi) and TEM (JEOL) with EDAX facility. Dye (CR & 

MB) degradation studies were carried out under solar irradiation and subsequent characterization 

were done by UV-visible spectrophotometer (JASCO V-650). 

7.2.3. Photocatalytic activity measurements  

The photo degradation activity was carried out in triplets under solar irradiation in 100 mL 

glass beakers. All solutions were prepared using volumetric flask to minimize measurement errors. 
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The photocatalysis test setup was custom made chamber with a programmable stirrer to control 

the stirring speed accurately. The chamber was designed so as to minimize dispersive and radiative 

losses of the incident wavelengths. 0.01 g of catalyst was dispersed in a 50 mL stock solution (CR 

& MB) with an initial concentration of 1mg/L. The whole setup was then exposed to solar radiation 

under a constant stirring of 500 rpm. The degraded dye solution, after certain time, was centrifuged 

(20,000 rpm for 10 minutes) to remove the catalyst which was collected separately. The absorbance 

spectra of the centrifuged dye solutions were recorded using a UV-Vis spectrometer to estimate 

the concentration of CR and MB. The batch experiment was carried out for each of the three 

different particle sizes (based on synthesis temperature). In order to study the dependence of the 

reaction on physical parameters, the experiment was repeated by varying the reaction physical 

conditions like pH, amount of adsorbate, amount of adsorbent etc. Both dyes were tested with the 

photocatalyst in dark condition to confirm absence of any catalytic reaction in the absence of white 

light. 

7.2.4. Reusability of catalyst 

The catalyst after separation from the dye solution was washed with 0.1 M NaOH solution 

thrice followed by 15 mL NaOCl solution once to remove any adsorbed dye molecule and 

regenerate any Ni2O3 (if it has at all reduced).  

7.3. Results and discussion 

7.3.1. XRD and morphology analysis 

The XRD patterns of the synthesized samples have been shown in Fig. 7.1 (a). The 

observed patterns were in conformity with the standard reference patterns (JCPDS Card Number 

14-0481, CAS Number 1314-06-3). The peaks corresponding to pure hexagonal Ni2O3 appearing 

at 27.34o, 31.66°, 45.41o, 56.38o and 66.12o can be indexed to (101), (002), (111), (202) and (004) 
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planes. The absence of any other peak in the spectrum confirms the formation of pure hexagonal 

Ni2O3. The particle size was calculated using the Scherrer’s formula [28] as tabulated in Table 6.1. 

From the spectrum, it was also observed that growth alone the (002) plane increased with increase 

in synthesis temperature thereby signifying directional growth dependency on the synthesis 

temperature.   

Table 7.1 Variation of particle size with synthesis temperature. 

Temperature of Synthesis Particle Size (in nm) 

0oC 25.8 

RT (25oC) 34.2 

50oC 42.6 

 

The morphology analysis was performed from SEM and TEM micrographs (shown in Fig. 7.1 (b), 

(c) and (d)). The formation of nanoparticles with average size of ~ 20 nm was observed and was 

found to be in good agreement to the calculated dimension from the XRD spectrum. Fig. 7.1 (e) 

demonstrated the lattice image of non-stoichiometric Ni2O3 and was measured to be ~ 2.8 Å which 

is corresponding to the (002) plane of hexagonal Ni2O3. The EDAX profile taken at 10 nm scale 

for Ni2O3 showed the presence of Ni and O in a non-stoichiometric ratio thus confirming the 

formation of the Ni2O3 nanoparticles. All characterizations were performed for the sample 

prepared at 0oC. Other samples were also expected to show similar observations.  
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Fig. 7.1 (a) X-ray diffractogram (b) FESEM image (c) TEM image (in 20 nm scale) (d) TEM image of a 

single nanoparticle (in 10 nm scale) (e) Lattice image (f) EDAX report showing the elemental composition 

of pure non-stoichiometric Ni2O3 nanoparticles. 
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7.3.2. Photocatalytic degradation of CR and MB 

7.3.2.1. Effect of exposure time 

Fig. 7.2 (a) and (b) shows the photocatalytic degradation of CR and MB dyes respectively with 

non-stoichiometric Ni2O3 as photocatalyst with varying exposure time (7.5 - 60 mins). It was 

observed that the photocatalytic activity degraded with increase in particle size with a maximum 

degradation rate of ~ 99.2% of CR and ~ 97.4% of MB for particles synthesised at 0oC exposed 

for 1 hour. The initial degradation rate for CR was however reversed in terms of particle size. 

Negligible amount of dye was degraded in absence of light in comparison to that of light and so it 

was neglected.   

 

Fig. 7.2 Variation of (a) CR (b) MB dye degradation with exposure time in presence of non-stoichiometric 

Ni2O3 as photocatalyst. 

 

7.3.2.2. Effect of pH 

pH is an integral parameter that controls the efficiency of a chemical reaction. In the present photo 

degradation experiment, degradation efficiency was studied by varying the pH of the solution (pH 

3 – pH 12). It was observed that highest degradation was obtained in the acidic pH (~4.3 for CR 

and ~5.6 for MB) while the degradation progressively decreased with an increase in [OH-] 
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(illustrated in Fig. 7.3 (a) and (b)). It is well known that acidic pH enhances the degradation of 

dyes due to the formation of OH• free radicals as follows [29]: 

eCB
- + O2(ads)  •O2

-
(ads) 

•O2
-
(ads) + H+  •HO2 

2•HO2   O2 + H2O2 

H2O2 + •O2
-
(ads)  •OH + OH- + O2  

Interestingly, both the dyes have negative sulphur centres that are more prone towards degradation 

at lower pH. Also, at lower pH, the apparent surface of the Ni2O3 nanoparticles are pseudo 

positively charged due to the H+ ions shielding aiding to more efficient catalysis (by adsorption). 

However, as the concentration of OH- ions increase, the negative centres of the bulky dye 

molecules face competitive attraction towards the catalyst resulting in lower reaction mediated by 

adsorption. Hence the effective degradation decreases with increase in pH of the medium.   

 

Fig. 7.3 Variation of (a) CR (b) MB dye degradation with pH in presence of non-stoichiometric Ni2O3 as 

photocatalyst (exposure time: 30 mins). 
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7.3.3. Regeneration, reusability and stability of catalyst 

In photo degradation studies, regeneration and stability of the catalyst is an important aspect in 

terms of long term use of the same. The non-stoichiometric Ni2O3 was collected and washed thrice 

for removal of any adsorbed dye and converted Ni(OH)2. The XRD spectrums recorded before and 

after experiments were found to be almost identical in terms of peak positions and peak intensity 

thereby confirming the catalyst to be stable and regenerable. 

 For reusability study, the catalyst was re-used repeatedly for six times each with exposure 

of 30 minutes for both the dyes. It was observed that the catalyst showed a good reusability with 

an average adsorption rate of (80.61±0.79) % for CR and (89.55±0.67) % for MB. The deviation 

errors calculated as standard error of mean could be considered within the error range and hence 

ignored. The reusability results for CR and MB are illustrated in Fig. 7.4 (a) and (b) below. 

 

Fig. 7.4 Reusability of non-stoichiometric Ni2O3 catalyst for photo degradation of CR (red) and MB (blue) 

(exposure time ~30 minutes). 
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7.3.4. Mechanism of photocatalysis of CR and MB by non-stoichiometric Ni2O3 nanoparticles 

In order to understand the photocatalytic degradation of CR and MB in presence of Ni2O3 

nanoparticles as catalyst, the band structure of Ni2O3 must be taken into account. Ni2O3 is a p-type 

semiconductor with an intrinsic bandgap of ~ 3.67 eV [30]. Due to its non-stoichiometric 

composition and induced defects, several impurity defect levels are expected to be formed which 

would result in several electronic transition. As a result, the material was found to be active under 

solar irradiation instead of UV irradiation only. When photon is incident on the catalyst surface, 

the conduction band gets populated with electrons (e-
CB) from pre-existing electron-hole pairs 

leaving a hole back in the valance band (h+
VB). This proton breaks down water molecule to release 

an OH• and H+ thereby making the solution acidic. Also, OH-
 ions in solution take up one proton 

to convert to OH•. This OH• is responsible for degradation of the dye. On the other hand, electron 

in the conduction band converts molecular O2 to •O2- which initiates the Fenton reaction in acidic 

pH. Now, decolourization of the dye can take place by three ways: (i) degradation of the dye by 

OH• (ii) oxidation of the dye by proton resulting in the formation of non-toxic degraded/oxidised 

products and (iii) progress of the Fenton reaction (formation of O2H
• radical with •O2-) in acidic 

pH (i.e. in presence of H+ ions in solution) that once again helps in effective oxidation of the dye 

(already explained earlier). The overall reactions can be summarized in the following free radical 

equations: 

Ni2O3 + hν  Ni2O3 (e-
CB + h+

VB) 

O2 + e-
CB  •O2- (initiation of Fenton reaction) 

H2O + h+
VB  H+ + OH• 

OH- + h+
VB  OH• 

Dye + OH•  Degraded dye 

Dye + h+
VB  dye•+ (oxidized dye) 
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The whole mechanism is illustrated in the Fig. 7.5 shown below: 

 

Fig. 7.5 Mechanism of photo degradation of MB and CR by non-stoichiometric Ni2O3 nanoparticles. 

 

The ease of degradation depends on the negative centre present in the dye (sulphur in case of both 

CR and MB). The peroxide radical based degradation is most effective on sulphur centres resulting 

in excellent and fast degradation of both CR and MB by similar mechanism. 

 

7.4. Conclusion 

Thus, the study demonstrated non-stoichiometric Ni2O3 as a potential photocatalyst which can 

degrade CR (99.2%) and MB (97.1%) dyes at 1 hour under solar irradiation. The synthesis strategy 

poses a novel environmentally friendly room temperature technique which would be industrially 

viable in terms of power and time requirement. The catalyst was found to be re-usable after six 

consecutive cycles with an average deviation error of 0.79% and 0.67% for CR and MB 

respectively. The catalyst was most active in slight acidic pH which is the characteristic pH of both 
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CR and MB and hence no pH modulation was required. The proposed mechanism demonstrates 

enhanced •OH and •O2H formation by the utilization of the full solar spectrum resulting in fast 

degradation of the dye in comparison to other potent photocatalyst. This catalyst offers a simple, 

fast and solar irradiation assisted proto degradation of CR and MB and hence can be very well 

used commercially in competition to its conventional industrial counterparts.   
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8.1. Conclusion of the thesis 

A comprehensive summary of the work done in the present thesis is drawn in this chapter.  

 Coral-like NiO microstructure, constituted by nanorods, has been prepared successfully 

using water-urea-PEG based hydrothermal methods followed by calcination. The effects 

of PEG concentration and hydrothermal treatment on the formation of NiO coral-like 

microstructure have been investigated and it is observed that the desired microstructure 

gets formed only at an optimized condition. Structure and morphology of the synthesized 

samples have been examined by XRD, FESEM and HRTEM. The synthesized structure 

exhibits high porosity ~ 37% and Ni vacancies at the surfaces, which is investigated by 

Positron annihilation spectroscopy. Magnetic study illustrates spin-glass like behaviour. 

Interestingly, the synthesized structure exhibits asymmetric hysteresis loop at room 

temperature. Later one is attributed to non-inversion symmetry of the anisotropic energy 

barrier, introduced by defect induced ferromagnetic domain within antiferromagnetic 

matrix of NiO. Numerical values of the anisotropy parameters have also been evaluated 

using law of approach method. The present study evidences that the microstructure could 

be helpful for developing magnetization based memory devices due to its high barrier 

height ~ 2.50×106 erg/cm3. In this context, it is to state that the interparticle interaction, 

inherent of this particular microstructure via surface defects, is strong enough to give 

asymmetric hysteresis at room temperature. 

 In this study, NiO with different morphologies (coral–like and flake–like) are successfully 

synthesized by facile hydrothermal method at 900C followed by calcination at 4500C. 

Structural and morphological properties of the synthesized samples have been investigated 

by XRD, FESEM and HRTEM. BET measurement reveals that the synthesized coral – 
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like nanostructure exhibits lower surface area (39.91 m2/g) compared to flake – like 

nanostructure (91.38 m2/g). Raman spectrum analysis gives higher electron – phonon 

interaction in coral – like nanostructure compared to flake – like nanostructure and 

accumulated electrons at the surface of the nanostructures are the source for higher 

electron – phonon interaction. This interaction got further supported by FWHM of the 

luminescence spectra, where electron – LO phonon interaction plays the dominating role. 

Huang – Rhys ‘S’ – factor characterizing electron – phonon interaction has been quantified 

from excitation, emission of spectra corresponding to band edge emission. Higher 

fractional dimension of coral – like nanostructure is analyzed to be responsible for higher 

‘S’ – factor. It has been demonstrated from ROS assay that coral – like nanostructure 

exhibits higher electron transfer rate per unit area compared to flake – like nanostructure. 

It had also been illustrated that coral – like NiO electrode exhibits higher electrochemical 

capacitance (Cm = 343 mF/cm2) than flake – like nanostructure (Cm = 163 mF/cm2) though 

former exhibits less surface area. Applying Marcus theory, it has been demonstrated that 

the charge transfer process in catalytic as well as in electrochemical process within the 

synthesized nanostructures are non-adiabatic in nature, guided by electron – phonon 

interaction. And finally, it is concluded that lattice polarization, caused by electron – 

phonon interaction, imparts the crucial role specific pseudocapacitance while charge 

transfer resistance and charging or discharging time are determined by activation energy 

of process where the same electron – phonon interaction also plays significant role. 

 We present a two-step facile method to prepare Ni2O3 coral–like and flower–like 

nanostructures first time followed by structural, optical characterizations by XRD, 

FESEM, HRTEM, Raman, luminescence spectroscopy etc. PALS and optical studies 
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illustrate that coral–like nanostructure exhibits higher electron – phonon interaction in 

comparison to flower–like nanostructure due to defects (Ni+3 vacancies). Fractional 

dimension space approach has been taken into account to explain defect dependence of 

electron – phonon interaction. We have successfully fabricated rectifying metal – 

semiconductor junction having fairly low turn – on voltages (0.36 and 0.53 V for flower 

and coral-like nanostructures respectively) using Ni2O3 as an active semiconducting 

materials. A number of electrical parameters like electron mobility, carrier lifetime, 

diffusion length, nature of current transport etc., associated with MS junction, have been 

evaluated. These parameters significantly depend on defect concentrations of the 

nanostructures. Notably, this has been first time examined that the charge transport across 

the junction follows non-adiabatic process rather than adiabatic character. Importantly, 

our synthesized nanostructures reveal dominating thermionic current though exhibit low 

potential barrier i.e. the synthesized MS nano-junction is very much suitable for opto-

electronic applications. A comparison reveals that the junction characteristics are very 

much suitable for optoelectronic applications due to low series resistance, ideality factor 

close to one despite ultralow barrier height.  

 A low temperature chemical route has been adapted to synthesize nickel (III) oxide 

(Ni2O3) nanoparticles whose particle size can be varied by tuning the reaction temperature. 

XRD data confirmed the single phase hexagonal phase of the synthesized nanoparticles 

whose particulate nature can be further affirmed by FESEM analysis. The presence of 

signature bonds have been seen in FTIR analysis. The longitudinal optical one-phonon 

(1LO), longitudinal optical two-phonon (2LO) modes corresponding to the coupling 

interaction of Ni–O oscillations have also been observed by Raman studies. The dielectric 



Chapter 8 

Page | 242  

 

studies in the frequency range from 10 Hz-106 Hz at room temperature show that the 

sample has high dielectric constant and low loss. Further the impedance measurements 

reveal the effects of particle size and frequency on the dielectric behavior of 

nanocrystalline Ni2O3 and moreover effect of grain and grain boundary have been 

identified. The grain boundary effect is understood by fitting the RC equivalent circuit in 

the Nyquist plot derived from impedance spectroscopy. This sample holding high values 

for dielectric constant and low loss can be a possible candidate for dielectric amplification 

and wireless application. The ac conductivity of these materials shows three prominent 

region which can give the nature of conductivity change with frequencies and also shows 

that smaller size nanomaterial has high conductivity compared to other two higher size 

nanomaterials. The dielectric properties and ac conductivities of these material have been 

measured for the first time. The high dielectric permittivity and low loss of this material 

could be used for power systems and advance electronics. 

 In this study, non-stoichiometric Ni2O3 synthesized by an environmentally friendly low 

temperature (0o to 50oC) solution phase synthesis approach was demonstrated as a novel 

photocatalyst for fast and highly efficient degradation of Congo Red (CR) and Methylene 

Blue (MB) dyes under solar irradiation. The degradation efficiency was pH dependent and 

was obtained as 99.2% and 97.4% for CR and MB respectively with 1 hour of exposure 

time. The synthesis strategy poses a novel environmentally friendly room temperature 

technique which would be industrially viable in terms of power and time requirement. The 

catalyst was found to be re-usable after six consecutive cycles with an average deviation 

error of 0.79% and 0.67% for CR and MB respectively. The catalyst was most active in 

slight acidic pH which is the characteristic pH of both CR and MB and hence no pH 
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modulation was required. The proposed mechanism demonstrates enhanced •OH and •O2H 

formation by the utilization of the full solar spectrum resulting in fast degradation of the 

dye in comparison to other potent photocatalyst. This catalyst offers a simple, fast and 

solar irradiation assisted proto degradation of CR and MB and hence can be very well used 

commercially in competition to its conventional industrial counterparts. 

8.2. Future scope 

 To investigate the effect of other morphology of NiO on magnetic properties including 

pattern hysteresis loop and its asymmetry. 

 To study the effect of interparticle interaction on magnetic properties of NiO including 

phase transition, structure etc. 

 To study the effect of morphology and size on magnetic properties of Ni2O3. 

 To study the effect of morphology of Ni2O3 on dielectric and electrical properties.  



Contents lists available at ScienceDirect

Physica B: Condensed Matter

journal homepage: www.elsevier.com/locate/physb

Electron – Phonon interaction to tune metal – Semiconductor junction

characteristics: Ultralow potential barrier and less non-thermionic emission

Swarupananda Bhattacharjeea, Arka Deyb, Sayan Deya,1, Anirban Roychowdhuryc,2,

Partha P. Rayb,∗∗, Dipankar Dasc, Gopes C. Dasd, Chandan K. Ghosha,∗

a School of Materials Science and Nanotechnology, Jadavpur University, Kolkata, 700032, India
bDepartment of Physics, Jadavpur University, Kolkata, 700032, India
cUGC-DAE Consortium for Scientific Research, Kolkata Centre, III/LB-8, Bidhannagar, Kolkata, 700098, India
d Department of Metallurgical and Materials Engineering, Jadavpur University, Kolkata, 700032, India

A R T I C L E I N F O

Keywords:

Metal – Semiconductor junction

Ni2O3 nanostructures

Electron – Phonon interaction

Fractional dimension

Ideality factor

Barrier height

A B S T R A C T

We present a two-step facile method to prepare Ni2O3 coral–like and flower–like nanostructures first time fol-

lowed by structural, optical characterizations by XRD, FESEM, HRTEM, Raman, luminescence spectroscopy etc.

We also report rectifying I–V characteristics of Ni2O3 nanostructures/Al based metal–semiconductor junction

with ultralow turn-on voltages (0.36 V), potential barrier (0.33 eV), very ideal thermionic current (η=1.11).

Photo-responsive character illustrates that the junction devices could be a promising material for light sensing

application. Parameters like series resistance (111.4Ω), electron mobility (16.73×10−10 m2V1s−1), diffusion

length (5.13× 10−7m), density of states (3.09×1040 eVm−3) etc. have been evaluated and it is discussed that

the defect (Ni3+ vacancy) induced electron–phonon interaction within the active semiconducting layer plays the

crucial role to determine these parameters. Most importantly, it has been identified that the charge-transport

across the junction follows non-adiabatic mechanism. Our results suggest a new insight into current transport

mechanism that may be generalized to understand microstructural, defect dependence MS junctions.

1. Introduction

Due to ability of converting light into electrical signal, metal–se-

miconductor (MS) junctions are ubiquitously used in the field of various

optoelectronic devices such as solar energy, light-wave communication,

photodetector etc. [1–3] With current research trends in the field of

nanoscience and technology, focus has been shifted to develop low-

dimensional nanoscale MS junctions those exhibit new optoelectronic

characteristics, attributed to unique features of the nanomaterials. In

this context, it may be stated that understanding of the optical and

electrical properties of nano-junction is very important for the fabri-

cation of reliable real field MS nano-optoelectronic devices. Several

parameters like carrier lifetime, charge carrier-recombination rate,

band gap, morphology etc. of the semiconductors are found to influence

significantly on the performance of these devices, therefore searching of

efficient nano-junction for various nano-optoelectronic devices is the

‘holy grail’ research trend in this realm [4,5]. ZnO, TiO2, CdTe, CdSe,

CdS, ZnS etc. are employed as potential semiconducting materials due

to their easy tuneability of microstructure, chemical stability, easy

availability, environmental compatibility etc. [6] There are evidential

reports demonstrating that barrier inhomogeneity, attributed to grain

boundary, defects, morphology etc., mostly influences the interfacial

properties including potential ideality factor, reverse saturation current

etc., while energy difference between Fermi energy of metal and con-

duction band of semiconductor determines the turn-on voltage. In this

regard, Ren et al. have studied the effect of lattice mismatch on the

barrier characteristics [7]. The effect of barrier fluctuation of barrier on

current have been investigated by Tung [8] employing ballistic electron

emission spectroscopy. Effect of lateral barrier inhomogeneity on ide-

ality factor which is a measure of non-ideal I–V characteristic has been

enumerated by Biber et al. [9] It has also been observed that MS

junction characteristic gets also influenced by the dipole moment,

formed at MS interface. For example, Endo et al. has revealed that the

dipole moments perpendicular to either Zn-polar (0001) or O-polar
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a  b  s  t r a  c t

Coral­like  microstructure of  NiO  has been synthesized  via  a  facile template free hydrothermal  technique

followed by  calcination.  Structure and  morphology  of  the synthesized  samples have  been  examined

by x­ray diffractometer,  field emission scanning  electron microscope  and  transmission  electron  micro­

scope. Positron annihilation  spectroscopy reveals  high  porosity  (37%)  and cationic vacancies  within  the

microstructures.  Magnetic  study  illustrates  spin­glass  like behaviour  and asymmetric  hysteresis loop at

room temperature.  Later  one  is  attributed to  non­inversion  symmetry of  the anisotropic  energy  barrier,

introduces by  defect induced  ferromagnetic domain  within antiferromagnetic  matrix  of  NiO.  Numerical

values  of  the anisotropy  parameters have also been evaluated  using law  of  approach  method. The  present

study  evidences  that  the microstructure could  be  helpful  for developing magnetization  based  memory

devices  due to  its  high  barrier height  ∼ 2.50  × 106 erg/cm3.

© 2018  Published by  Elsevier  B.V.

1. Introduction

Over the last  decade, extensive research work has been car­

ried out on transition metal oxide nanostructures due to their

importance in  fundamental researches as well as in applications

in  many fields [1]. Among different transitional metal oxide based

nanostructure, investigated so far, NiO nanostructures have par­

ticularly drawn attention due to  their potentiality in different

applicational fields e.g. battery cathodes, catalysis, smart windows,

sensing, p­type transparent conducting oxide films, electrochromic

films, active optical fibers, photovoltaics, supercapacitors etc. [2–4].

NiO nanostructures have proven its candidature as an  upcoming

material for next generation resistive switching memory devices,

spin valves, tunnel junction etc [5]. Till date, various hierarchi­

cal nanostructures of NiO such as hollow spheres [6], nanorods

nanowires [7],  polyhedrons [8],  plates [9],  has been synthesized

and it  has been observed that they often exhibit exotic proper­

ties completely different from bulk, thus applicational opportunity

in  additional fields gets opened up. Comparatively less  attention

∗ Corresponding author.

E­mail address: chandan.kghosh@jadavpuruniversity.in (C.K. Ghosh).

has been  given to  investigate magnetic properties of different NiO

hierarchical structures. But, few  studies that have already been

carried out demonstrates that they often exhibit unique mag­

netic properties that has not been observed in bulk NiO [10].

For example, in contrast to antiferromagnetic bulk NiO, hierar­

chical structures show weak ferromagnetism, enhanced coercivity,

enhanced hysteresis loop, well­described by Kodama et al. on  the

basis of multi­sublattice spin configuration [10], while earlier two­

sublattice model, proposed by  L.  Neel in the year 1961, was not

able to explain these newly observed magnetic properties [10].

Recently, spin glass response due to freezing of  the surface spins

has been observed in NiO structure by Winkler et  al. [11]. In general,

uncompensated surface spins and their interaction with local envi­

ronment that significantly depends on morphology determine their

magnetic properties where interparticle interaction plays crucial

role [11–13].  In this context, magnetic properties of lotus­root and

flower­like micro­spherical NiO  were investigated by  Cui et  al. [14].

Proenca et al.  examined the effect of  size on the magnetic behaviour

of nanocrystalline spherical NiO [15].  Here, it is to state that for

better understanding the dependence of  magnetic properties of

hierarchical structure of  NiO upon morphology and underlined

magnetic interaction, intense research has  to be carried out on

various hierarchical structure of NiO. In this manuscript, magnetic

https://doi.org/10.1016/j.apsusc.2018.01.023
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