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CHAPTER 1 
 

Introduction 

1.1 General Introduction 

Evolutionary Computation is a type of computing which evolves its basic 

characteristics using principles inspired from biological evolution processes. The 

basic idea of the evolutionary computing relates with the powerful natural 

evolution processes to solve real life optimization problems [1] by trial and error 

method.  

Evolutionary computational [2] models are referred as evolutionary 

algorithms (EAs) that can be easily expressed as follows: 

Generate a population of samples (i.e., chromosomes or particles) carrying the 

characteristics of the formulated problem under their structure (i.e., in genes) 

Repeat the following steps until the stopping condition(s) is/are satisfied 

i) Test the structure of the sample(s) for quality 

ii) Select samples to reproduce new variations of the selected 

structures 

iii) Replace old sample with a new one, of better structure 

EAs refer to a generic meta-heuristic optimization algorithms 

characterised by implementations looking at a guided random search of an 

iterative processes. EAs include a family of heuristic algorithms called meta-

heuristics. Nowadays EAs has become a more powerful research area in 

computer science as well as different branches of science and technologies.  

EAs started with three research topic in the 1950s and 1960s: genetic 

algorithms, evolution strategy and evolutionary programming. 

Hybrid Algorithms [3] combine two or more algorithms to solve optimization 

problems which are more complicated and cannot be solved easily by using any 

other direct/indirect optimization techniques. Generally the main goal is to 

combine the entire features/properties of each algorithm to get higher 

performance in different aspects viz. time complexity, space complexity as well 
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as to reduce the computational cost. The combined strategies may be applied 

sequentially or switching between them over the execution of the algorithm. 

The reliability of a system[4] can be measured by the probability of 

success in given operating conditions, over a specified time period, generally 

termed as “mission time”, whereas Reliability Optimization imposes some merit 

functions to be achieved, like maximization of system reliability and the 

minimization of system cost, minimization of system volume and minimization of 

system weight. The reliability constraints are typically modelled as probability of 

failure / repair or other environment variables. 

The main objective of reliability optimization [5] is to increase the system 

reliability. This can be done in different ways which are as follows: 

(i) Increasing the component/sub-system reliability of the system/network. 

(ii) Using repair or maintenance mechanisms where failed/damaged 

components are replaced/repaired. 

(iii) Using standby redundancy which is switched to active when a failure 

occurs. 

(vi) Using better arrangement for exchangeable/alternative components. 

(v) Using preventive maintenance such that components are replaced by new 

ones whenever they fail or at some fixed interval, whichever is earlier.  

To implement the above steps, the construction of the resource reserve is 

an important step and there should be a balance between the use/consumption 

of resources and the improvement of system reliability.  

 When, redundancy is used to improve the system reliability, the 

corresponding problem is known as the redundancy allocation problem. The 

objective of this problem is to find out the number of redundant components that 

maximizes the system reliability and the minimization of system cost, volume 

and weight under several resource constraints. This problem is studied since 

1950s, because of its potential broad applications. When it is difficult to improve 

the reliability of unreliable components, system reliability can easily be 

enhanced by adding redundancies on those components. However, for design 

engineers, improving of component reliability has been generally preferred over 

adding redundancy, because, in many cases, redundancy is difficult to add with 
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real systems due to technical limitations and relatively large amount of required 

resources, such as weight, volume and cost. 

There are many applications in different engineering fields such as 

telecommunications, computer networking, electrical networks, gas sewer 

networks, etc. where reliability optimization can be more appropriate for 

designing the system.  

To efficiently build fault-tolerant systems [6] with redundancy, the 

number of redundancies should be optimized. However, for improving the 

system reliability, the addition of redundant components to the system is a 

difficult task; due to several constraints arising out of the size, cost and 

quantities of resources coupled with technical constraints. Thus, the redundancy 

allocation problem can be seen as a practical problem of determining the 

appropriate number of redundant components that maximize the system 

reliability under different resource constraints. Irrespective of those physical 

scalar requirements like size, cost, weight and number of resources, here we 

have been able to consider some characteristic requirements in our research. So, 

in most of the cases, the problem has been formulated as a non-linear 

constrained optimization problem [7] with integer/mixed-integer variables. 

Also, some researches have been done under fuzzy environment. To solve this 

type of problem, several researchers have proposed different approaches. 

Generally, in their works, the parameters of the system are assumed to be known 

precise valued. However, in real-life circumstances, the design parameters may 

fluctuate due to some environmental conditions.  Hence, it is sensible to consider 

the design parameters as imprecise numbers. To define the problem associated 

with such imprecise numbers, different approaches like stochastic, fuzzy and 

fuzzy-stochastic approaches are used. Here, we have used fuzzy approach to 

handle the impreciseness. As a result, the objective function as well as 

constraints of the formulated problem will be fuzzy valued, and these problems 

need to be optimized.  

These types of optimization problems with precise valued/fuzzy valued 

objective functions along with constraints can be solved by a well-known 

powerful computerized heuristic search and optimization methods, i.e., 

Evolutionary Algorithms (EA) like Genetic Algorithm (GA), Particle Swarm 
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Optimization (PSO), Differential Evolution (DE), Ant Colony Optimization (ACO) 

etc.  

This thesis is mainly focused on two different and important engineering 

fields, i.e., Wireless Sensor Networks (Modern Communication Technology) and 

Power Distribution Systems (Power Engineering). Recent advanced technologies 

have rejuvenated the importance of the redundancy strategy on these 

application fields. The current economizing trend in the system design and 

manufacturing has caused many unavoidable faults/defects which have been 

approached in the thesis using the concept of fuzziness which are studied in 

different researches [5]. It is widely known that there are certain limitations on 

enhancing reliability or yield in system design/manufacturing by developing 

relevant technologies. Hence, various fault-tolerant and self-repairable 

techniques have been well studied. These approaches are mainly based on 

adding redundancies on components and controlling the usage of redundancies.  

 

1.2 Basic Definitions, Theory and Terminologies 

1.2.1 Reliability Definition 

According to the Rausand [8], the definition of reliability is as follows: 

“Reliability is the probability that a system will perform satisfactorily for at least 

a given period of time when used under stated conditions”. 

So, the reliability is defined as the probability of a device performing its 

intended purpose adequately for the period of time under the operating 

conditions encountered. The reliability is the probability with which the devices 

will not fail to perform a required operation for certain duration of time. This 

definition brings into the focus four important factors which are as follows:  

(i) The reliability of a device is expressed as a probability. 

(ii) The device is required to give adequate performance. 

(iii) The duration of adequate performance is specified. 

(iv) The environmental or operating conditions are specified. 

However, in practice, even the best design manufacturing and maintenance 

efforts do not completely eliminate the occurrence of failure.  
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1.2.2 System Reliability 

According to Kuo [9], “System reliability is a measure of how well a system meets 

its designed objective and it is usually expressed in terms of the reliabilities of 

the subsystems of components”. 

Generally, to determine the reliability factor the system is splited into 

subsystems and elements whose individual reliability factors can be estimated or 

determined. Depending on the manner in which these subsystems and elements 

are connected to constitute the given system, combinatorial rules are applied to 

obtain the system reliability.  

1.2.3 Fundamental System Configurations 

In many cases, a system is not constructed using a single component. We always 

want to evaluate the reliability of a simple as well as complex/complicated 

system. Let us consider a reliability system consisting of a number of 

components. These components may be hardware, human or even software also. 

If some of the components are software products, then their modelling requires 

special attention. 

Here, we shall discuss some important reliability configurations which are 

as follows: 

1.2.4 The Series Configuration 

The series configuration is the simplest and perhaps one of the most common 

structures. In this configuration, all the components must operate in order to 

ensure the system operation. In other words, the system fails when any one of 

the components fails. 

1.2.5 The Parallel Configuration 

A parallel configuration is a system that is not considered to have failed unless all 

components have failed. This is sometimes called a redundant configuration. The 

word “redundant” is used only when the system configuration is deliberately 

changed to produce additional parallel paths in order to improve the system 

reliability. In a parallel configuration consisting of a number of components, the 

system works if any one of those components is working.  
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1.2.6 The Series-Parallel Configuration 

Let us consider a system which consists of k subsystems connected in parallel, 

with the i-th subsystem consisting of in  series components, for 1,2, ,i k  . Such 

a system is called a series-parallel system [10].  

1.2.7 The Parallel-Series Configuration 

Let us consider a system consisting of k subsystems in series and subsystem i, 

1 i k  , has in components in parallel. Such a system is called a parallel-series 

system [11].  

1.2.8 Hierarchical Series-Parallel Systems 

A system is called a hierarchical series-parallel system (HSP) [12] if it can be 

viewed as a set of subsystems arranged in a series-parallel pattern; each 

subsystem has a similar configuration; subsystems of each subsystem have a 

similar configuration and so on. This system has a non-linear and non-separable 

structure and consists of nested parallel and series systems.  

1.2.9 The Complex/Complicated/Bridge System  

Sometimes a system cannot be reduced to series and parallel configurations, 

because it contains combinations of components which are connected neither in 

a series nor in parallel; those systems are called complex/complicated/bridge or 

non-parallel series systems.  

1.2.10 The K-out-of-N System 

A k out of n    system [13] is an n -component system which functions when 

at least k components out of n function satisfactorily. This redundant system is 

sometimes used in the place of a pure parallel system. It is also referred to as 

:k out of n G    system. An n -component series system is a :n out of n G    

system whereas a parallel system with n -components is a 

1 :out of n G   system. 

 

 

 

 

 

 



Introduction                                                                                                                  7 

1.3 The Objectives and the Motivation of the Thesis 

The primary objectives of thesis are as follows: 
 

1.3.1 Development of hybrid algorithms based on GA with advanced 

operators 

Sometimes genetic algorithm does not reach to the peak. In such cases, all or 

most of the chromosomes of the populations concentrate on a small part of the 

search space located around the local optima. This is known as premature 

convergence. To avoid this premature convergence, genetic algorithm is 

combined with another algorithm to increase the efficiency, accuracy and 

consistency of the developed algorithm. This is known as hybrid algorithm. Our 

aim is to develop new hybrid algorithm based own GA with advanced/newly 

proposed operators for solving optimization problems in crisp and/or fuzzy 

environments.  

1.3.2 Development of particle swarm optimization (PSO) based on 

quantum mechanics 

Recently a new version of PSO, called quantum-behaved particle swarm 

optimization (QPSO) has been proposed in order to improve the global search 

performance of the original PSO. Global convergence is guaranteed with QPSO, 

whereas this is not the case with the original PSO. In QPSO, particles’ state 

equations are structured by wave function and each particle state is described by 

the attracter and the characteristic length of δ-trap. Moreover, the QPSO has 

fewer parameters to control which makes it easier to implement. Our goal is to 

develop advanced/improved QPSO to increase the efficiency of the algorithm in 

solving optimization problems, in crisp and interval environment. 

1.3.3 Development of improved Ant Colony Optimization and Differential 

Evolution 

Like genetic algorithm, ant colony optimization and differential evolution belong 

to the same class of algorithms. However, the upgrading strategies of these 

algorithms in each iteration are different. In this thesis, our aim is to develop 

some hybrid algorithms based on either ant colony optimization or differential 

evolution or both for solving optimization problems. 
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1.3.4 Application of above mentioned algorithms/methods in reliability 

optimization. 

In all the existing works (except few) in the area of reliability optimization and 

related problems, the reliabilities of components of a system are assumed to be 

precise positive numbers which lie between zero and one. However, in reality, 

the reliability of an individual component may not be precise. It may fluctuate 

due to several reasons. So the reliability of each component is sensible and it may 

be treated as a positive imprecise number. To tackle the problem with such 

imprecise numbers, several approaches like fuzzy, stochastic, fuzzy stochastic 

and interval approaches are applied. In this work, our aim is to solve the 

reliability optimization problems and related problems with précised 

valued/fuzzy valued parameters by different methods mentioned in (1.3.1) – 

(1.3.3). Here it is mentioned that, we have also formulated and solved two 

engineering application problems viz. Application of reliability redundancy 

allocation problem in Wireless Sensor Network (WSN) and reliability 

optimization in Power distribution System (PDS)  by using different methods 

mentioned in (1.3.1) – (1.3.3). 

 

1.4 Organization of the Thesis 

In this thesis we have developed two hybrid algorithms namely GA-PSO and GA-

ACO and we have formulated and solved some reliability optimization problems. 

Also we have applied these algorithms in wireless sensor network problems and 

problems related with power distribution system in electrical network system. 

The thesis has been divided into eight chapters as follows: 

Chapter 1 : Introduction  

Chapter 2 : Literature Review 

Chapter 3 : Solution Methodology  

Chapter 4 : GA-PSO Algorithm for mixed-integer nonlinear programming 

problem in reliability optimization  

Chapter 5 : Multi-objective reliability optimization problem via Hybrid 

GA-PSO Algorithm 
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Chapter 6 : The Reliability Redundancy Allocation Problem and its 

Application in Wireless Sensor Networks (WSN) 

Chapter 7 : Reliability Optimization in Power Distribution Systems (PDS) 

using hybrid GA-ACO algorithm 

Chapter 8 : General Conclusion and Scope of Future Research 

 Chapter 2 makes an overview of past and recent developments on 

different evolutionary algorithms. In this chapter, the discussion is mainly 

focused on a literature survey about Evolutionary Algorithms (EA), Genetic 

Algorithms (GA), Particle Swarm Optimization (PSO), Differential Evolution (DE), 

Ant Colony Optimization (ACO), Reliability Optimization Problem (ROP), 

Wireless Sensor Network (WSN) and Power Distribution System (PDS). 

 Chapter 3 deals with an overview of existing finite interval mathematics, 

and fuzzy sets, defuzzification processes. In this chapter, we have also discussed 

about genetic algorithms (GA), particle swarm optimization (PSO), Differential 

Evolution (DE) , Ant colony optimization (ACO) , GA-PSO hybrid algorithm and 

GA-ACO hybrid algorithm  

 The objective of Chapter 4 deals with the development of an efficient 

hybrid approach based on genetic algorithm and particle swarm optimization for 

solving mixed integer nonlinear reliability optimization problems in series, 

series-parallel and bridge systems. This approach maximizes the overall system 

reliability subject to the nonlinear resource constraints arising on system cost, 

volume and weight. To meet these purposes, a novel hybrid algorithm with the 

features of advanced genetic algorithm and particle swarm optimization has 

been developed for determining the best found solutions. To test the capability 

and effectiveness of the proposed algorithm, three numerical examples have 

been solved and the computational results have been compared with the existing 

ones. From comparison, it is observed that the values of the system reliability are 

better than the existing results in all three examples. Moreover, the values of 

average computational time and standard deviation are better than the same of 

similar studies available in the existing literature. The proposed approach would 

be very helpful for reliability engineers/practitioners for better understanding 

about the system reliability and also to reach a better configuration.  
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Chapter 5 presents multi-objective reliability-redundancy allocation 

problem by hybrid optimization techniques. This technique is based on 

combination of genetic algorithm and particle swarm optimization. In this 

chapter, we have solved mixed-integer nonlinear multi-objective reliability 

optimization problem. The Reliability optimization problem involves selection of 

components with different choice in redundant levels as well as reliability level 

to optimize the design problems with respect to several constraints viz. cost, 

weight and volume. Basically, the main task of the problem is to maximize the 

overall system reliability and minimize the system cost, system weight and 

volume of the system. In this chapter we have solved such types of optimization 

problem and for this purpose we have formulated multi-objective optimization 

problem considering objective functions as minimize the system cost, minimize 

the system volume and minimize the system weight respectively along with the 

restriction on targeted system reliability which is the only constraint of the 

problem. Here we have solved the problem using hybrid GA-PSO algorithm. 

Finally, to find out the optimum result and to test the effectiveness of the GA-PSO 

algorithm, numerical example has been solved and computed results have been 

presented.  

Chapter 6 focuses on Reliability Redundancy Allocation Problem (RRAP) in 

Wireless Sensor Network (WSN) system is obviously an important problem. The 

basic function of WSN system is to provide surveillance data transmission over a 

specified area maintaining minimum power consumption (minimum cost), 

occupying minimum volume and weight of system components with a 

reasonable level of reliability.  In this chapter, a decision making assessment of 

reliability of Redundancy Allocation Problem (RAP) is proposed using fuzzy 

approach. The fuzzy approach incurs the virtue of uncertainty in account to make 

the approach more practical. Triangular Fuzzy membership function is 

introduced to produce fuzzy number set as input variables (cost, weight and 

volume) to a hybrid optimization algorithm. A hybrid meta-heuristic algorithm 

aiming for reliability optimization in RAP of system components of WSN is 

discussed. This algorithm is based on a new hybrid algorithm using Genetic 

Algorithm (GA) and Particle Swarm Optimization (PSO). The fuzzy results 

obtained are used to exhibit decision making matrix to enhance decidability 
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property of WSN. Finally after defuzzification crisp data are obtained and 

compared with other approaches from literature and found satisfactory. 

In Chapter 7, Power Distribution Systems (PDS) in urban areas suffer from 

different types of problems. One such major problem is accidental or scheduled 

interruption. In electrical networks, effects of interruptions are usually 

quantified using a set of reliability indices, namely, the System Average 

Interruption Frequency Index (SAIFI) and the System Average Interruption 

Duration Index (SAIDI). Installation cost (fixed cost) and cost due to temporary 

and / or permanent faults during interruptions (variable cost) are also major 

issues to be considered while achieving a cost efficient, fault tolerant PDS. 

Formalization of an optimization problem that jointly minimizes the afore-

mentioned reliability indices as well as the cost of a PDS by optimal allocation of 

different protective devices and switches has always been a challenging task. 

This chapter presents a hybrid single as well as joint-objective function 

optimization technique to minimize different reliability indices (mixed-integer 

minimization problems), as well as the operational cost of a PDS in urban areas. 

In the proposed technique, two well-known meta-heuristic search techniques, 

namely Genetic Algorithms (GA) and Ant Colony Optimization (ACO), have been 

hybridized after modifying different participating operators. The effectiveness of 

the proposed algorithm is examined and each PDS is tested in a different 

environment of constrained optimization. In addition, the presented simulation 

results are compared with existing approaches that solve this problem. The 

simulation results show the superiority of the proposed hybrid GA-ACO model, 

as compared to other established heuristic approaches. 

In Chapter 8, general concluding remarks drawn from this research 

studies and the future scope of research have been furnished. 
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CHAPTER 2 
 

Literature Survey  

 

In this chapter, we have briefly discussed about literature survey on different 

Evolutionary Algorithms and reliability optimization problems. Here, we have 

also discussed about literature survey of Wireless Sensor Network (WSN) and 

Power Distribution System (PDS)  

2.1 Literature Survey on Evolutionary Algorithms (EA) 

Since late 1950’s, Evolutionary Algorithms were pointed out by so many 

influencing works of Bremermann [14], Friedberg[15,16], Box [17], and others, 

but the field remained relatively unknown to the broader scientific community 

for almost few decades. The lack of available powerful computer platforms at 

that time and methodological shortcomings of those early approaches may be 

some reasons for implementing these algorithms (see, e.g., Fogel [18]). The 

fundamental work of Holland [19], Rechenberg [20], Schwefel [21], andFogel 

[22] served to slowly change this picture during the 1970’s, and currently we 

have observe a remarkable and steady (still exponential) increase in the number 

of works (see, e.g., Alander [23]) in this field and a clear demonstration of the 

scientific as well as economic relevance of this subject matter.  

The majority of current implementations of evolutionary algorithms 

descend from three strongly related, but independently developed approaches: 

viz., Genetic Algorithms, Evolutionary Programming, and Evolutionary Strategies. 

Genetic Algorithm was first introduced by Holland [19, 24, 25], and effectively 

studied by De Jong [26-29], Goldberg [30-34], Davis [35], Eshelman [36, 37], 

Forrest [38], Grefenstette [39-42], Koza [43, 44], Mitchell[45], Riolo [46,47], and 

Schaffer [48-50]. EAs have been originally proposed as a general model of 

adaptive process, but by far the largest application of these techniques is in the 

optimization domain [28, 29]. Since this is true for all three of the mainstream 
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algorithms presented in this thesis, we have discussed their capabilities and 

performance mainly as optimization strategies. 

Evolutionary programming, introduced by Fogel [22, 51] and extended in 

Burgin [52, 53], Atmar [54], Fogel[55-57], and others, was originally offered as 

an attempt to create artificial intelligence.  

Evolutionary strategies, as developed by Rechenberg [58, 59] and 

Schwefel [60, 61], and extended by Herdy [62], Kursawe [63], Ostermeier 

[64,65], Rudolph [66], Schwefel [67], and others, were initially designed with the 

goal of solving difficult discrete and continuous, mainly experimental [68], 

parameter optimization problems. During the 1980’s, advances in computing 

system enabled the application of Evolutionary Algorithms to solve difficult real-

world optimization problems and solutions have been received for a broader 

scientific community. In addition, beginning in 1985, international conferences 

on the techniques were established (mainly focusing on Genetic Algorithms [69-

74], with an early emphasis on Evolutionary Programming [75-79], as small 

workshops on theoretical aspects of Genetic Algorithms [80-82], as a Genetic 

Programming conference [83], with the general theme of nature-inspired 

problem solving methods [84-87], and with the general topic of Evolutionary 

Computation [88-91]). But, somewhat surprisingly, the researchers in the 

various disciplines of evolutionary computation remained isolated from each 

other until the meetings in the early 1990’s [72, 76, 84]. The remainder of this 

section is intended as an overview of the current state of the field. We cannot 

claim that this overview is close to complete. As good starting points for further 

studies, we referred to the works of [18, 31, 35, 45, 46, 61], and [92-95]. 

In 1998, Fogel highlights in his book, “Evolutionary Computation: The 

Fossil Record” [96], how some early ideas have developed into the current 

thinking and how others have been lost and await rediscovery. The introductions 

to each chapter reflect Fogel's one-on-one conversations with the authors and 

their colleagues, conducted over a period of four years. Evolutionary 

Computation: The Fossil Record provides in-depth historical information and 

technical detail that is simply unmatched in the field. This book is complete with 

an extensive bibliography of related literature. Evolutionary Computation: The 



Literature survey 14 

 

Fossil Record may be of particular interest to researchers and students in need 

of a comprehensive resource on this fascinating area of computer science.  

In the year 1999, Jürgen Branke surveys [97] a number of approaches 

that extend the Evolutionary Algorithm with implicit or explicit memory and 

suggests a new benchmark problem. In the year 2000, Bäck, Fogel and 

Michalewicz wrote a book named “Evolutionary Computation: Basic Algorithms 

and Operators” [98] that enlightened the vast area of evolutionary computation. 

In the year 2003, N. Sinha , R Chakraborty and P. K. Chattopadhyay emphasized 

in a well written paper named “Evolutionary Programming Techniques for 

Economic Load Dispatch ” [99], and in this paper they proposed various 

modifications to the basic method of Evolutionary Algorithms to enhance speed 

and robustness, and these methods have been applied successfully on some 

benchmark mathematical problems, as well as few applications on real-world 

problems. 

One main difficulty in applying EAs to real-world problems is that they 

usually need a large number of fitness evaluations before a satisfying result can 

be obtained. In the year 2005, Yaochu Jin published in one of his papers [100] “A 

Comprehensive Survey of Fitness Approximation in Evolutionary Computation” , 

research about the Fitness Approximation concept.  

In the year of 2006, KA De Jong wrote a book entitled “Evolutionary 

Computation: A Unified Approach” [101] describing the canonical as well as the 

unified view of evolutionary algorithms. 

In the year of 2010, Dudy Lim, Yaochu Jin published a paper “Generalizing 

Surrogate-Assisted Evolutionary Computation” [102], describing a generalization 

of surrogate-assisted evolutionary frameworks for optimization of problems 

with objectives and constraints that are computationally expensive to evaluate. 

In the year of 2011, Yaochu Jin published a survey paper entitled “Surrogate -

Assisted Evolutionary Computation: Recent Advances and Future Challenges” 

[103] emphasizing the idea of evolutionary computation in a different approach. 

In the year of 2012, T Bäck and HP Schwefel discussed in one of their papers, “An 

Overview of Evolutionary Algorithms for Parameter Optimization”, about a 

comparative study of evolutionary computation methods [104]. 

https://www.google.com/books?hl=en&lr=&id=1Yn6AQAAQBAJ&oi=fnd&pg=PR9&dq=evolutionary+computation+2006&ots=5kyA70Paf1&sig=ECfSKYEGJg75RxXIpWOb7HzdO2w
https://www.google.com/books?hl=en&lr=&id=1Yn6AQAAQBAJ&oi=fnd&pg=PR9&dq=evolutionary+computation+2006&ots=5kyA70Paf1&sig=ECfSKYEGJg75RxXIpWOb7HzdO2w
https://scholar.google.ro/citations?user=x7LEID0AAAAJ&hl=en&oi=sra
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In the year of 2013, Dasgupta Dipankar and Zbigniew Michalewicz wrote 

a book titled “Evolutionary Algorithms in Engineering Applications” [105] to 

solve various engineering problems with the help of Evolutionary Algorithms. 

 

2.2 Literature Survey on Genetic Algorithms (GA)  

Genetic Algorithm (GA) is one of the most efficient and powerful heuristic search 

optimization methods based on the mechanics of natural genetics and natural 

selection which imitate the Darwin’s evolutionary principle “Survival of the 

fittest”. Prof. J. H. Holland [106] first developed the concept of genetic algorithm. 

Thereafter, a large number of works have been done for the development of 

genetic algorithm. GA provides good solutions to many complicated optimization 

problems and received significant attentions during the last four decades. When 

the objective functions in the optimization problems are multi modal or the 

search space are irregular, GA need to be highly robust in order to avoid finding 

stuck at a local optimal solution. The main advantage of GA is just able to find out 

the global optimal solution. Furthermore, GA does not require the particular 

mathematical analysis of the optimization problems , which makes GA easily 

coded by users who are not necessarily good knowledge of mathematics.GA has 

been well studied in the literature, such as in Holland [106] , Schaffer [107], 

Michalewicz [108], Koza [109], Liu[110] and have been applied to a wide range 

of problems. 

Very recently GA has been successfully applied in literature in different 

fields such as networking problem, inventory control theory, game theory, 

scheduling problem, graph theory, reliability optimization, wireless sensor 

network, power distribution system in electrical network etc. For details about 

these one may refer to the works of Bielli and Carotenuto [111], Holland [112], 

Anderson [113], Kadri and Boctor [114], Corus and Lehre [115], Kim and Kim 

[116], Biswas et al. [117], Abdul et al. [118]. 

 

2.3 Literature Survey on Particle Swarm Optimization (PSO) 

The term ‘particle’ means any natural agent that describes the `swarm' 

behaviour. The PSO model is a particle simulation concept, and was first 

proposed by Eberhart and Kennedy [119]. Based upon a mathematical 
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description of the social behaviour of swarms, it has been shown that this 

algorithm can efficiently find good solutions to a certain number of complicated 

situations such as, for instance, static optimization problems, topological 

optimization and others (Parsopoulos, K.E. et al.) [120]; (Parsopoulos, K.E.et al.) 

[121]; (Fourie, P.C. et al.,) [122]; ( Fourie, P.C. et al.,) [123]. Since then, several 

PSO variants have been developed (Eberhart,R.C. et al) [124]; (Kennedy, J. et al.) 

[125]; (Kennedy, J. et al.,) [126]; ( Shi, Y. et al.) [127]; (Shi, Y.H. et al.) [128]; 

(Clerc, M.) [129]. It has been shown that convergence of the PSO algorithm is 

implicitly guaranteed if its parameters are adequately selected (Eberhart, R.C. et 

al. [130]). Several kinds of problems solving start with computer simulations in 

order to find and analyze the solutions which do not exist analytically or have 

been proven to be theoretically intractable. This is easy to understand by the 

work of Engelbrecht[131]. 

 

2.4 Literature survey on Differential Evolution (DE) and 
related developments 

The DE [132-136] algorithm emerged as a very competitive form of evolutionary 

computing more than a decade ago. The first written article on DE appeared as a 

technical report by Storn and Price [134] in 1995. One year later, the success of 

DE was demonstrated in 1996, at the First International Contest on Evolutionary 

Optimization, which was as held in conjunction with the 1996 IEEE International 

conference on Evolutionary Computation (CEC) [135]. DE finished third at the 

First International Contest on Evolutionary Optimization (1st ICEO), which was 

held in Nagoya, Japan. DE turned out to be the best evolutionary algorithm for 

solving the real-valued test function suite of the 1st ICEO (the first two places 

were given to non-evolutionary algorithms, which are not universally applicable, 

but solved the test-problems faster than DE). Price presented DE at the Second 

International Contest on Evolutionary Optimization in 1997 [132] and it turned 

out as one of the best among the competing algorithms. Two journal articles 

[133, 137] describing the algorithm in sufficient details followed immediately in 

quick succession. In the year of 2005 on the CEC competition on real parameter 

optimization on 10-D problems, the classical DE secured the 2nd rank and a self-

adaptive DE variant called SaDE [138] secured the third rank, although they 



Studies of Evolutionary Algorithms and Applications in Reliability Optimization  17 

 

performed poorly over 30-D problems. Although a powerful variant of ES, known 

as Restart Covariance Matrix Adaptation ES (CMA-ES) [139,140] yielded better 

results than the classical and self-adaptive DE, later on, many improved DE 

variants like improved SaDE [141], jDE [142], opposition-based DE (ODE) [143], 

DE with global and local neighborhoods (DEGL) [144], JADE [145], and so on, 

that will be discussed in subsequent sections] were proposed in the 2006–2009 

period. Hence, another rigorous comparison is needed to determine how well 

these variants might compete against the restart CMA-ES and many other real 

parameter optimizers over the standard numerical benchmarks. It is also 

interesting to note that the DE variants continued to secure front ranks in the 

subsequent CEC competitions [146], like the CEC 2006 competition on 

constrained real parameter optimization (first rank), the CEC 2007 competition 

on multi-objective optimization (second rank), the CEC 2008 competition on 

large scale global optimization (third rank), the CEC 2009 competition on multi-

objective optimization (first rank was taken by a DE-based algorithm MOEA/D 

for unconstrained problems), and in the CEC 2009 competition on evolutionary 

computation in dynamic and uncertain environments (first rank). We can also 

observe that no other single search paradigm such as PSO was able to secure 

competitive rankings in all CEC competitions. A detailed discussion on these DE-

variants for optimization in complex environments will be provided in chapter 3. 

In the DE community, the individual trial solutions (which constitute a 

population) are called parameter vectors or genomes. DE operates through the 

same computational steps as employed by a standard EA. However, unlike 

traditional EAs, DE employs difference of the parameter vectors to explore the 

objective function landscape. In this respect, it owes a lot to its two ancestors 

namely—the Nelder-Mead algorithm [147], and the Controlled Random Search 

(CRS) algorithm [148], which also relied heavily on the difference vectors to 

perturb the current trial solutions. Since late 1990s, DE started to find several 

significant applications to optimization problems arising from diverse science 

and engineering domains. Below, we point out some of the reasons why 

researchers have been looking at DE as an attractive optimization tool and, as we 

shall proceed through this survey, these reasons will become more obvious. 
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Recently, Differential Evolution with dynamic parameters selection for 

optimization problems has been studied by Sarker et al. [149]. 

 

2.5 Literature survey and related developments on Ant Colony 
optimization (ACO) 

 Ant Colony Optimization (ACO) [150-152] is a meta-heuristic for solving hard 

combinatorial optimization problems. The inspiring source of ACO is the 

pheromone trail laying and following behaviour of real ants, which use 

pheromones as a communication medium. In analogy to the biological example, 

ACO is based on indirect communication within a colony of simple agents, called 

(artificial) ants, mediated by (artificial) pheromone trails. The pheromone trails 

in ACO serve as distributed, numerical information, used by the ants to 

probabilistically construct solutions to the problem being solved and in which 

the ants adapt during the algorithm’s execution to reflect their search 

experience. The first example of such algorithm is the Ant System (AS) [153-

156], which was proposed using an example of the well-known Travelling 

Salesman Problem (TSP) [157]. Despite encouraging initial results, AS could not 

compete with state-of-the-art algorithms for the TSP. Nevertheless, it had the 

important role of stimulating further research both on algorithmic variants, 

which obtain much better computational performance, and on applications to a 

large variety of different problems. In fact, now exist a considerable number of 

applications of such algorithms where world class performance is obtained. 

Examples are applications of ACO algorithms to problems such as sequential 

ordering [158], scheduling [159], assembly line balancing [160], probabilistic 

TSP [161], 2D-HP protein folding [162], DNA sequencing [163], protein–ligand 

docking [164], packet-switched routing in Internet-like networks [165], and so 

on. The ACO meta-heuristic provides a common framework for the existing 

applications and algorithmic variants [150,151]. Ant colony optimization for 

mixed-variable optimization problems has been proposed by Liao et al. [166]. A 

survey: Ant Colony Optimization based recent research and implementation on 

several engineering domain has been proposed by Mohan et al. [167]. 
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2.6 Literature survey on reliability optimization problems 

According to the types of decision variables, Reliability Optimization problems 

can be classified into three categories. These are reliability allocation, 

redundancy allocation and reliability redundancy allocation problems. 

Classification of reliability optimization problems according to the decision 

variables has been shown in Figure 2.1. 

 

Figure 2.1: Classification of Reliability Optimization according to decision 

variables 

 

For reliability allocation problems, one may refer to the works of Allella, 

Chiodo and Lauria [168], Yalaoui, Chatelet and Chu [169] and Salzar, Rocco and 

Galvan [170]. Researchers like Kim and Yum [171], Coit and Smith [172,173], 

Prasad and Kuo [174], Liang and Smith [175], Ramirez-Marquez and Coit [176], 

Yun and Kim [177], Nourelfath and Nahas [178],  You and Chen [179], Agarwal 

and Gupta [180], Coit and Konak [181], Ha and Kuo [182], Tian and Zuo  [183], 

Liang and Chen [184], Nahas and Nourelfath [185],  and others have solved 

redundancy allocation problem. 

Also, Federowicz and Mazumdar [186], Tillman, Hwang and Kuo [187], 

Misra and Sharma [188], Dhingra [189], Painton and Campbell [190], Ha and Kuo 

[191,192], Chen [193], Kim, Bae and Park [194] and others have solved the 

reliability redundancy allocation problem. 
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Several researchers have considered standby redundancy such as Zhao 

and Liu [195], Zhao and Song [196], Yu, Yalaoui, Chatelet and Chu [197], Prasad 

and Kuo [198], Ramirez-Marquez and Coit [199], Meziane, Massim, Zeblah, 

Ghoraf and Rahil [200], Tian, Levitin and Zuo [201] and Li, Chen, Yi and Tao 

[202]. Different algorithms for the reliability redundancy allocation problem 

have been discussed by Caserta et al., Sahoo et al., Banerjee et al. and Misra et al. 

[203-208]. 

 

2.7 Literature survey on Wireless Sensor Network (WSN) 

Grossglauser [209] added the idea about the dramatic improvement in capacity 

scaling due to mobility of WSN and Diggavi [210] described how one-

dimensional mobility increases ad hoc wireless capacity, which is a noteworthy 

contribution in this field. Some researchers focused on the improvement of WSN 

architecture and the communications protocol development. In this context, we 

can indicate the contribution of papers [211-214] in the optimization on 

reliability improvement of WSN as well as power consumption optimization in 

wireless sensor networks. Ailawadhi [211] worked on mobility issues in hybrid 

ad-hoc wireless sensor networks. Shah [212] explained about the Modeling of 

three-tier architecture for sparse sensor networks. Kansal [213] is about 

Controlled mobility for sustainable wireless networks, and Tong [214] describes 

the idea behind Sensor networks with mobile agents. As it is known, power 

consumption is one of the major constraints by which the reliability of WSN can 

be measured, as described in Chakrabarti [215]. Our work is inspired by the 

work presented in Chakrabarti [215], which proposed the Communication 

Power Optimization in a Sensor Network with a Path-Constrained Mobile 

Observer, which is based on rigorous analysis and case studies with real datasets 

to solve the power optimization problem pertinent to mobile WSNs. 

For details one may referred the works of Raghunathan et al.[216], 

Akyildiz et al. [217], Kim et al.[218], Tillman et al.[219], Dima et al.[220],Cinque 

et al.[221], Shrestha et al.[222], Shaikh et al. [223], Banerjee et al.[224], 

Parameswaran et al.[225]. Raghunathan Vijay et al. [216] added the idea about 

reliability improvement in WSN using efficient algorithms. Akyildiz et al. [217] 

has done an elaborated survey on wireless sensor network. Different techniques 
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for finding reliability in WSN systems are described in the paper of Kim et 

al.[218]. Paper of Tillman et al.[219] described how an optimal allocation of 

reliability can be achieved in Complex (Bridge) Systems. A fuzzy knowledge-

based approach has been tested in paper of S. M., et al. [220] with the aim to 

increase the reliability of WSN systems. Other reliability assessment 

methodologies are used in papers of Cinque et al. [221],Shrestha et al. [222], 

Shaikh et al. [223] for WSN planning or operation.  

 

2.8 Literature survey on Power Distribution System (PDS) 

System Average Interruption Frequency Index (SAIFI) and System Average 

Interruption Duration Index (SAIDI) are two such reliability indices which are 

directly connected to the performance (Billinton and Allan)[226] of a PDS. SAIFI 

is the “average number of interruptions that a customer would experience”. 

SAIDI is the “average outage duration for each customer served” (Pregelj et 

al.)[227]. There are other reliability metrics too such as MAIFI (“average number 

of momentary interruptions that a customer would experience during a given 

period, typically a year”) (Brown)[228].  

Detailed information about widely used indices for quantitative 

assessment of reliability of a PDS (such as SAIFI, SAIDI and MAIFI) is presented 

in IEEE 1366 [229] standard. Billinton and Allan [230] recommend SAIFI and 

SAIDI indices as customer-oriented metrics that can reflect the significance of a 

system outage. Hilber and Bertling [231] have also clearly described the 

relationship between component reliability and its effect on the whole system. 

Some other reliability indices are also available in the literature but the main 

drawback of these indices is their high computing cost.  

One of the most commonly used methods to improve the reliability of 

distribution systems uses the so-called Reliability Centered Maintenance (RCM) 

technique. The method described by Tirapong and Titti [232] is based on the 

analysis of electricity supply interruptions, maintenance activities, costs of these 

activities and scheduling them based on Reliability Improvement Opportunity 

Graph. Another RCM- type method proposed by Li and Brown [233] provides 

high-level reliability and low costs based on maintenance scheduling using the 

"benefit-to-cost ratio" criterion. The proposed method determines a priority list 
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of maintenance activities based on component and system reliability. However, 

the assumption of task independency considered before applying the proposed 

method must be checked further for consistency. Ramírez-Rosado and 

Domínguez-Navarro [234] compute optimal sizes and locations of reserve 

feeders for maximizing the level of reliability at the minimum economic cost. 

Teng and Lu [235] attempt to improve service reliability and reduce customer 

outage costs by computing optimal locations of feeder sectionalizers. However, 

relocating feeders may employ higher cost than relocating protective devices and 

switches. 

The issue of improving PDS reliability by optimal location of switching 

and protective devices is not a new approach. Soudi and Tomsovic [236] 

proposed a binary programming optimization to identify types and locations of 

protective devices on a distribution feeder to ensure reliable and low cost power 

supply. Teng and Liu [237] presented an Ant colony system (ACS) based 

algorithm for optimum switch relocation to reduce interruption cost. Da Silva et 

al. [238] presented a novel technique to optimally place both control and 

protective devices using Mixed Integer Non-Linear Programming (MINLP) with 

real and binary variables. Another approach for optimal placement of reclosers 

and distributed generators to enhance system reliability through minimization of 

reliability indices like SAIFI, SAIDI, and MAIFI was proposed by Popović et al. 

[239]. Their optimization approach is based on sensitivity analysis of the power 

flow equations and reliability indices calculation combined with a Genetic 

Algorithm (GA) optimization strategy. The study was conducted for a limited 

range of operating conditions, but more realistic scenarios with time varying 

load and uncertainties have not been considered. These techniques also employ a 

single objective optimization problem to minimize cost or reliability indices. 

A unique model to achieve higher reliability and lower cost by a multi-

objective Ant Colony Optimization (ACO) technique was proposed by Tippachon 

and Rerkpreedapong [240]. This approach aims at minimizing the total cost and 

other two reliability indices (SAIFI and SAIDI) simultaneously. The results of the 

optimization process are optimal locations of switches and protective devices in 

a test PDS. 
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The method proposed by Ray et al. [241] aims at locating a set of remote 

control switches (RCS) optimally using Differential Search-type algorithm by 

applying a multi-objective function in order to improve system reliability at a 

low cost. However, their tests used fully reliable RCS and authors themselves 

stressed the need for a more realistic approach that takes failure rates and repair 

time for RCS into account. 

 

2.9 Literature survey on Hybrid GA-PSO and GA-ACO 

Heuristic optimization provides a robust and efficient approach for 

solving complex real-world problems. a hybrid method combining two heuristic 

optimization techniques, genetic algorithms(GA) and particle swarm 

optimization (PSO), for the global optimization of multimodal functions has been 

proposed by Kao et al. [242] . Saravanan et al. [243] proposed an improved 

model approach to single diode PV model by Hybrid Genetic Algorithm - Particle 

Swarm Optimization (Hybrid GA-PSO) technique. The main objective of the 

research work is to extract accurate parameters of PV model. Jeong et al. [244] 

has been developed a sophisticated GA/PSO-hybrid algorithm for application to 

real-world optimization problems was proposed. This new hybrid algorithm has 

been applied to two-test-function problems.  

 

Electricity load forecasting is a challenging task because electric load has 

complex and nonlinear relationships with several factors. Sheikhan et al. [245] 

two hybrid models are developed for short-term load forecasting (STLF). These 

models use ant colony optimization and genetic algorithm. Zukhri et al. [246] 

proposed an optimization problem based on Genetic Algorithm (GA) and Ant 

Colony Optimization Algorithm (ACO). GA is designed by adopting the natural 

evolution process, while ACO is inspired by the foraging behaviour of ant species. 

In this paper presents a hybrid GA-ACO for Travelling Salesman Problem (TSP), 

called Genetic Ant Colony Optimization (GACO). Fidanova et al. [247] proposed a 

hybrid scheme, to solve optimization problems, using a Genetic Algorithm (GA) 

and an Ant Colony Optimization (ACO). In the hybrid GA-ACO approach, the GA is 

used to find a feasible solution to the considered optimization problem. Next, the 

ACO exploits the information gathered by the GA.  

https://www.sciencedirect.com/topics/computer-science/real-world-problem
https://www.sciencedirect.com/topics/computer-science/combining-method
https://www.sciencedirect.com/topics/engineering/genetic-algorithm
https://www.sciencedirect.com/topics/computer-science/particle-swarm-optimization
https://www.sciencedirect.com/topics/computer-science/particle-swarm-optimization
https://www.sciencedirect.com/topics/computer-science/multimodal-function


Literature survey 24 

 

2.10 Major observations and scope 

 

Observations and scope from literature survey of Evolutionary Algorithms 

(EA) 

There are some scope of modification of operators of evolutionary algorithms  

and unique strategy design. There are some scopes of EA model design in 

different Engineering applications to increase reliability. Usage of EA models 

may be focused in specific engineering fields like Wireless Sensor Network 

(WSN) and Power Distribution System (PDS). 

 

Observations and scope from literature survey of Genetic Algorithms (GA) 

Through study it has been observed that there is some necessity of effective 

algorithms in the field of reliability optimization. There are some scopes of 

designing efficient Genetic Algorithm by the modification of different GA 

operators like crossover operator and mutation operator.. There are also some 

scopes of applying GA in different Engineering applications to increase 

reliability. 

 

Observations and scope from literature survey of particle Swarm 

optimization (PSO) 

By through study it has been understood that there are immense scope of 

modification of different operator in PSO. Cost effectiveness and reliability 

optimization problem can be solved in case of different Engineering fields like 

Wireless Sensor Network (WSN).  

 

Observations and scope from literature survey of Differential Evolution 

(DE) 

Modification in different operators on efficient DE approach can be done. Cost 

effectiveness and enhancement on reliability may be focused using the modified 

Differential Evolution algorithm. There is enormous scope of applying DE 

algorithm in different Engineering applications to increase reliability. 
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Observations and scope from literature survey of Ant Colony Optimization 

(ACO) 

 It has been observed through trough study that the modification in different 

operators on new efficient ACO approach can lead to a good research work to 

reliability enhancement of different engineering fields. 

 

Observations and scope from literature survey of GA-PSO hybrid algorithm 

It has been realized that there is huge scope of applying modern and efficient GA-

PSO hybrid algorithm to solve reliability redundancy allocation problem in the 

field of Wireless Sensor Network (WSN). It is also understood that there is 

immense scope of GA-PSO in different Engineering applications to increase 

reliability. 

 

Observations and scope from literature survey of GA-ACO hybrid algorithm 

Through study it has been understood that there is a huge scope of applying GA-

ACO hybrid algorithm in different engineering fields like Power distribution 

system of power engineering to solve reliability redundancy allocation problem. 

 

 



CHAPTER 3 
 

Solution Methodology 

3.1 Introduction 

Over the last few decades, several researchers formulated and solved single 

objective optimization problems and/or multi-objective optimization problems 

as integer non-linear programming problems (INLPP) and/or mixed-integer 

non-linear programming problems (MINLPP) with single or several resource 

constraints. To solve those problems, they proposed different techniques. In this 

regard, one may refer to the works of Tillman, Hwang and Kuo [248-250], 

Nakagawa, Nakashima and Hattori [251], Misra and Sharma [252], Chern [253], 

Ohtagaki et al. [254], Kuo et al. [255], Sun and Li [256], Gen and Yun [257], Ha 

and Kuo [258] , Coelho [259,260] among others. In their works, the design 

parameters involved in optimization problems have been considered as precise 

values. This means that every probability involved in the problem is perfectly 

determinable. In this case, it is usually assumed that complete probabilistic 

information about the system and its components’ behaviour is available. 

However, in real-life situations, there is not sufficient statistical data available in 

most of the cases where the system is either new or it exists only as a project. It 

is not always possible to observe the constancy from the statistical point of view. 

This means that only partial information about the parameters is known. In 

these cases, the parameters are said to be imprecise. To tackle a problem with 

such imprecise parameters, usually stochastic, fuzzy, interval and fuzzy-

stochastic approaches are applied and the corresponding problems are 

converted into deterministic problems for solving them.  
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3.2 Some Mathematical Background 

3.2.1 Interval Number 

An interval number A  is a closed subset of R denoted by [ , ]A a a  and is defined 

by [ , ] { : , }A a a x a x a x    R , where a  and a are the lower and upper 

bounds respectively and R  is the set of all real numbers.  

Every real number can also be treated as an interval, such as for all xR , 

x  can be written as an interval [ , ]x x  . 

Here, we shall give some basic arithmetical operations like addition, 

subtraction, multiplication and division of interval numbers. 

Let [ , ]A a a and [ , ]B b b  be two intervals. 

Then the addition of two intervals A and B is given by 

[ , ]A B a b a b           (3.1) 

The subtraction of two intervals A and B is given by 

[ , ]A B a b a b            (3.2) 

The multiplication of an interval A by a real number  is defined by 

 

      (3.3) 

 

The mid-point of an interval A is denoted by ( )m A  and is defined by  

( )
2

a a
m A


            (3.4) 

The product of two different intervals A  and B is defined by 

[min( , , , ),max( , , , )]A B ab ab ab ab ab ab ab ab        (3.5) 

The division of the interval B by the interval A  is defined as 

1 1 1
[ , ] [ , ], provided0 [ , ]

B
B b b a a

A A a a
           (3.6) 

The above definitions are provided in the books written by Moore [261] and 

Hansen and Walster [262].  

 

 

 

 

[ , ] for 0,

[ , ] for 0,

a a
A

a a

  


  


 


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3.2.2 Fuzzy Sets 

3.2.2.1 Fuzzy Set: Let X be a non-empty set. Then a fuzzy set A  in X is a set of 

ordered pair given by {( , ( )) : }
A

A x x x X    where ( ) : [0,1]
A

x X   is a 

function such that ( ) 1
A

x x X       , and ( )
A

x  represents the grade of 

membership of x in A . 

3.2.2.2 α-Level Set: Let   , then α - level set or α –cut of a fuzzy set 

generated by fuzzy set A is denoted by A and defined by { : ( ) }
A

A x X x      .  

3.2.2.3 Normal Fuzzy Set: A fuzzy set A  is called a normal fuzzy set if there 

exists at least one x X   such that ( ) 1
A

x  . 

3.2.2.4 Convex Fuzzy Set: A fuzzy set A  is called convex iff for every pair of 

1 2,x x X , the membership function of A  satisfies the inequality 

1 2 1 2( (1 ) min{ ( ), ( )}
A A A

x x x x       , where [0,1]  . 

3.2.2.5 A Fuzzy Number: A fuzzy number A  is a fuzzy set which is both convex 

and normal. 

3.2.2.5.1 Triangular Fuzzy Number (TFN) 

A triangular fuzzy number A is represented by 1 2 3( , , )a a a  and defined by its 

membership function ( ) : [0,1]
A

x X   given by 

1
1 2

1 2

2

3
2 3

3 2

( ) 1
A

x a
whena x a

a a

x when x a

a x
whena x a

a a




  


 
 
  


     (3.7) 

                                  ( )x
A



 
 

 

  

                                   

Figure 3.1: Pictorial representation of triangular fuzzy number 
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3.2.2.5.2 Parabolic Fuzzy Number (PFN) 

A parabolic fuzzy number A  is represented by 1 2 3( , , )a a a and defined by its 

continuous membership function ( ) : [0,1]
A

x X   given by 

2

2
1 2

1 2

2

2

2
2 3

3 2

1

( ) 1

1

A

a x
whena x a

a a

x when x a

x a
whena x a

a a



        


 


  
           (3.8) 

                      ( )x
A



 
 

 

 

 

 

Figure 3.2: Pictorial representation of Parabolic fuzzy number 

3.2.2.5.3 Trapezoidal Fuzzy Number (TrFN) 

A trapezoidal fuzzy number A is represented by 1 2 3 4( , , , )a a a a and defined by its 

membership function ( ) : [0,1]
A

x X   given by 

1
1 2

2 1

2 3

4
3 4

4 3

if

( ) 1 if

if

A

x a
a x a

a a

x a x a

a x
a x a

a a




  


  
 
  


      (3.9) 
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Figure 3.3: Pictorial representation of trapezoidal fuzzy number 

3.2.2.6 Defuzzification 

Defuzzification is the process of producing a representable crisp value in fuzzy 

logic/fuzzy set, given the fuzzy sets and the corresponding degrees of 

membership. There are different types of defuzzification method available in the 

existing literature. However, some useful defuzzification methods are as follows: 

(i) Centre of Area (COA) or Centre of Gravity (COG) or Centroid 

(ii) Bisector of Area (BOA)  

(iii)Smallest of Maxima (SOM)  

(iv) Largest of Maxima (LOM)  

(v)Mean of Maxima (MOM)  

(vi) Regular Weighted Point (RWP)  

3.2.2.6.1 Centre of Area (COA) or Centre of Gravity (COG) or Centroid 

In this defuzzification method the centroid or center of gravity (COG) of the area 

under the membership function is calculated by following formula. 

( )

( )

A

x
COA

A

x

x x dx

x
x dx









       (3.10) 

where  ( )
A

x  is the membership function and x is the output variable. 

3.2.2.6.2 Bisector of Area (BOA)  

This defuzzification can be expressed as  

4

1

( ) ( )
BOA

BOA

x a

A A

a x

x dx x dx                     (3.11) 
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3.2.2.6.3 Smallest of Maxima (SOM)  

It is the smallest value with maximum membership function. It is denoted as 

SOMx . 

3.2.2.6.4 Largest of Maxima (LOM)  

It is the largest value among all x  and 2 3[ , ]x a a .It is denoted as LOMx . 

3.2.2.6.5 Mean of Maxima (MOM)  

It is the mean value of SOMx and LOMx . 

It is defined by
2

x xLOM SOMxMOM


               (3.12) 

3.2.2.6.6 Regular Weighted Point (RWP)  

For the fuzzy number A  the α – cut is [ ( ), ( )]A A A    and the regular 

weighted point for A is given by 

1 ( ) ( )
( ) ( )

2
0( ) lim

1
( )

0

A A
f d

RWP A
x

f d

 
 




 

              (3.13) 

where 
1 2 [0,1/2]

( )
2 1 [0,1/2]

when
f

when

  
 

 
  

Formula for defuzzification of Trapezoidal fuzzy number using centroid 

method 

The defuzzified value COAx  of trapezoid fuzzy number 1 2 3 4( , , , )A a a a a  is given 

by 

2 2 2 2
3 4 3 4 1 2 1 2

3 4 1 23( )
COA

a a a a a a a a
x

a a a a

    


  
    (3.14) 

 

3.2.2.7 Fuzzy linguistic variable 

A fuzzy set is a linguistic variable when it is represented by descriptive words in 

natural languages. The concept of linguistic variable provides a means of 

approximate characterization of phenomena which are too complex or too ill-

defined to describe in conventional quantitative terms. Linguistic values can be 

represented using fuzzy numbers. For example “cost” is a linguistic variable if its  
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values are linguistic rather than numerical i.e., “small”, “medium” and “high”. 

Here, linguistic variable is represented by using rating set. The rating set is 

defined as { , , }RS S M H  where, S = Small, M = Medium and H=High. 

 

3.3 Solution Methodologies 

3.3.1 Genetic Algorithms (GA) 

Genetic Algorithm (GA) is a computerized stochastic search optimization 

technique [263]. Gen and Cheng [264] described the application of GA to several 

combinatorial problems including reliability optimization problems. GA is the 

most powerful and widely known evolutionary computational algorithm due to 

its simplicity, effectiveness and wide range of applications. It works by the 

evolutionary principles [265] and chromosomal processing in natural genetics. 

The flowchart of GA has been shown in figure 3.4. 

GA Terminology  

It is very important to understand the terminology that has been used in genetic 

algorithm. Some of the commonly used terms are as follows: 

Population: A collection of several alternative solutions to the given problem is 

called a population. 

Chromosome: Each individual in the population is called a chromosome. 

Genes: Often these individuals are coded as binary/real strings and the 

individual character or symbol in the string is called as genes.  

Fitness Function: It is an evolution function, which is used to determine the 

fitness of each chromosome. The fitness function is usually user defined and 

problem specific. 

Solution Space: The range of possible solutions is referred to as the solution 

space and the fitness of each point is referred to as the altitude in the landscape 

of the problem. 

Generation Gap: It is the fraction of the individuals in the population that are 

replaced from one generation to the next and is equal to one for simple GA. 
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Termination Criterion:  

The termination criterion is a condition for which the algorithm/process is going 

to stop. For this purpose any one of the following conditions is considered as the 

termination criterion. 

(i) The best individual does not improve over specified generations. 

(ii) The total improvement of the last certain number of best solutions is less 

than a pre-assigned small positive number. 

(iii) The number of generations reaches a prescribed finite number of 

generation (called maximum number of generations). 

The following vital components have been taken into account for 

implementation of genetic algorithm:  

(i) GA parameters  

(ii) Chromosome representation  

(iii) Initialization of population  

(iv) Evaluation of fitness function  

(v) Selection process  

(vi) Genetic operators (crossover and mutation)  

GA parameters  

Population size, maximum number of generations, crossover rate and mutation 

rate are four important parameters in GA. The values of those parameters are 

chosen with an intension to get better optimal result which is closely nearest  to 

global optima. 

Chromosome representation 

Representation of chromosome is an important task in any meta-

heuristic/heuristic algorithm. There are different types of representation used to 

represent the chromosome. Here we have used real coding for representing the 

chromosomes.  

Evaluation of fitness function  

Evaluation/fitness function plays an important role in GA. This role is same for 

natural evolution process in the biological environments. After initialization of 

chromosomes of potential solutions, we need to see how relatively best they are. 

Therefore, we have to calculate the fitness value for each chromosome.  

 



Solution Methodology  34 

 

GA Operators  

Here we shall discuss only three main components of GA viz. selection process, 

crossover and mutation. 

In GA, the selection operator plays an important role as it is the first 

operator applied to the population. The aim of this operator is to select the above 

average solutions and eliminate below average solutions from the entire 

population for the next generation under the principle “survival of the fittest”.  

Selection Process 

There are many selection schemes for GA, each with different characteristics. 

Among them tournament selection is a helpful and robust selection mechanism, 

commonly used by GA. This selection process is a refining process which selects 

the capable off-springs from the tournament batch. A high number of 

competitors in the tournament guaranty a higher selection pressure/stress. An 

ideal selection scheme would be simple to code and efficient for both parallel and 

non-parallel architectures. Furthermore, a selection scheme should be able to 

adjust its selection pressure so as to tune its performance for dif ferent domains.  

In this thesis, we have used the tournament selection process of size two 

with replacement as the selection operator, with the following assumptions: 

(i)  When both the chromosomes are feasible, then the one with better fitness value 

is selected. 

(ii) When one chromosome is feasible and another is infeasible, then the feasible 

one is selected. 

(iii) When both the chromosomes are infeasible with unequal constraints violation, 

then the chromosome with less constraints violation is selected. 

(iv) When both the chromosomes are infeasible with equal constraints violation, 

then any of the two chromosomes is selected. 

After the selection process, a crossover operator is applied to the 

resulting chromosomes which have survived. It is an operation that really 

empowers the GA. It operates on two or more parent chromosomes at a time and 

creates the offspring by recombining the features of the parent solutions. In this 

thesis, we have used intermediate crossover for integer variables. For floating 

point variables, we have proposed a new crossover scheme and we named it 

power crossover.  
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The different steps of crossover operation are as follows: 

Step-1: Find the integral value of *c sP P    and store it in cN . 

Step-2: Select two parent chromosomes ( )t
ks and ( )t

is  randomly from the 

population. 

Step-3: Compute the two offspring components ( )t
kjs and ( )t

ijs ( 1,2,..., )j n  from the 

parent chromosomes ( )t
ks and ( )t

is . 

Now, we discuss the above minimized crossover operators viz., Intermediate 

crossover and power crossover. 

Intermediate crossover: 

In the case of intermediate crossover, the two offspring components ( )t
kjs  and 

( )t
ijs ( 1,2,..., )j n  will be created by ( ) ( )t t

kj kjs s g  and ( ) ( )t t
ij ijs s g   if ( ) ( )t t

ijkjs s , 

otherwise ( ) ( )t t
kj kjs s g  and ( ) ( )t t

ij ijs s g  , where g is a random integer number 

between 0 and ( ) ( )t t
ijkjs s , 1,2,...,j n  

Power crossover: 

In case of power crossover, the two offspring components kjs  and 

( 1,2,..., )ijs j n  will be created by  

   
1

( ) ( ) ( )
r r

t t t
ijkj kjs s s




       (3.15) 

   
1

( ) ( ) ( )
r r

t t t
ij ijkjs s s




      (3.16) 

where r is a random number uniformly distributed in the interval (0,1).  

Step-4: Compute ( 1) ( ) ( ) ( ) ( )argument of best of { ( ), ( ), ( ), ( )}t t t t t
i ik k ks f s f s f s f s   

                and ( 1) ( ) ( ) ( ) ( )argument of best of { ( ), ( ), ( ), ( )}t t t t t
i i ik ks f s f s f s f s   

                where (.)f denotes the fitness function. 

Step-5: Repeat Step-2-4 for 
2

cN
 times. 

The aim of the mutation operation is to introduce random changes into 

the population, in order to prevent the search process from converging to the 

local optima. Sometimes, it helps to regain information lost in earlier generations 

and it is responsible for the fine tuning of the system. This operator is applied to 

a single chromosome only. Usually, its rate is very low; because otherwise it 
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would significantly alter the solutions generated through the selection and 

crossover operations. In this thesis, we have used one-neighbourhood mutation 

for integer variables proposed by Bhunia, Sahoo and Roy [266] and non-uniform 

mutation for floating point variables. 

The different steps of mutations operations are as follows: 

Step-1:  Find the integral value of  * *m sP P n and store it in mN .  

Step-2: Select a particular gene ( ) ( 1,2,..., )t
iks k m on chromosome ( )t

is  for 

mutation and domain of ( )t
iks is[ , ]ik ikl u . 

Step-3: Create new gene ( )t
iks ( 1,2,..., )k n corresponding to the selected gene ( )t

iks  

by mutation process.  

Now, we discuss the above minimized crossover operators viz., One-

neighbourhood mutation and Non-uniform mutation. 

One-neighbourhood mutation: 

In case of one-neighbourhood mutation, 

( ) ( )

( ) ( )

( )

( )

( )

1 if

1 if

1 if 0.5

1 if 0.5

t t
ikik ik

t t
ikik ikt

ik t
ik

t
ik

s s l

s s u
s

s r

s r

  

  

  
 


        (3.17)

 

where r random number uniformly distributed in (0, 1). 

Non-uniform mutation: 

In case of non-uniform mutation, 

 ( ) ( ) ( ) ( ) 2
1 2* *(1 / ) 0.5t t t t

ir gik ik ils s s s r t M whenr          

otherwise  ( ) ( ) ( ) ( ) 2
2* *(1 / )t t t t

ir gik ik ils s s s r t M    
    (3.18)

 

where 1r and 2r are two random numbers uniformly distributed in (0, 1). 

Step-4: Compute ( 1) ( ) ( )argument of better of { ( ), ( )}t t t
i i is f s f s   

Step-5: Repeat Step-2 to Step-4 for mN times. 
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Algorithm for GA 

Step 1: Set population size ( P
s

), maximum number of generations ( M
g

), 

probability of crossover ( P
c

), probability of mutation ( P
m

) and the 

bounds of decision variables. 

Step 2: Set t=0. 

Step 3: Initialize the chromosomes of the population  P t . 

Step 4: Compute the fitness function for each chromosome of  P t . 

Step 5: Find the chromosome having the best fitness value. 

Step 6: Set t=t +1. 

Step 7: If the termination condition is satisfied, then go to Step-13; 

otherwise go to the next step. 

Step 8: Select the population  P t  from the population  1P t   of (t-1)- th 

generation using the selection operator. 

Step 9: Apply the crossover and mutation operators on  P t  to produce 

new population members  P t . 

Step 10: Compute the fitness function value of each chromosome of  P t . 

Step 11: Find the best chromosome from  P t . 

Step 12: Find the better of the best chromosomes of  P t  and  1P t   store 

it; go to Step-6. 

Step 13: Print the best chromosome and its fitness value. 

Step 14: End. 
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Start 

), 

) 

Generation t = 0. 

Initialize randomly the chromosomes (xi
GA) of PGA(t). 

Compute the fitness function f(xiGA). 

Find the global best chromosome (Pg
GA) for best fitness value. 

 
Termination criterion is met? 

Yes 

No 

t= t+1. 

Apply modified GA operators (Power-crossover, chromosome wise-mutation, 
tournament selection) for PGA(t). 

Print the value of global best chromosome and its fitness value. 

End 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.4: Flowchart of the Genetic Algorithm (GA) 
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3.3.2 Particle Swarm Optimization (PSO) 

Like Genetic Algorithms, Particle Swarm Optimization (PSO) is another meta-

heuristic algorithm. It was originally developed by Eberhart and Kennedy in 

1995  [267] and Kennedy in 2011 [268]. It is a population based heuristic global 

search algorithm based on social interaction and individual experience. PSO is an 

optimization tool based on a population where each member is considered as a 

particle and each particle is a potential solution of the optimization problem. PSO 

has a randomized velocity associated to it, which moves particles through the 

space of the problem. However, unlike Genetic Algorithms, PSO does not have 

operators such as crossover and mutation. In PSO, instead of the well-known 

evolutionary principle ‘survival of the fittest’, the simulation of social behaviour 

is much used. 

 Let sP denote the swarm size and n, the dimensionality of the search space. 

Each particle i (1 si P  ) has the following attributes: 

( i )  A current position 1 2( , ,......, )i i i inx x x x in the search spaces. 

( i i )  A  current velocity 1 2( , ,......, )i i i inv v v v  

(iii) A personal best (pbest) position (the position giving the best fitness value 

experienced by the particle) 1 2( , ,....., )i i i inp p p p . 

At each iteration, the velocity of each particle in the swarm is updated as 

follows: 

   ( 1) ( ) ( ) ( ) ( ) ( )
1 1 2 2

k k k k k k
j jij ij ij ij gj ijv wv c r p x c r p x


     , 1,2,...,j n ; 

1,2,...,k n         (3.19) 

i.e.,     ( 1) ( ) ( ) ( ) ( )( )
1 1 2 2

k k k k kk
gi i i i iv wv c r p x c r p x


    

 (3.20)
 

where ( )k
ijv  is the j-th component of velocity of i-th particle in k-th 

iteration, w is the inertia weight, c1 and c2 be called the acceleration 

coefficients, ( )
1

k
jr , ( )

2
k
jr  are two random numbers uniformly distributed in 

the interval (0,1) i.e., ( )
1 (0,1)

k
jr U

 
and ( )

2 (0,1)
k
jr U . 

The new position of the i-th particle is computed as follows:  

( 1) ( ) ( 1)k k k
ij ij ijx x v
 

 
 i.e., 

( 1) ( ) ( 1)k k k
i i ix x v
 

 
   (3.21) 
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The personal best (pbest) position of each particle is updated as follows: 

(0) (0)
i ip x         (3.22) 

( ) ( 1) ( )
( 1)

( ) ( 1) ( )

if ( ) ( )

 if ( ) ( )

k k k
i i ik

i k k k
i i i

p f x f p
p

x f x f p






 
 

     (3.23)
 

 where the fitness function f is to be maximized. 

The global best (gbest) position found by any particle during all previous 

iterations pg is defined as ( 1)( 1) arg max ( ), 1
i

kk
g si

p
p f p i P

   

             (3.24)

 

From the above equation, it is seen that the velocity of the i-th particle is 

computed by considering the following three components: 

(i) The previous velocity of the particle 

(ii) The distance between the particle’s best previous and current 

positions  

(iii) The distance between the swarm’s best experience (the position of 

the best particle in the swarm) and the current position of the 

particle. 

The velocity parameter in above equations are also bounded by the range 

max max[ , ]v v where maxv is called the maximum velocity of the particle. The 

choice of a small value for the maximum velocity ( maxv ) can cause very small 

updating of velocities and positions of particles at each iteration. Hence, the 

algorithm may take a long computational time to converge. To overcome this 

difficulty, Clerc [269] and Clerc and Kennedy [270] proposed an improved 

velocity update rule considering a constriction factor  . According to Clerc and 

Kennedy [270], the updated velocity is given by  

   ( 1) ( ) ( ) ( ) ( )( )
1 1 2 2

k k k k kk
gi i i i iv v c r p x c r p x      

     (3.25) 

The constriction factor  used in above expression is expressed as  

2

2

2 4



  



  
      (3.26) 
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where 1 2c c   , 4  and   is a function of 1c and 2c . Generally, 1c and 2c are 

both set to be 2.05. Hence,  is set to 4.1 and the value of  is 0.727. This PSO is 

known as PSO-Co, i.e., constriction coefficient-based PSO [271]. 

 

Quantum behaved PSO (QPSO)  

Sun et al. [272] first introduced this algorithm. It holds the basic behavior of PSO, 

but some modified operators involved here make it different from the traditional 

PSO. We can say that the traditional PSO follows a Newtonian approach to 

describe the movement of the particles, whereas QPSO considers the quantum 

behavior of particles, based on the principle of quantum mechanics. 

In quantum mechanics, the time-dependent Schrödinger equation is as follows. 

 ( , ) ( ) ( , )i h r t H r r t
t


  

       (3.27) 

where, i is the imaginary number i.e., 1 , 
2

2( ) - ( ),
2

h
H r Ñ V r

m
  the time-

dependent Hamiltonian operator; h , the Planck’s constant; m, the mass of the 

particle and ( ),V r  a potential energy distribution function, influencing  the 

potential energy of the particle.  

The squared amplitude 2| |Q   , i.e., square of the wave function ( , )r t  in the 

above equation serves as a probability measure for the movement of the particle. 

 

Now, under normalization, we can write 

2| Ψ(r, t) | 1.0dxdydz          (3.28) 

 

In QPSO, the swarm is considered as a quantum system where each particle has a 

quantum state based on the wave function as follows: 

φ φ
1 2

, , 1,2,...,
φ φ
1 2

p p
ij gj

p i j n
ij


 


     (3.29) 

where, p
i
  is the best previous position (the position giving the best fitness 

value) of particle i. p
j

 denotes the position of the j -th particle after position 
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update , p
g

is the overall best position of the swarm and 
1 11

c r   and 
2 2 2

c r  , 

with ,
1 2

c c  are the cognitive and social parameters of PSO respectively and ,
1 2
r r  

being uniformly distributed random numbers in [0,1]. 

Now, to describe the principle of QPSO, we are going to consider the simplest one 

dimensional case. Assuming that the center of the potential p
ij

 is defined by the 

above equation, according to Sun et al. [272] the potential energy distribution 

function is defined as: 

( ) ( ) ( )V x p x y             (3.30) 

where y p x  ,  is the delta function of simple potential energy well and   is a 

constant. 

Through proper mathematical manipulations [272], we obtain the following 

wave function: 

1 | |
( ) exp( )

y
y

LL
          (3.31) 

where 
2h

L
m

 is the characteristic length of potential well. 

Hence the probability measure is as follows: 

1 | |2( ) | ( ) | exp( 2 )
y

Q y y
L L

           (3.32) 

So far, we obtained a probability density of the particle positions. However, this 

is not adequate to serve as an algorithm, since the evaluation of a particle 

requires an exact position. Therefore, the position of the particle shall be 

estimated and this procedure is called collapse of the quantum state to the 

classical state. Collapsing is possible through a Monte Carlo simulation. More 

specifically, let s be a random number uniformly distributed in (0, 1/L). Then, s 

can be written as
1

s u
L

 , where u is a random number uniformly distributed in 

the range of [0, 1]. Substituting Q(y) in the left part of above equation with s, and 

solving for x, results in the following QPSO solution [272]:  

1
ln( )

2

L
x p

u
          (3.33) 
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The above equation provides two possible new positions of the particle, which 

are measurable with the objective function. Sun et al. [272] provided a 

convergence proof of this QPSO model on the position p . The parameter L is the 

only control parameter that appears in the update equations of QPSO.  

( ) ( ) ( , ),x t p t F L u
i

          (3.34)  

where, 
( ) ( )

1 2( )

1 2

i gp t p t
p t

 

 





  

where i = 1, 2,…, N. u being a uniformly distributed number in the range of [0,1] , 

1
 and 

2
 being random numbers and  F is a functional form obtained through 

the inversion of the probability density function, thereby depending on the 

employed quantum field model.  

 

Algorithm for Quantum Particle Swarm Optimization (QPSO)  

Step-1: Set Swarm as S, Size of swarm as N. 

Step-2: Initialize swarm and personal best positions (pbest) and find the index of 

the best particle ( )p t
g

.  

Step-3: Set t = t+1. 

Step-4: If the termination condition is satisfied, then go to Step-6; otherwise go to 

the next step. 

Step-5: Repeat the following for 1,2...,i N  

(i) Compute the position ( )p t using ( )ip t  and ( )gp t . 

(ii) Generate a random number (0 .~ ,1)u U   

(iii) Set ( , ,| ( ) ( ) |).L L q u x t p t
i

   where q is quantum parameter and L  is the 

initialization function of control parameter ( L ).  

(iv) Generate a random number (0 .~ ,1)R U  

(v) Update the value of ix  by following the condition: 

        If ( 0.5)R  then ( 1) ( ) ( , )i ix t x t F L u   else ( 1) ( ) ( , ).i ix t x t F L u     

Step-6: Print the position and fitness of global best particle. 

Step-7: End 

As most of the PSO variants, the experiments on widely used test problems 

revealed that QPSO can become an efficient approach under proper fine-tuning. 
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The different philosophy than the rest of PSO variants, as well as its 

susceptibility of improvements [273,274] and its interesting applications 

[275,276] rendered QPSO a worth-mentioning approach. 

 

Adaptive Quantum Particle Swarm Optimization (AQPSO) 

The Quantum-behaved Particle Swarm Optimization algorithm (QPSO) with the 

phases of attraction and repulsion is called Adaptive Quantum-Behaved Particle 

Swarm Optimisation (AQPSO) algorithm and depending upon those phases the 

swarm nature is changed and diversity decreases [see equation no 3.36] and 

when diversity drops below a lower bound it switches to repulsion phase. The 

result of this is a QPSO algorithm that alternates between phases of exploiting 

and exploring attraction and repulsion-low diversity and high diversity 

ultimately the diversity reaches to the higher bound. 

 

Algorithm for Adaptive Quantum Particle Swarm Optimization (AQPSO) 

Step 1:  Initialize the population taking a random variable x
i

. 

Step 2:  If the termination condition is satisfied, go to step 3, otherwise follow the 

next sub-steps. 

a) Find out the Mean Best Position (mbest) , which is defined as the 

set of center of  gravity of global best (gbest) position of the 

particle as follows:  

1 2, ,...,

1 1 1

M M Mp p p
i i idmbest

M M M
i i i

 
    
 
        (3.35) 

 

b) Measure the diversity of the swarm  

| |1 2. ( - )
| | . | | 1 1

S n
diversity p p

ij jS L i j

  
                    (3.36) 

c) If (diversity<dlow) then set 
a

   i.e., Attraction Phase: 

  where
a

 
 

1
a

   

d) If (diversity>dhigh) then set  
r

   i.e., Repulsion Phase: 

  where 
r

  1
a

   

e) Repeat the following for i=1 to M . 



Studies of Evolutionary Algorithms and Applications in Reliability Optimization 45 

      Check if ( ( ) ( ))f x f p
i i
  then    setp x

i i
   min( )p p

g i
 . 

f) Do the following for 1d   to n  

(i) 
Set (0,1)

1
rand  , (0,1)

2
rand   , 

( * * ) / ( )
1 2 1 2

p p p
id gd

     
 and (0,1)u rand  

(ii) 
 
if ( (0,1) 0.5)rand    

- *( - )*(ln(1/ ))x p mbest x u
id d id


    (3.37) 

 else  

* ( - )*(ln(1/ ))x p abs mbest x u
id d id

 
    (3.38) 

Step 3: End 

 

where, S is the swarm, M=|S|, the population size, |L|, the length of the longest 

diagonal in the search space, n, the dimensionality of the problem, p
ij

, the j-th 

value of the i-th particle (pbest) and ,p
j

 the j-th value of the average point 

p(mbest). ( , ,..., )
1 2

p p p p
i i ini

 , is the best previous position (the position giving 

the best fitness value) of particle i . ( , ,..., )
1 2

p p p pg g g gn
 , is the position of the 

best particle among all the particles in the population . 

 

Algorithm for Weighted Quantum Particle Swarm Optimization (WQPSO)  

In AQPSO algorithm, the mean best position is simply the average of the personal 

best position of all particles, which means that each particle is considered equal 

and exactly the same influence on the value of m, where m is defined as the mean 

of the pbest positions of all particles. The definition of the mainstream thought as 

mean of the personal best positions is somewhat reasonable. The greater the 

fitness, the more important the particle is. Describing it formally, we can rank the 

particles in descending order according to their fitness value. Then assign each 

particle a weight coefficient 
i

  linearly decreasing with the particle’s rank, that 

is, the nearer the best solution, the larger its weight coefficient is. The mean best 

position m, therefore, is calculated as 
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1 1 1
( ) ( ( ), ( ),..., ( )) ( ( ), ( ),..., ( ))

1 2 ,1 ,1 ,2 ,2 , ,
1 1 1

M M M
m t m t m t m t P t P t P t

n i i i i i n i nM M Mi i i

      
  

          (3.39)
 

where 
i

  is the weight coefficient and 
,i d

 , the dimension coefficient of every 

particle, M, the population size. In this chapter, the weight coefficient for each 

particle decreases linearly from 1.5 to 0.5. The improved algorithm is called 

Weighted QPSO that is given as follows. 

Step 1:  Initialize the population taking a random value of each variable x
i

. 

Step 2:  If the termination condition is met,  go to Step 3, otherwise 

perform the following  sub-steps. 

a) Find out the Mean Best Position (mbest) , which is defined as the 

set of center of  gravity of global best (gbest) position of the 

particle using the above equation . 

b) Repeat the following for i=1 to M.  

Check if ( ( ) ( ))f x f p
i i
  then  ,p x

i i
   set  arg  min( ( ))p f p

g i
  

c) Repeat the following for 1d   to n  

i) Set (0,1)rand  ,  * (1 )*p p p
ij ij gj

     and  

(0,1)u rand  

ii) if ( (0,1) 0.5)rand    

- * ( - )*(ln(1/ ))x p abs m x u
ij ij j ij


      (3.40) 

 else  

* ( - )*(ln(1/ ))x p abs mbest x u
ij ij j ij

 
  (3.41)

 

Step 3: End 

 

3.3.3 Differential Evolution (DE) 

 

Differential Evolution (DE) was first introduced by Storn and Price in 1996 [277], 

in the ICSI technical report (“Differential Evolution — A Simple and Efficient 

Adaptive Scheme for Global Optimization over Continuous Spaces”, 1995). They 

observed that there are many practical problems having objective functions that 

are non-differential, non-linear and non-continuous or have several local 
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minima, constraints and are stochastic in nature. Those problems are impossible 

to solve analytically and DE can give approximate solutions to such problems. DE 

is a population based, bio-inspired evolutionary algorithm. Storn and Price [277] 

detected that differential mutation combined with discrete recombination and 

pair wise selection does not need an annealing factor. So, they removed the 

annealing mechanism and thus the obtained algorithm started the era of 

differential evolution. 

Now we can identify some properties of DE which make this algorithm special in 

comparison with other evolutionary algorithms. We can observe the following 

properties. At first, we have to specify that the global optimum can be attained 

easily through this algorithm. Secondly, this algorithm maintains a very good 

precision.  Therefore, this algorithm is very much effective to get accurate results 

up to a higher level of approximation. The third, and one of the major properties 

of DE, is fast convergence, which makes this algorithm to obtain efficiently the 

global optimum. The fourth important property is self-adaptation, and through 

this property, this algorithm can easily be used in different stochastic 

environments, as well as in fuzzy environments also. 

DE uses the differences between randomly selected vectors (individuals) as the 

source of random variations for a third vector (individual), referred to as the 

target vector. Trial solutions are generated by adding weighted difference 

vectors to the target vector. This procedure is referred to as the mutation 

operator where the target vector is mutated. A recombination (or crossover) 

step is then applied to produce an offspring which is only accepted if it improves 

on the fitness of the parent individual. Traditional DE is the combinations of four 

major operators and those are initialization of random variables, mutation, 

recombination or crossover and selection or optimum respectively. The block 

diagram of DE [278] has been shown in figure 3.5. 
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Figure 3.5: The block diagram of traditional DE algorithm 

Different Steps of Differential Evolution  

Step 1: Initialization 

Suppose we want to optimise a function with D real parameters. At first, we have 

to select the size of the population P
s

. The parameter vectors have the 

form: [ 1 , 2 ,... ]
, , , ,

X X X XD
i G i G i G i G

 , i = 1, 2, . . . , N, where G is the generation 

number. Define upper and lower bounds for each parameter: .L UXj Xj Xj    

Now randomly select the initial parameter values uniformly on the 

intervals [ , ].L UXj Xj   All parameter vectors undergo the mutation, recombination 

and selection operators. 

Step 2: Mutation  

Mutation operator expands the search space. For a given parameter vector 
,

X
i G

, 

randomly select three vectors ,
1, 2, 3,

X X and X
r G r G r G

 such that the indices 

, 1, 2 3i r r and r  are distinct. Add the weighted difference of two of the vectors to the 

third ( )
, 1 1, 2, 3,

V X F X X
i G r G r G r G

  


. The mutation factor F is a constant 

from [0, 2]. ,
V

i G  is called the donor vector. 

 The following are the 10 different strategies of DE proposed by Storn and Price 

[277] for DE, based on the individual being perturbed, the number of individuals 

used in the mutation process and the type of crossover: 

i) DE/best/1/exp 

ii) DE/rand/1/exp 

iii) DE/rand-to-best/1/exp 
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iv) DE/best/2/exp 

v) DE/rand/2/exp 

vi) DE/best/1/bin 

vii) DE/rand/1/bin 

viii) DE/rand-to-best/1/bin 

ix) DE/best/2/bin 

x) DE/rand/2/bin 

 Each strategy generates trial vectors by adding the weighted difference between 

other randomly selected members of the population. The general convention 

used above is ”DE/a/b/c”, where DE stands for differential evolution, ‘a’ 

represents a string denoting the vector to be perturbed, ‘b’ is the number of 

difference vectors considered for perturbation of ‘a’, and ‘c’ stands for the type of 

crossover being used (exp: exponential; bin: binomial). For example, the strategy 

implemented here “DE/rand/1/bin”, means that the target vector is randomly 

selected, and only one difference vector is used. The ‘bin’ acronym indicates that 

the recombination is controlled by a binomial decision rule.   

In this thesis, we have introduced two new strategies and those are 

DE/CURRENT_to_BEST/1/power and DE/CURRENT_to_BEST/2/power 

respectively. Here DE stands for differential evolution, ‘CURRENT_to_BEST’ 

represents a string denoting that the perturbed vector is approaching towards 

the best personal best solution for that particular chromosome, ‘1/2’ is the 

number of difference vectors considered for perturbation of ‘CURRENT_to_BEST’, 

and ‘power’ stands for the type of crossover being used (power: power 

crossover, which has been explained previously). 

Step 3: Recombination / Crossover 

Recombination incorporates successful solutions from the previous generation. 

The trial vector 
, 1

u
i G 

 is developed from the elements of the target vector, 

,
X

i G , and the elements of the donor vector, 
, 1

V
i G 

. Elements of the donor 

vector enter the trial vector with probability CR. 

Step 4: Selection / Optimum 

The target vector ,i GX  is compared with the trial vector , 1
V

i G    and the one 

with the lowest function value (in case of a minimization problem) is admitted 

for the next generation. Mutation, recombination and selection continue until a 

given stopping criterion is reached. 
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Algorithm for DE 

Step-1: Set population size ( sP ), maximum number of generations ( gM ), 

crossover/ recombination probability ( CR ), mutation probability ( F ) and 

the bounds of decision variables. 

Step-2: Set the iteration number 0t  . 

Step-3: Initialize the chromosomes of the current population  P t . 

Step-4: Compute the fitness function for each chromosome of  P t . 

Step-5: Find the chromosome having the best fitness value. 

Step-6: Set 1t t  . 

Step-7: If the termination condition is satisfied, then go to step-13; otherwise go to 

the next step. 

Step-8: Improve the best solution of each chromosome by comparing the solutions 

of all chromosomes of  DEP t . 

Step-9: Apply the mutation operator to compute the donor vector for different DE 

strategies 

Step-10: Apply the recombination/crossover operator to obtain the trial vector 

from the target vector and the donor vector. 

Step-12: Find the better of the best chromosome of  P t &  1P t  ) and store it; 

then go to Step-6. 

Step-13: Print the best chromosome and its fitness value. 

Step-14: End. 

 

3.3.4 Ant Colony Optimization (ACO) 

In Ant Colony Optimization, a number of artificial ants build solutions to the 

considered optimization problem and exchange information on the quality of 

these solutions via a communication media, pheromone trail, which is 

reminiscent of the one adopted by real ants. The original ACO algorithm, known 

as Ant System, was proposed in the early nineties [279]. 

Each ant constructs a solution by repeatedly applying a state transition rule and 

the solution is improved by a local search algorithm. Then the ant modifies the 

amount of pheromone on the visited edges by applying a local pheromone 
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updating rule. Once all ants have done their operations, the amount of 

pheromone is modified by applying a global updating rule. 

(1 ). . ,if(i,j) best solution

otherwise

ij ij

ij
ij

   
  

     (3.42) 

The local pheromone updating rule is shown in 

 0.(1 ) .ij ij    
        (3.43) 

The steps of the proposed meta-heuristic ACO algorithm [280], has been given in 

figure 3.6. 

Step 1: Initialize ANT (generally tallied with population) solution and generate 

ANT/Population size Ps. Define Attractiveness (τ) and Visibility Function (η). Set 

the bounds of decision variables.  

Step 2: Set the generation/iteration number t = 0. 

Step 3: Initialize randomly the ANT population of solutions PANT(t) = {xi(t); 

i=1,…,NP}. 

Step 4: Repeat the following until termination criterion is met. 

4.1: Increment generation by: t= t+1. 

4.2: Compute the next ANT solution according to the Attractiveness (τ) and 

Visibility Function (η). Here, the Visibility function is tallied with the fitness 

function [f(xi)] for each variable xi of PANT(t) and attractiveness is based 

upon the local Pheromone updating rule . 

4.3: Find the global best ANT solution (PgANT) having the best 

fitness/Visibility value depending upon the global Pheromone updating 

rule and local updating rule and choose the best one. 

Step 5: Verify the termination criterion. If the termination conditions are not 

met, go back to Step 4, elsewhere go to Step 6. 

Step 6: Print the value of fitness/Attractiveness value of the global best ANT 

solution. 

Step 7: End. 
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Start 

Initialize the population (PANT), Define 
Attractiveness (τ) and Visibility Function (η) 

Set, generation/iteration number t =0 

Initialize randomly the ANT population 

of solutions PANT(t) 

Compute the next ANT solution according to local 
pheromone updating rule 

Find the global best ANT solution (PgANT) having the best 
fitness/Visibility value depending upon the global 

Pheromone updating rule 

If the termination 
condition is satisfied 

Yes 

No 

t=t+1 

End 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.6: The flowchart of the Ant Colony Optimization (ACO) Algorithm 
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3.3.5 The GA-PSO Hybrid Algorithm  

For solving optimization problems (single objective as well as multiple 

objectives) we have proposed a novel hybrid algorithm combining two well-

known meta-heuristic methods, viz. Genetic Algorithms and Particle Swarm 

Optimization. We call this hybrid algorithm as GA-PSO. 

 

Motivation of the proposed GA-PSO hybrid algorithm 

One of the objectives of the research work is to develop an efficient hybrid 

approach based on genetic algorithm and particle swarm optimization for 

solving mixed-integer nonlinear reliability optimization problems. As the 

development of efficient hybrid algorithm is a demanding trends so we h ave 

proposed an alternative hybrid approach of GA–PSO applying GA for 50% 

chromosomes / particles and PSO for the rest. In each chromosome of GA, the 

first 50% genes are corresponding to integer variables and the remaining 50% 

genes corresponding to floating point variables. In this work, we have also 

proposed a new crossover operator. We have called this operator as power 

crossover. In this operation, the reduced value of gene corresponding to each 

chromosome is the intermediate value between the corresponding genes. So this 

operation produces feasible offspring when two feasible parent chromosomes 

are crossed. For the improvement of the first 50% genes of each chromosomes, 

intermediate crossover and one-neighborhood mutation have been applied 

whereas for the remaining genes, power crossover and uniform mutation have 

been used. In each iteration/generation of PSO, the particle best position is 

considered by comparing the population of GA. On the other hand, the global best 

particle of PSO is obtained by comparing both populations.  

 

In this algorithm, we have applied GA for 50% of the chromosomes and PSO for 

the rest. The flowchart of GA-PSO algorithm has been shown in figure 3.8. The 

different steps of the proposed algorithm are as follows: 
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The GA-PSO Algorithm  

Step-1: Set population size (2* sP ), maximum number of generations ( gM ), 

crossover probability ( cP ), mutation probability ( mP ) and decision variables 

bounds. 

Step-2: Set 0t  .[ the generation/iteration number] 

Step-3: Initialize the chromosomes/particles of the population  P t . 

Step-4: Compute the fitness function for each chromosome of  P t . 

Step-5: Find the global best chromosome/particle ( gP ) having the best fitness 

value. 

Step-6: Divide the chromosomes/particles into two groups, viz  GAP t and  PSOP t  

with equal population size. 

Step-7: Repeat the following until the termination criterion is satisfied: 

(i) Increase the value of t by unity. 

(ii) Apply GA for population  GAP t . 

a. Apply the crossover & mutation operators on  GAP t  to produce a 

new population  GAP t . 

b. Find the best chromosome ( gP ) from the current 

population  GAP t . 

c. Compare gP  with the earlier best chromosome gP  and store the 

better one in gP . 

d. Set 1t t  . 

e. Select the population  GAP t  from the population  1GAP t   of 

( 1) tht   generation using tournament selection. 

(iii) Apply PSO-Co for  PSOP t . 

a. Improve the best position of each particle by comparing the 

position of all chromosomes of  GAP t . 

b. Compute the velocity of each particle. 

c. Obtain the new position of each particle. 

d. Improve the position of each particle and also find the global best 

particle ( gP ). 

Step-8: Print the position and fitness of global best particle. 

Step-9: End. 
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The block diagram of this hybrid algorithm is shown in Figure 3.7. 

 

Figure 3.7: The block diagram of the GA-PSO algorithm 

GA 

PSO-Co 

50% 

50% 

Update Population by GA  

Update Population 

by PSO-Co 

In
itia

l P
o

p
u

la
tio

n
 



Solution Methodology  56 

 

 

Figure 3.8: Flowchart of GA-PSO Algorithm 

 

 

Start 

Set, Population size, 50% assigned for GA i.e. PGA(t) and rest 50% 
for PSO i.e. PPSO(t). Set, crossover rate and mutation rate  

Generation t = 0. 

Initialize randomly the chromosomes/particles 

(xi
GA/ xi

PSO) of PGA(t)/ PPSO(t). 

Compute the fitness function f(xi
GA) and f(xi

PSO). 

Find the global best chromosome/particle (Pg
GA/ Pg

PSO) for best fitness value. 

Termination criterion is met. 

Yes 

No 

t= t+1. 

Apply modified GA operators (Power-crossover, chromosome wise-
mutation, tournament selection, Elitism) for PGA(t). 

Regenerate population for PSO (PPSO(t)) by best 50% population replacing 
the worst 50% population. 

Apply a modified PSO operator to PPSO(t) i.e. (I) compute velocity of each 
particle (II) new position of each particle and (III) Update the global best 

particle. 

Print the value of the global best particle and its fitness value. 

End 
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The hybrid GA-ACO Algorithm  

A hybrid algorithm has been designed in which the GA algorithm (with modified 

GA operators) is applied first and then the ACO algorithm is applied. This process 

continues till termination condition is met. Figure 3.9 depicts the process of 

generating population for GA and ACO. The whole population at any time is used 

by GA. This population is cloned and the better half is used by ACO as depicted in 

Figure 3.9. After applying modified GA operators, a modified population is 

produced. The population for ACO is generated by replacing the 50% best 

population generated by the GA with the 50% best population retrieved from the 

cloned population. The flowchart of proposed GA-ACO algorithm has been shown 

in figure 3.10.  

 

Motivation of the proposed GA-ACO hybrid algorithm 

The major learning in this exercise is that hybrid algorithm combining GA and 

ACO is superior to individual GA and ACO for solving the problem at hand. It is 

also interesting to note that the operators used for the hybrid algorithm and the 

combination methodology has a positive impact on the performance of the 

hybrid algorithm. 

This is demonstrated by the fact that our combination performs better than the 

hybrid algorithm proposed in Lee et al.(2008)[335]. The rationale behind 

choosing GA and ACO as candidates for hybridization is as follows. GA is selected 

as a global search algorithm because of its robustness ; GA is further improved 

upon by using a power-crossover operator (Sahoo et al. 2014)[204] and a non-

uniform mutation operator (Zhao et al. 2007)[331]. We are not using the elitism 

property of GA to induce greediness. This is because we are hybridizing GA with 

ACO, a known local search technique, which is also considered as “greedy”.  

In ACO, ants probabilistically find optimal solutions by refining their trajectory in 

the local search space. 

As the refinement process has the property named “positive feedback for rapid 

detection of good solutions”, ACO is fast and can adapt itself to changing 

situations (Pastorino 2007)[332]. So, we have chosen ACO as the local search 

technique. 
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Figure 3.9: The diagram showing the process of generation of population for 

Genetic Algorithm (GA) and Ant Colony Optimization (ACO) algorithms. 
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Figure 3.10: Flowchart of the proposed GA-ACO hybrid algorithm 

 

 

 

 

Start 

Set, Initial population size (Psize)  
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The GA-ACO Algorithm  

Step-1: Set population size (2* sP ), maximum number of generations ( gM ), 

crossover probability ( cP ), mutation probability ( mP ) and decision 

variables bounds. 

Step-2: Set 0t  .[ the generation/iteration number] 

Step-3: Initialize chromosomes/ant-solutions (x i
GA/ x i

ACO) and create population 

PGA(t)/ PACO(t). 

Step-4: Compute the fitness functions f(x i
GA) and f(x i

ACO). 

Step-5: Find the global best chromosome/ant-solutions (Pg
GA/Pg

ACO) for best known 

fitness value. 

Step-6: Divide the chromosomes/particles into two groups, viz  GAP t and  ACOP t  

with equal population size. 

Step-7: Repeat the following until the termination criterion is satisfied: 

(i) Increase the value of t by unity. 

(ii) Apply GA for population  GAP t . 

a. Apply the crossover & mutation operators on  GAP t  to produce 

a new population  GAP t . 

b. Find the best chromosome ( gP ) from the current 

population  GAP t . 

c. Compare gP  with the earlier best chromosome gP  and store the 

better one in gP . 

d. Set 1t t  . 

e. Select the population  GAP t  from the population  1GAP t   of 

( 1) tht   generation using tournament selection. 

(iii) Apply ACO for  ACOP t . 

a. Improve the Global pheromone update operator. 

b. Compute New ANT solutions, according to the Attractiveness (τ) 

and Visibility (η). 

c. Update the global best solution (Pg
ACO). 

Step-8: Print the value of global best solution and its fitness value. 

Step-9: End. 
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3.4 Concluding Remarks 

In this chapter, we have discussed 4 different evolutionary algorithms (Genetic 

Algorithm, Particle Swarm Optimization, Differential Evolution and Ant Colony 

Optimization) and we have discussed two different hybrid algorithms (newly 

developed) i.e., hybrid GA-PSO algorithm and hybrid GA-ACO algorithm. There 

are some modified operators and unique strategies which make those algorithms 

different from the traditional evolutionary algorithms. In the hybrid GA-PSO 

algorithm, a GA algorithm has been applied for 50% of the chromosomes and 

PSO for the rest; For the improvement of the first 50% genes of each 

chromosome, which denote the integer part of the problem, intermediate 

crossover and one-neighbourhood mutation have been applied; on the other 

hand, for the remaining 50% genes, which denote the real part of the problem, 

power crossover and uniform mutation have been used. In each 

iteration/generation of PSO, the particle best position is considered by 

comparing with the GA population. .In the hybrid GA-ACO algorithm the process 

of generation of population for Genetic Algorithm (GA) and Ant Colony 

Optimization (ACO) algorithms has been described using figure 3.9. 
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CHAPTER 4 
 

GA-PSO Algorithm for mixed-integer 
nonlinear programming problem in 
reliability optimization  
 

4.1 Introduction 

Due to the development of modern technology, the design of a system and 

system reliability are more important in industries, especially in complex 

manufacturing systems. The most fundamental goal of the reliability 

optimization is how to improve the system reliability subject to the 

resource/budget constraints. The basic objective of reliability redundancy 

allocation problem is to find the number of redundant components and also the 

reliability levels of each component that either maximize the system reliability or 

minimize the system cost under several constraints. Reliability- Redundancy 

allocation problem (RRAP) is basically a nonlinear mixed-integer programming 

problem. Most of these problems cannot be solved by direct/indirect or mixed 

search methods due to discrete search space. According to Chern [281], 

reliability redundancy allocation problem with multiple constraints is quite often 

hard to find feasible solutions and this type of problem fall in the category of NP-

hard. There are basically four types of system configurations viz. series, parallel, 

series-parallel and complex/complicated. In reliability redundancy allocation 

problem it is seen that some of the decision variables are integer variables and 

others are continuous variables. So, finding of optimal solutions to such 

combinatorial optimization problems is a formidable task to the decision 

makers’. Earlier, several deterministic methods like heuristic methods have been 

discussed by Nakagawa and Nakashima, Kuo et al., Kim and Yum, Aggarwal and 

Gupta, Kulturel-Konak  et al. etc. [282-286]. The reduced gradient method [287], 

branch and bound method [287-290], integer programming [291], dynamic 
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programming [292,293] and other well-developed mathematical programming 

techniques were used to solve such redundancy allocation problem. However, 

these methods have both advantages and disadvantages. Dynamic programming 

is not useful for reliability optimization of a general system as it can be used only 

for few particular structures of the objective function and constraints that are 

decomposable. In branch and bound method, the effectiveness depends on 

sharpness of the bound and required memory increases exponentially with the 

problem size. As a result, with the development of heuristic techniques like 

genetic algorithm, particle swarm optimization researchers focus on these 

methods as that provides a reasonable solution to a complex combinatorial 

optimization problem within a reasonable time complexity. To improve 

computational efficiency researchers have used hybrid algorithms to meet their 

individual goals. In this connection, genetic algorithm, ant colony optimization, 

simulated annealing and particle swarm optimization have been successfully 

applied for solving reliability optimization problems. To hybridized, GA has been 

combined with other heuristic algorithms to attain efficiency from the 

computational point of view.  

Applications of Genetic algorithms in reliability optimization problems 

have been reported in the works of Dengiz et al. [294], Tavakkoli-Moghaddama 

et al. [295], Ye et al. [296], Gupta et al. [297], Bhunia et al. [298], Sahoo et al. 

[299,300],Mahato et al. [301] and Sahoo et al. [302,303]. Using genetic algorithm, 

mixed-integer nonlinear reliability problems have been solved by Hsieh et al. 

[304] considering series, parallel, series-parallel and complex systems 

configurations. The application of simulated annealing in optimal reliability 

design has been reported in the work of Kuo et al. [305]. Kim and Bae [306] have 

solved RRAP using simulated annealing and showed that their solution is better 

in compare to the works of Hitika et al. [307], Hsieh et al. [308] and Yokota et al. 

[309]. Similar work has been found in the existing literature considering series 

and complex (bridge) systems using particle swarm optimization (PSO) 

algorithm [310].  
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4.2 Formulation of Reliability-Redundancy Optimization Problems  

The objective of the Reliability Redundancy Allocation problem is to enhance the 

reliability of the system under certain resource constraints based on the cost, 

weight and volume of the system. This objective can be fulfilled by adding an 

appropriate number of more reliable redundant components. Hence, the 

mathematical formulation of the Reliability Redundancy Allocation problem is as 

follows: 

1 2 1 2Maximize ( , ,..., ; , ,..., )s n nR f x x x r r r      (4.1) 

subject to 
1 2 1 2( , ,..., ; , ,..., )i n n ig x x x r r r b  

where
ix Z  , 0 1ir   and 1,2,...,i m  

where sR is the system reliability and ( , )ig r x  is the i-th constraint function, 

which are associated with system weight, volume and cost.  The aim of this 

problem is to determine the number of components and the components’ 

reliability in each system so as to maximize the overall system reliability. The 

problem belongs to the category of constrained nonlinear mixed-integer 

programming problems.  

Problem 4.1: Series System 

 

 

Figure 4.1: The structure of series system 
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Figure 4.1 shows the series system. The corresponding optimization problem of 

a series system [204] is as follows:  

1

Maximize ( , ) ( , )
m

i i i

i

f r x R r x


       (4.2) 
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Problem 4.2: Series-parallel system 

 

Figure 4.2: The structure of series-parallel system 
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Figure 4.2 shows the series-parallel system. The corresponding optimization 

problem of series-parallel systems [306,311]) is as follows: 

1 2 3 4 5Maximize ( , ) 1 (1 )(1 (1 )(1 ) )f r x R R R R R         (4.3) 
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and ( , ) 1 (1 ) ix
i i i iR r x r    

where 
ix Z  , where Z   is the discrete space of integers, and 0 1ir  , 

ir  

where  is set of real numbers, 0 i m  .  

Problem 4.3: Complex (bridge) system 

 

Figure 4.3: The structure of complex (bridge) system 
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Figure 4.3 shows the complex (bridge) system. The corresponding optimization 

problem of complex (bridge) systems is as follows: 

1 2 3 4 1 4 5 1 2 3 4 1 2 3 5 1 3 4 5 1 2 4 5 1 2 3 4 5Maximize ( , ) 2f r x R R R R R R R R R R R R R R R R R R R R R R R R R R R R       

subject to          (4.4) 
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and ( , ) 1 (1 ) ix
i i i iR r x r    

where 
ix Z  , where Z   is the discrete space of integers, and 0 1, ,i ir r    

where  is the set of real numbers, 0 i m  . The parameters i  and i   are 

physical features of system components.  

 

4.3 Solution Procedures 

To solve the problem mentioned in this chapter we have used hybrid GA-PSO 

algorithm. This hybrid algorithm is discussed in detail in the chapter no 3. 

 

4.4 Numerical Solutions, Results and Discussion 

4.4.1 The constraint handling technique for constrained mixed-integer 

nonlinear problems  

In the application of the evolutionary algorithm for the given constrained mixed-

integer nonlinear optimization problem, an important question arises: how does 

the algorithm handle the constraints relating to the optimization problem? 

During the last few decades, several methods have been proposed to handle the 

constraints for solving constrained optimization problems with the help of 

evolutionary algorithms. Among these methods, the penalty function method is 

very popular. In this method, the constrained optimization problem is converted 

into an unconstrained one in which the reduced objective function involves the 

original objective function and a penalty for violating the constraints. Recently , 

Gupta et al. [298] proposed a penalty function approach to handle the 

constraints. In this approach, in order to convert the constrained optimization 
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problem into an unconstrained one, a large negative value (say, M ) is blindly 

assigned to the objective function for the infeasible solution (for a maximization 

problem). In this case, if the constrained optimization problem is  

1 2 1 2Maximize ( , ,..., ; , ,..., )s n nR f x x x r r r      (4.5) 

subject to
1 2 1 2( , ,..., ; , ,..., )i n n ig x x x r r r b , 1,2,....i m  

then the reduced unconstrained optimization problem is as follows:  

     ˆMaximize , , ,f x r f x r x r       (4.6) 

where  
0 if ( , )

,
if ( , )

x r S
x r

M x r S



 

 
 

and   ( , ) : , 0, 1,2,...,i iS x r g x r b i m    the feasible space for the optimization 

problem. 

For a minimization problem, it is to be noted that instead of M , M  is 

considered. In this work, we have used the value of M as 99999. 

4.4.2 Numerical Examples  

In this section, we have considered the Reliability Redundancy Allocation 

problem in three different systems, viz. series (see Figure 4.1), series-parallel 

(see Figure 4.2) and complex (bridge) system (Figure 4.3) for numerical 

experiments. All the values of the parameters related to problems 4.1-4.3 are 

given in Tables 4.1-4.3: The proposed method has been coded in the C 

programming language. The computational work has been done on a PC with  a 

2.10 GHz Intel Core 2 Duo processor and Linux environment. For each example, 

50 independent runs have been performed to calculate the best found system 

reliability which is nothing but the optimal values of system reliability. Also we 

have computed the maximum (best) and minimum (worst) values of system 

reliability. These results have been shown in Table 4.4. Also, the statistical 

measures like mean and standard deviation of system reliability, as well as 

computational time, have been obtained for comparison with the existing results 

reported in the literature (cf. Tables 4.5-4.8). In all the cases, the overall system 

reliability obtained by our proposed method is the best. However, the slack of 

the first constraint is the lowest whereas the same for third constraint is largest. 

Also, the slack for the second constraint is quite the same with the earlier 
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reported works. It may also be noted that the average CPU time and standard 

deviation of CPU time (in seconds) over 50 runs required for implementing the 

proposed GA-PSO approach is very less, which is presented in Table 9. In this 

computation, the values of parameters like population size, maximum number of 

generation, crossover probability rate and mutation probability have been taken 

as 100, 200, 0.10 and 0.90 respectively. 

 
Table 4.1: Input parameters for series system 

Stage 510   i  
iv  

iw  V  C  W  

1 1.0 1.5 1 6 

250 400 500 
2 2.3 1.5 2 6 
3 0.3 1.5 3 8 
4 2.3 1.5 2 7 

 
Table 4.2: Input parameters for series-parallel system 

Stage 510   i  iv  iw  V  C  W  

1 2.500 1.5 2 3.5 

180 175 100 
2 1.450 1.5 4 4 
3 0.541 1.5 5 4 
4 0.541 1.5 8 3.5 
5 2.100 1.5 4 4.5 

 
Table 4.3: Input parameters for complex system 

Stage 510   i  iv  iw  V  C  W  

1 2.330 1.5 1 7 

110 175 200 
2 1.450 1.5 2 8 
3 0.541 1.5 3 8 
4 8.050 1.5 4 6 
5 1.950 1.5 2 9 

 
Table 4.4: Best results for series, series parallel and complex systems over 50 

runs 
Parameter Series Series-parallel Complex 

( , )f r x  0.99998728 0.99999988 0.99999952 

1x  5 4 4 

2x  6 3 3 

3x  5 2 3 

4x  6 3 3 

5x  - 2 1 

1r  0.915112 0.860328 0.858430 

2r  0.873144 0.827071 0.700000 

3r  0.935557 0.872994 0.922386 

4r  0.879665 0.937884 0.700000 

5r  - 0.701148 0.700000 
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Parameter Series Series-parallel Complex 
Slack of first 
constraint 

6 4 11 

Slack of second 
constraint 

0 0 0.000248 

Slack of third 
constraint 

97.694289 22.444054 48.888109 

 

Table 4.5: Comparison of the best GA-PSO results with existing algorithms (for 

series system) 

Parameters 

Genetic 
algorithm 

[309] 
(Yokota et 

al.)  

Particle 
swarm 

approach 
[310] 

(Coelho) 

Hybrid GA- 
PSO approach 

[311] 
(Sheikhalishahi 

et al.) 

Our 
proposed 
approach 

( , )f r x  0.99994500 0.99995300 0.99995467 0.99998728 

1x  5 5 5 5 

2x  5 6 5 6 

3x  5 4 4 5 

4x  5 5 6 6 

1r  0.895644 0.902231 0.901628 0.915112 

2r  0.885878 0.856325 0.888230 0.873144 

3r  0.912184 0.948145 0.948121 0.935557 

4r  0.887785 0.883156 0.849921 0.879665 

Slack of first 
constraint 

50 55 55 6 

Slack of second 
constraint 

0.938000 0.975465 0.000006 0 

Slack of third 
constraint 

28.803700 24.801882 15.363463 97.694289 

 
Table 4.6: Comparison of the best GA-PSO results with existing algorithms  

(for series-parallel system) 

Parameters 

Genetic 
algorithm 

[306] 
(Hsieh et al.) 

Simulated 
annealing 

Algorithms 
[308] 

(Kim and 
Bae) 

Hybrid GA- 
PSO approach 

[301] 
(Sheikhalishahi 

et al.) 

Our proposed 
approach 

( , )f r x  0.99997418 0.99997631 0.99997665 0.99999988 

1x  2 2 2 4 

2x  2 2 2 3 

3x  2 2 2 2 

4x  2 2 2 3 

5x  4 4 4 2 

1r  0.785452 0.812161 0.819640 0.860328 

2r  0.842998 0.853346 0.845091 0.827071 
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Parameters 

Genetic 
algorithm 

[306] 
(Hsieh et al.) 

Simulated 
annealing 

Algorithms 
[308] 

(Kim and 
Bae) 

Hybrid GA- 
PSO approach 

[301] 
(Sheikhalishahi 

et al.) 

Our proposed 
approach 

3r  0.885333 0.897597 0.895482 0.872994 

4r  0.917958 0.900710 0.895517 0.937884 

5r  0.870318 0.866316 0.868430 0.701148 

Slack of first 
constraint 

40 40 40 4 

Slack of 
second 

constraint 
1.194440 0.007300 0.000001 0 

Slack of third 
constraint 

1.609289 1.609289 1.609289 22.444054 

 
Table 4.7: Comparison of the best GA-PSO results with existing algorithms 

 (for complex system) 

Parameters 

Genetic 
algorithm 

[303] 
(Hsieh et al.) 

Simulated 
annealing 

Algorithms 
[304] 

(Kim and 
Bae) 

Particle 
swarm 

approach 
[310] 

(Coelho) 

Hybrid GA- 
PSO approach 

[312] 
(Sheikhalishahi 

et al.) 

Our proposed 
approach 

( , )f r x  0.99988764 0.99987916 0.99988957 0.99988964 0.99999952 

1x  3 3 3 3 4 

2x  3 3 3 3 3 

3x  3 3 2 2 3 

4x  3 3 4 4 3 

5x  1 1 1 1 1 

1r  0.807263 0.814090 0.826678 0.828134 0.858430 

2r  0.868116 0.864614 0.857172 0.857831 0.700000 

3r  0.872862 0.890291 0.914629 0.914192 0.922386 

4r  0.712673 0.701190 0.648918 0.648069 0.700000 

5r  0.751034 0.734731 0.715290 0.704476 0.700000 

Slack of 
first 

constraint 
40 18 5 5 11 

Slack of 
second 

constraint 
0.007300 0.376347 0.000339 0.000000 0.000248 

Slack of 
third 

constraint 
1.609289 4.264770 1.560466 1.560466 48.888109 
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Table 4.8: Statistical analysis for series, series-parallel and complex systems 

 
Problem

s 
Maximum(Best) Minimum(Worst) Mean 

Standard 
Deviation 

Our proposed 
approach 

Series 0.99998728 0.99995793 0.99998048 66.6107 10  

Series-
parallel 

0.99999988 0.99999566 0.99999917 79.9214 10  

Complex 0.99999952 0.99998848 0.99999692 62.7907 10  

Sheikhalishah
i et al. [312] 

Series 0.99995467 0.99995467 0.99995467 161.0000 10  

Series-
parallel 

0.99997665 0.99997015 0.99997613 
124.5330 10

 

Complex 0.99988964 0.99988935 0.999889623 
112.8226 10

 

Coelho [310] 
Series 0.99995300 0.99963800 0.99990700 

611.0000 10

 

Complex 0.99988957 0.99987750 0.99988594 76.9000 10  

 
Table 4.9: Average and standard deviation of CPU times (in second) over 50 runs 

 (Sheikhalishahi et al.  [312]) Our proposed approach 

Problems 
Average 
Time(s) 

Standard 
Deviation(s) 

Average Time(s) 
Standard 

Deviation(s) 

Series 3.14 0.06 0.14 41.0 10  

Series-
parallel 

3.36 0.14 0.18 41.0 10  

Complex 3.32 0.09 0.18 41.0 10  

 

 

Wilcoxon Rank-Sum Test  

This statistical test is used to compare two paired samples (populations) and to 

calculate the difference between each set of pairs and analyses these differences 

between matched samples. In this chapter we have performed the Wilcoxon 

Rank Sum statistical test to compare between two sample populations namely 

population1 and population2 and compared significance of one population over 

another one. 
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Wilcoxon Rank-Sum Test for Series System  

Here we have referred population1 for population generated by algorithm using 

the proposed model of Shikhalashi et al. [312] and population2 for our proposed 

model. 

 

Table 4.10: Ranks of objective-function value of different populations for series 
system 

 
Objective function value Ranks of Object ive 

function value 

Objective function value Ranks of Object ive 

function value 
Run population1 population 

2 
Population

1 
Population 

2 
Run Population 1 Population2 Population 

1 
Population 

2 

1 0.999953788 0.999982357 44 78 26 0.999925681 0.999978542 9 72 

2 0.999941403 0.99998188 24 76.5 27 0.999936649 0.999974728 16 62.5 

3 0.999934837 0.999977112 11 68 28 0.99992014 0.999983929 8 85 

4 0.999936635 0.99998045 15 74 29 0.999935728 0.999985218 14 93.5 

5 0.999943311 0.999976833 26 67 30 0.999935695 0.999965335 12.5 55 

6 0.999931403 0.99998188 10 76.5 31 0.999939006 0.999986692 23 98 

7 0.99995045 0.99998728 38 99 32 0.999945913 0.999983067 31 81 

8 0.999949496 0.999970436 37 57 33 0.99991528 0.999985695 5.5 96 

9 0.99995467 0.999985218 47 93.5 34 0.99995515 0.999953747 48 43 

10 0.99995913 0.999980592 51 75 35 0.99994714 0.999964237 33.5 53.5 

11 0.99991528 0.999973774 5.5 61 36 0.99994741 0.999964237 35.5 53.5 
12 0.999953515 0.999974728 42 62.5 37 0.99993774 0.999984741 17.5 89.5 

13 0.99994714 0.999968632 33.5 56 38 0.99991403 0.999975204 3.5 64 

14 0.99994741 0.999979496 35.5 73 39 0.99990927 0.99997139 1.5 59.5 

15 0.99993774 0.999983525 17.5 84 40 0.99993788 0.99997139 19.5 59.5 

16 0.99991403 0.999976158 3.5 66 41 0.99995392 0.999983311 45.5 82.5 

17 0.99990927 0.999986172 1.5 97 42 0.999945668 0.999978065 27 70.5 

18 0.99993788 0.999984419 19.5 88 43 0.999945695 0.999984264 29.5 86.5 

19 0.99995392 0.999985218 45.5 93.5 44 0.99993791 0.999977589 21.5 69 

20 0.99995168 0.999961853 39 52 45 0.999915759 0.999984892 7 91 

21 0.99995695 0.999971033 49 58 46 0.99995204 0.999984264 40.5 86.5 

22 0.99993791 0.999985218 21.5 93.5 47 0.999945695 0.999987281 29.5 100 

23 0.99995759 0.999975833 50 65 48 0.999945681 0.999982462 28 79 

24 0.99995204 0.999984741 40.5 89.5 49 0.999946649 0.999983311 32 82.5 

25 0.999935695 0.999982853 12.5 80 50 0.999942014 0.999978065 25 70.5 
 
 

 
 
Table 4.11: p-value calculation of different populations for series system 

 

 
Population1 Population2 

count 50 50 

Rank-sum 1283 3767 

α 0.05 0.05 

W’ 1283 NA 

W" NA 3767 

Mean 0.999939938 0.999978587 
Variance 1.85399X10

-10
 5.72487X10

-11
 

Standard deviation 1.40259X10
-05

 7.56629X10
-06

 

p-value 2 0 

 

 

Conclusion: Since p-value of population2 (i.e., 0) is less than α value (i.e., 0.05) 

whereas p-value of population2 (i.e., 2) is greater than α value (i.e., 0.05), 

therefore the population 2 has significance over population1 in the generated 

sample (population).  
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Wilcoxon Rank-Sum Test for Series-Parallel System  

Here we have referred population 1 for population generated by algorithm using 

the proposed model of Shikhalashi et al. [312] and population2 for our proposed 

model. 

 
Table 4.12: Ranks of objective-function value of different populations for series-parallel system 

 
Objective Function value Ranks of Object Function value Objective Function value Ranks of Object Function value 

Run population 1 population 2 Population1 Populatio2 Run Population 1 Population2 Population 1 Population 2 

1 0.99997474 0.999999474 41 66 26 0.999975681 0.999999777 45.5 88 

2 0.99997277 0.999999777 37 88 27 0.99986649 0.999999257 9 56.5 
3 0.9999257 0.999999257 16.5 56.5 28 0.99982014 0.999999257 3 56.5 

4 0.9999257 0.999999257 16.5 56.5 29 0.999975728 0.999999474 47 66 

5 0.9999474 0.999999474 27 66 30 0.9999474 0.999999777 27 88 

6 0.9999777 0.999999777 49 88 31 0.99995777 0.999999257 31 56.5 

7 0.9999257 0.999999257 16.5 56.5 32 0.9999257 0.999999257 16.5 56.5 

8 0.9999257 0.999999257 16.5 56.5 33 0.9999257 0.999999474 16.5 66 

9 0.9999474 0.999999474 27 66 34 0.9999474 0.999999777 27 88 

10 0.99997077 0.999999777 36 88 35 0.99992777 0.999999257 23 56.5 

11 0.9999257 0.999999257 16.5 56.5 36 0.9999257 0.999999257 16.5 56.5 

12 0.9999257 0.999999257 16.5 56.5 37 0.9999257 0.999999688 16.5 77 

13 0.99997665 0.99999988 48 92 38 0.9999474 0.999999888 27 96.5 

14 0.99984741 0.999999888 5 96.5 39 0.99991777 0.999999688 10 77 

15 0.999973774 0.999999688 38 77 40 0.9999257 0.999999688 16.5 77 

16 0.99981403 0.999999688 2 77 41 0.9999257 0.999999888 16.5 96.5 

17 0.99980927 0.999999888 1 96.5 42 0.999965668 0.999999688 33.5 77 
18 0.99983788 0.999999688 4 77 43 0.99985695 0.999999688 6.5 77 

19 0.999975392 0.999999688 44 77 44 0.999973791 0.999999888 39.5 96.5 

20 0.999965668 0.999999888 33.5 96.5 45 0.99985759 0.999999688 8 77 

21 0.999985695 0.999999688 50 77 46 0.999975204 0.999999688 42.5 77 

22 0.999973791 0.999999688 39.5 77 47 0.99985695 0.999999888 6.5 96.5 

23 0.999958576 0.999999888 32 96.5 48 0.999975681 0.999999688 45.5 77 

24 0.999975204 0.999999688 42.5 77 49 0.999938665 0.999999474 24 66 

25 0.99994857 0.999999474 30 66 50 0.999968201 0.999999777 35 88 

 
Table 4.13: p-value calculation of different populations for series-parallel 
system 

 
Population 1 Population 2 

count 50 50 

Rank-sum 1275 3775 

α 0.05 0.05 

W’ 1275 NA 

W" NA 3775 

Mean 0.999931867 0.999999603 
Variance 2.3324X10

-09
 5.30595X10

-14
 

Standard deviation 4.95736X10
-05

 2.30346X10
-07

 

p-value 2 0 

 

Conclusion: Since p-value of population2 (i.e., 0) is less than α value (i.e., 0.05) 

whereas p-value of population2 (i.e., 2) is greater than α value (i.e., 0.05), 

therefore the population 2 has significance over population1 in the generated 

sample (population).  
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Wilcoxon Rank-Sum Test for Complex System  

Here we have referred population1 for population generated by algorithm using 

the proposed model of Shikhalashi et al. [312] and population2 for our proposed 

model. 

Table 4.14: Ranks of objective-function value of different populations for 
complex system 
 

Objective Function value Ranks of Object Function value Objective Function value Ranks of Object Function value 

Run population 
1 

population 
2 

Population 
1 

Population 
2 

Run Population  
1 

Population 
2 

Population  
1 

Population  
2 

1 0.9991618 0.999997616 5.5 90 26 0.99975681 0.999998635 23.5 95 

2 0.999004 0.999989993 1 54.5 27 0.99986649 0.999995708 44.5 83 

3 0.9994278 0.999996662 7.5 85.5 28 0.99982014 0.999990033 32.5 57 

4 0.9991417 0.999968162 3.5 52 29 0.99975728 0.999990975 25 66.5 

5 0.9997616 0.999998691 26.5 98 30 0.9991618 0.999990975 5.5 66.5 

6 0.99987993 0.99999094 48.5 62 31 0.9998004 0.999998569 28 92 

7 0.9996662 0.999998635 12.5 95 32 0.9994278 0.999992913 7.5 75 

8 0.99968162 0.999995708 14.5 83 33 0.9991417 0.999994278 3.5 79 

9 0.9998691 0.999990033 46.5 57 34 0.9997616 0.999997139 26.5 88 

10 0.9998094 0.999990975 30 66.5 35 0.99987993 0.999991618 48.5 72.5 

11 0.9998635 0.999990975 42.5 66.5 36 0.9996662 0.99999004 12.5 59.5 

12 0.99958515 0.999998569 9 92 37 0.99968162 0.999994278 14.5 79 

13 0.99964714 0.999992913 10 75 38 0.9998691 0.999991417 46.5 70.5 

14 0.99984741 0.999994278 35 79 39 0.999094 0.999968162 2 52 

15 0.99973774 0.999997139 16 88 40 0.9998635 0.999998691 42.5 98 

16 0.99981403 0.999991618 31 72.5 41 0.99975392 0.99999094 21.5 62 
17 0.99980927 0.99999004 29 59.5 42 0.99965668 0.999998635 11 95 

18 0.99983788 0.999994278 34 79 43 0.99985695 0.999995708 37.5 83 

19 0.99975392 0.999991417 21.5 70.5 44 0.99973791 0.999990033 17.5 57 

20 0.99988964 0.99999952 50 100 45 0.99985759 0.999990975 40.5 66.5 

21 0.99985695 0.999989993 37.5 54.5 46 0.99975204 0.999990975 19.5 66.5 

22 0.99973791 0.999996662 17.5 85.5 47 0.99985695 0.999998569 37.5 92 

23 0.99985759 0.999968162 40.5 52 48 0.99975681 0.999992913 23.5 75 

24 0.99975204 0.999998691 19.5 98 49 0.99986649 0.999994278 44.5 79 

25 0.99985695 0.99999094 37.5 62 50 0.99982014 0.999997139 32.5 88 

 

Table 4.15: p-value calculation of different populations for complex system 

 

 
Population 1 Population 2 

count 50 50 

Rank-sum 1275 3775 
α 0.05 0.05 

W’ 1275 NA 
W" NA 3775 

Mean 0.999694282 0.999992524 

Variance 5.68613X10
-08

 4.90882X10
-11

 

Standard deviation 0.000186141 7.0063X10
-06

 

p-value 2 0 

 

Conclusion: Since p-value of population2 (i.e., 0) is less than α value (i.e., 0.05) 

whereas p-value of population2 (i.e., 2) is greater than α value (i.e., 0.05), 

therefore the population 2 has significance over population1 in the generated 

sample (population).  
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Graphical representations of the results 

Graphical representations of the results have been implemented for reliability 

optimization of series, series-parallel and complex system using proposed GA-

PSO algorithm. Figure 4.4 represents the convergence characteristics of single 

objective – reliability  optimization in series system using proposed GA-PSO 

algorithm for 200 generations of a population, Figure 4.5 represents the 

convergence characteristics of single objective – reliability  optimization in series 

system using proposed GA-PSO algorithm for 200 generations of a population 

and Figure 4.6 represents the convergence characteristics of single objective – 

reliability  optimization in series system using proposed GA-PSO algorithm for 

200 generations of a population. The diagrams show that the objective functions 

quickly converge towards global optima or become close to the minimum 

possible values starting from some initial value. For showing the convergence 2 -

Dimensional coordinate system has been used.  X-axis denotes reliability; Y-axis 

denotes the number of generation in a population.  
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Figure 4.4: Convergence characteristics of single objective – reliability  

optimization in series system using proposed GA-PSO algorithm for 200 

generations of a population (reliability VS Number of generation) 
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Figure 4.5: Convergence characteristics of single objective – reliability 

optimization in series-parallel system using proposed GA-PSO algorithm for 200 
generations of a population (reliability VS Number of generation) 

 

 

 

Figure 4.6: Convergence characteristics of single objective – reliability 

optimization in complex system using proposed GA-PSO algorithm for 200 
generations of a population (reliability VS Number of generation) 
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4.5 Concluding Remarks 

In this chapter, we have proposed an alternative hybrid approaches i.e., GA-PSO. 

In the case of GA-PSO, 50% of the chromosomes have been hybridized and 50% 

were used as particles in PSO-Co. In each iteration / generation of PSO, the 

particle best position is considered by comparing the GA population. On the 

other hand, the global best particle of PSO-Co is obtained by comparing both 

populations. Also, we have proposed a new crossover scheme i.e. power 

crossover. From the computational results, it is seen that the solutions obtained 

by the proposed approach are better than the same found by other heuristic and 

meta-heuristic algorithms reported in the literature for series, series-parallel and 

complex (bridge) systems. For further research, one can improve the proposed 

hybrid approach using advanced crossover, mutation operators for GA and 

velocity operator for PSO. Again, the proposed approach can be applied to solve 

other mixed-integer nonlinear programming problems. 



 



  CHAPTER 5 
 

Multi-objective reliability 
optimization problem via Hybrid GA-
PSO Algorithm 
 

5.1 Introduction 

The real-life design or decision making problems related to reliability 

optimization involve the simultaneous optimization of several objective 

functions. In the past as well as very recently, most of the researchers have been 

formulated by single objective optimization problems to solve the reliability 

optimization problems. For simultaneous maximization of system reliability and 

minimization of system cost of the reliability allocation problem, a multi-

objective problem using a surrogate worth trade-off method [313] has been 

proposed by Sakawa. At the same time, Inagaki, Inoue, and Akashi [314] solved 

different problems by maximizing the system reliability and minimizing the 

system cost and weight by introducing an interactive optimization method. To 

focus further research in this area, one may recall the works of Park [315], 

Dhingra [316], Rao and Dhingra [317], Srinivas and Deb [318], Huang, Tian, and 

Zuo [319], Coit and Konak [320] and others. Taboada and Coit [321] proposed a 

new method which is based on the sequential combination of multi-objective 

evolutionary algorithms and data clustering on the prospective solutions. In the 

next year, Taboada, Espiritu, and Coit [322] developed an extension and applied 

a previously developed multi-objective evolutionary algorithm for solving the 

design allocation problems of multi-state series–parallel system for power 

system. Taboada, Espiritu, and Coit [323] solved multiple objective multi-state 

reliability optimization design problems by maximizing system reliability and 

minimizing both the system cost and weight. In the year 2009, Li, Liao, and Coit 
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[324] proposed a two-stage approach for multi-objective decision making with 

applications to system reliability optimization. Ramirez-Marquez and Rocco 

[325] developed a new evolutionary optimization technique for multi-state two-

terminal reliability allocation in multi-objective problems. With the view to 

identify the combination of component failures that provide maximum reduction 

of network performance, Rocco, Ramirez-Marquez, Salazar, and Hernandez [326] 

studied the vulnerability analysis of a complex network. Dewri et. al [327] 

focused on optimal security hardening using multi-objective optimization on 

attack tree models of networks. Several researchers have solved reliability 

optimization problems considering single objective optimization problems 

described by Prasad & Kuo [328]; Levitin, Gregory, and Anatoly [329]; Kuo, 

Prasad, Tillman, & Hwang [330]).in their articles. It has been noticed that, the 

objective function(s) as well as constraints involving in reliability optimization 

problems, are non-convex and non-smoothness in nature. 

In this chapter we have solved multi-objective optimization problem and 

for this purpose we have formulated multi-objective optimization problem 

considering objective functions as minimize the system cost, minimize the 

system volume and minimize the system weight respectively along with the 

restriction on targeted system reliability which is the only constraint of the 

problem. Here we have solved the problem using hybrid GA-PSO algorithm 

[204]. Finally, to find out the optimum result and to test the effectiveness of the 

GA-PSO algorithm, numerical example has been solved and computed results 

have been presented.  

 

5.2 Formulation of Reliability-Redundancy Optimization 

Problems  

The objective of the Reliability Redundancy Allocation problem is to enhance the 

reliability of the system under certain resource constraints based on the volume, 

cost and weight of the system. This objective can be fulfilled by adding an 

appropriate numbers of reliable redundant components. Mathematically 

reliability redundancy allocation problem has been formulated either single 

objective optimization problem or multi-objective optimization problem. In case 
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of single objective optimization problem, the mathematical formulation is as 

follows: 

1 2 1 2Maximize ( , ,..., ; , ,..., )s n nR f x x x r r r  

subject to 
1 2 1 2( , ,..., ; , ,..., )i n n ig x x x r r r b  

where
ix Z  , 0 1ir   and 1,2,...,i m  

where 
sR is the system reliability and ( , )ig r x  is the i-th constraint function, 

which are associated with system weight, volume and cost.   

In case of multi-objective optimization problem the mathematical formulation is 

generally represented as follows: 

Maximize ( , )sR x r  

Minimize C ( , )s x r  

subject to 
1 2 1 2( , ,..., ; , ,..., )i n n ig x x x r r r b  

where
ix Z  , 0 1ir   and 1,2,...,i m  

In this chapter we have formulated reliability redundancy allocation 

problem in terms of multi-objective optimization problem. The corresponding 

multi-objective optimization problem is as follows: 

Minimize {V ( ), ( , ), ( )}s s sx C x r W x  

subject to  R( , ) 0.999x r   

In our problem, we have considered five link complex (bridge) systems. The 

expression of  ( , )R x r is 

( , ) 2
1 2 3 4 1 4 5 1 2 3 4 1 2 3 5 1 3 4 5 1 2 4 5 1 2 3 4 5

R x r R R R R R R R R R R R R R R R R R R R R R R R R R R R R
s

       

where ( , ) 1 (1 )
x
iR r x r

i i i i
   . 

 

5.3 Multi-Objective Optimization  

A multi-objective optimization problem can be written as  

1 2Minimize{ ( ), ( ),..., ( )}kf x f x f x  

subject to, x S  

where ( ), 1,2,...,if x i k is the i-th objective function and 

{ : ( ) 0, 1,2,..., }jS x g x j m    be the feasible region. 
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Before going to discuss about the solution procedure of multi-objective 

optimization problem, we shall define some useful definitions as follows: 

Definition 1: A decision vector *x S is Pareto optimal if there does not exist 

another decision vector *x S  such that *( ) ( )i if x f x  for at least one index 

, 1,2,...,i i k . 

Definition 2: A decision vector *x S is weakly Pareto optimal if there does not 

exist another decision vector x S  such that *( ) ( )i if x f x  for all 1,2,...,i k . 

Definition 3: A decision vector *x S is locally Pareto optimal if there does exist 

0  such that *x  is Pareto optimal in *( , )S B x  where *( , )B x   is an open ball 

with center at a point *x and radius ( 0)  . 

Definition 4: An objective vector minimizing each of the objective functions is 

called an ideal objective vector. 

Definition 5: A utopian objective vector **z is an infeasible objective vector 

whose components are formed by ** *
iz z   for all 1,2,...,i k where *z is the 

component of the ideal objective vector and 0i  is a relatively small but 

computationally significant scalar. 

In the existing literature, several techniques/methods have been reported 

for solving the multi-objective optimization problems. In these 

techniques/methods, the multi-objective optimization problems have been 

formulated as single objective optimization problem. Some of these 

methods/techniques are as follows: 

Problem 1: Global criteria method. 

Problem 2: Weighted method. 

Problem 3:  -Constraint method. 

Problem 4: Weighted sum method. 

Problem 5: Tchebycheff method. 

Problem 6: Weighted Tchebycheff method. 

Problem 7: Lexicographic method. 

Problem 8: Lexicographic Weighted Tchebycheff method. 
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All these methods are posteriori methods i.e., all these methods generated 

Pareto optimal solutions. For detail discussion about these problems one may 

refer to the book of K. Miettinen [331]. 

In this chapter, we have proposed an alternative method for solving 

multi-objective optimization problem. In this method, the transformed single 

objective optimization problem can be written as follows: 

*

1

Minimize ( ( ) )
k

i i i

i

w f x f


                           (5.1) 

subject to,  

1

1
k

i

i

w


  

0, 1,2,...,iw i k   

and x S  

where *
if is the ideal objective value of the objective function ( )if x . 

This method looks like weighted approach introduced by Charnes and Cooper 

[332]. But slight difference is that we have taken deviation with respect to ideal 

objective vector instead of aspiration level from the goal.  

 

5.4 Problem Formulation 

Let us consider a complex bridge network system. In this system our objective is 

to minimize system volume, system cost and system weight subject to the 

targeted system reliability constraint. Therefore the problem can be written as  

Minimize{ , , }s s sV C W                                                                                                          (5.2) 

subject to *
sR R  

where , ,s s sV C W are the system cost , system weight and system volume 

respectively and *R is the targeted reliability which is fixed. 

Hence the problem is to determine the number of redundant components 

together with reliability of each component by solving our proposed multi-

objective optimization problem (5.2). 

The above problem (5.2) can be written using our proposed problem as follows: 

* * *
1 2 3Minimize{ ( ) ( ) ( )}s s s s s sw V V w C C w W W                                                                (5.3) 

subject to  
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1 2 3 1w w w    

*
sR R  

0, 1,2,3iw i   

where 
* * *

, andV C W
s s s  be the components of ideal objective vector of 

* * *
, andV C W

s s s . 

Clearly problem (5.3) is a single objective nonlinear constrained optimization 

problem. In this problem we have adjusted the weighted components by prior 

choices of objective functions.  

According to different prior choices of weighted components, the following 

situations may arise. 

Situation 1: Third constraint is more important that of second constraint and 

second constraint is more important that of first constraint i.e., 

1 2 3w w w   

Situation 2: Third constraint is more important that of first constraint and first 

constraint is more important that of second constraint i.e., 

2 1 3w w w    

Situation 3: Second constraint is more important that of third constraint and 

third constraint is more important that of first constraint i.e., 

1 3 2w w w    

Situation 4: Second constraint is more important that of first constraint and first 

constraint is more important that of third constraint i.e., 

3 1 2w w w                   

Situation 5: first constraint is more important that of third constraint and third 

constraint is more important that of second constraint i.e.,  

2 3 1w w w                   

Situation 6: first constraint is more important that of second constraint and 

second constraint is more important that of third constraint i.e.,  

3 2 1w w w    

For solving problem (5.3) we have used hybrid GA-PSO algorithm. Now we shall 

discuss the GA-PSO algorithm as follows: 
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5.5 Solution Procedures 

To solve the problem mentioned in this chapter we have used hybrid GA-PSO 

algorithm. This hybrid algorithm is discussed in detail in the chapter 3. 

 

5.6 Numerical Solutions, Results and Discussion 

5.6.1 Numerical Examples  

To illustrate the proposed approach for solving constrained multi-objective 

optimization problem by hybrid GA-PSO algorithm, the following numerical 

example has been considered. 

5
2

1

Minimize ( , ) j j

j

V x r v x


  

5

1

1000
Minimize ( , ) exp

ln 4

j

j
j j

jj

x
C x r x

r






    
       

   
  

5

1

Minimize ( , ) exp( )
4

j
j j

j

x
W x r wt x



   

subject to  R( , ) 0.999x r   

where 

1 1 2 3 4 1 4 5 1 2 3 4 1 2 3 5 1 3 4 5( , )R x r R R R R R R R R R R R R R R R R R R R       

2 1 2 3 4 5 1 2 4 5( , ) 2R x r R R R R R R R R R   

1 2( , ) ( , ) ( , )R x r R x r R x r   

and ( , ) 1 (1 ) jx

j j j jR x r r    

where jx Z  and 0 1jr  . The parameters j  and j   are physical features of 

system components.  

Now we have obtained ideal objectives * * *
, ,V C Ws s s    by solving three single 

objective optimization problems as follows: 

For obtaining *
,Vs we have solved the following problem: 

5
2

1

Minimize ( , ) j j

j

V x r v x


  

subject to  R( , ) 0.999x r   

For obtaining *
 ,Cs we have solved the following problem:  
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5

1

1000
( , ) exp

ln ( ) 4

j

j
j j

jj

x
Minimize C x r x

r






    
       

   


 

subject to  R( , ) 0.999x r   

For obtaining *
,Ws  we have solved the following problem: 

5

1

Minimize ( , ) exp( )
4

j
j j

j

x
W x r wt x



  

subject to  R( , ) 0.999x r   

Now we have solved the given multi-objective optimization problem by solving 

equivalent single objective optimization problem using our prosed 

technique/method. 

Therefore the reduced single objective optimization problem is as follows:
 

5 5
2

1 2

1 1

1000
( 10.0) ( exp 73.0)

ln( ) 4.0

j

j
j j j j

jj j

r
Minimize w v x w x

r




 

    
          

   
 

 

5

3

1

1000
( exp 37.0)

ln ( ) 4.0

j

j
j j

jj

x
w x

r






    
       

   


 

where, 1 2 3 1w w w     

and 

 R ( , ) 0.999s x r   

5.6.2 Experimental Results 

For numerical experiments, we have considered reliability redundancy allocation 

problems of the complex (bridge) system. The values of all parameters related to 

the problem are given in Table 5.1. The proposed method has been coded in C 

programming language. The computational works have been performed on the 

PC having Intel core-2 duo processor with 3 GHz speed in Linux environment. In 

this computation, the values of parameters like size of population, maximum 

number of generation, crossover probability, and mutation probability have been 

taken as 200, 200, 0.90 and 0.10, respectively. In each case, 20 independent runs 

have been performed for each example to obtain the optimal/best found solution 

along with the corresponding value of the system reliability.  
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Wilcoxon Rank-Sum Test 
 

We have performed Wilcoxon Rank-Sum statistical test this chapter. It used to 

compare repeated measurements on a single sample to evaluate whether their 

populations mean ranks differ or not (paired difference test). We have used the 

paired difference test in this chapter, as because there is no other sample present 

to compare with the existing population. 

 
Wilcoxon Rank-Sum Test for Complex System (Multi-objective reliability 
optimization) 

 
Here we have referred population for population set generated by the algorithm 
using our proposed model when 1w = 0.5, 2w  = 0.3, 3w  = 0.2. 

 
Table 5.8: Ranks of objective-function value of generated population for complex 
system 

Run Objective 
Function value 

Ranks of 
Objective 
Function 

value 

Run Objective Function value Ranks of 
Objective 
Function 

value 
1 0.999899983 3.5 11 0.99999994 17 
2 0.999999940 17 12 0.99993306 9.5 
3 0.999933063 9.5 13 0.99999994 17 
4 0.99989998 3.5 14 0.99993306 9.5 
5 0.99999994 17 15 0.99999994 17 
6 0.99993306 9.5 16 0.99993306 9.5 
7 0.99989998 3.5 17 0.999999523 13 
8 0.99999994 17 18 0.99989998 3.5 
9 0.99989998 3.5 19 0.99999994 17 

10 0.99989998 3.5 20 0.99993306 9.5 
 

Table 5.9: p-value calculation of the population for complex system 

 
Population 1 

count 50 
Rank-sum 210 

α 0.05 
W’ 210 

W-crit 337 
median 0.999933063 

Variance 1.9285X10-09 
Standard deviation 4.39147X10-05 

 
Conclusion: Since w’<w-crit therefore the population1 (sample) has significance 

which has been generated by the algorithm using our proposed model. We get 

value of w-crit using Wilcoxon Rank-Sum Table (http://www.real-

statistics.com/statistics-tables/wilcoxon-rank-sum-table-independent-

samples/). 
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Here we have referred population for population set generated by the algorithm 

using our proposed model when 
1w = 0.5, 

2w  = 0.2, 
3w  = 0.3. 

 
Table 5.10: Ranks of objective-function value of generated population for complex 
system 
 

Run Objective Function 
value 

Ranks of 
Objective 
Function 

value 

Run Objective Function value Ranks of 
Objective 
Function 

value 
1 0.99989998 4 11 0.99999833 17 

2 0.99999833 17 12 0.99993347 10.5 
3 0.99993347 10.5 13 0.99989998 4 
4 0.99989998 4 14 0.99999833 17 

5 0.99999833 17 15 0.99993347 10.5 
6 0.99993347 10.5 16 0.99989998 4 
7 0.99989998 4 17 0.99999833 17 
8 0.99999833 17 18 0.99993347 10.5 

9 0.99993347 10.5 19 0.99989998 4 
10 0.99989998 4 20 0.99999833 17 

 
 

Table 5.11: p-value calculation of the population for complex system 
 

 
Population 1 

count 50 
Rank-sum 210 

α 0.05 
W’ 210 

W-crit 337 
median 0.999933468 

Variance 1.83616X10-09 
Standard Deviation 4.28504X10-05 

 
Conclusion: Since w’<w-crit therefore the population1 (sample) has significance 

which has been generated by the algorithm using our proposed model. We get 

value of w-crit using Wilcoxon Rank-Sum Table (http://www.real-

statistics.com/statistics-tables/wilcoxon-rank-sum-table-independent-

samples/). 
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Here we have referred population for population set generated by the algorithm 

using our proposed model when 
1w = 0.3, 

2w  = 0.5, 
3w  = 0.2. 

Table 5.13: Ranks of objective-function value of generated population for 
complex system 

Run Objective 
Function value 

Ranks of 
Objective 
Function 

value 

Run Objective Function value Ranks of 
Objective 
Function 

value 
1 0.9991618 4 11 0.9998635 17 
2 0.999004 19.5 12 0.99958515 12.5 
3 0.9994278 9 13 0.99964714 4 
4 0.9991417 4 14 0.99984741 17 
5 0.9997616 14 15 0.99973774 12.5 
6 0.99987993 10 16 0.99981403 4 
7 0.9996662 4 17 0.99980927 17 
8 0.99968162 19.5 18 0.99983788 8 
9 0.9998691 11 19 0.99975392 4 

10 0.9998094 4 20 0.99988964 15 
 
 

Table 5.14: p-value calculation of the population for complex system 

 
Population 1 

count 50 
Rank-sum 210 

α 0.05 
W’ 210 

W-crit 337 
median 0.999933468 

Variance 1.8745X10-09 
Standard deviation 4.32955X10-05 

 
Conclusion: Since w’<w-crit therefore the population1 (sample) has significance 

which has been generated by the algorithm using our proposed model. We get 

value of w-crit using Wilcoxon Rank-Sum Table (http://www.real-

statistics.com/statistics-tables/wilcoxon-rank-sum-table-independent-

samples/). 
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Here we have referred population for population set generated by the algorithm 

using our proposed model when 
1w = 0.2, 

2w  = 0.5, 
3w  = 0.3. 

 

Table 5.15: Ranks of objective-function value of generated population for 
complex system 
 

Run Objective 
Function value 

Ranks of 
Objective 
Function 

value 

Run Objective Function value Ranks of 
Objective 
Function 

value 
1 0.99989998 4 11 0.99994174 10.5 
2 0.99999952 17 12 0.99989998 4 
3 0.99989998 4 13 0.99999952 17 
4 0.99999952 17 14 0.99994174 10.5 
5 0.99994174 10.5 15 0.99989998 4 
6 0.99989998 4 16 0.99999952 17 
7 0.99999952 17 17 0.99994174 10.5 
8 0.99994174 10.5 18 0.99989998 4 
9 0.99989998 4 19 0.99999952 17 

10 0.99999952 17 20 0.99994174 10.5 
 
 

Table 5.16: p-value calculation of the population for complex system 

 
Population 1 

count 50 
Rank-sum 210 

α 0.05 
W’ 210 

W-crit 337 
median 0.999941742 

Variance 1.83938X10-09 
Standard deviation 4.2888X10-05 

 
Conclusion: Since w’<w-crit therefore the population1 (sample) has significance 

which has been generated by the algorithm using our proposed model. We get 

value of w-crit using Wilcoxon Rank-Sum Table (http://www.real-

statistics.com/statistics-tables/wilcoxon-rank-sum-table-independent-

samples/). 
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Here we have referred population for population set generated by the algorithm 

using our proposed model when 
1w = 0.3, 

2w  = 0.2, 
3w  = 0.5. 

 
Table 5.17: Ranks of objective-function value of generated population for complex 
system 
 

Run Objective 
Function value 

Ranks of 
Objective 
Function 

value 

Run Objective Function value Ranks of 
Objective 
Function 

value 
1 0.99989998 3.5 11 0.99989998 3.5 
2 0.99999952 17 12 0.99999952 17 
3 0.99992655 9.5 13 0.99992655 9.5 
4 0.99989998 3.5 14 0.99994174 13 
5 0.99999952 17 15 0.99989998 3.5 
6 0.99992655 9.5 16 0.99999952 17 
7 0.99999952 17 17 0.99992655 9.5 
8 0.99989998 3.5 18 0.99989998 3.5 
9 0.99999952 17 19 0.99999952 17 

10 0.99992655 9.5 20 0.99992655 9.5 
 
 

Table 5.18: p-value calculation of the population for complex system 

 
Population 1 

count 50 
Rank-sum 210 

α 0.05 
W’ 210 

W-crit 337 
median 0.999926547 

Variance 1.84326X10-09 
Standard deviation 4.29332X10-05 

 

Conclusion: Since w’<w-crit therefore the population1 (sample) has significance 

which has been generated by the algorithm using our proposed model. We get 

value of w-crit using Wilcoxon Rank-Sum Table (http://www.real-

statistics.com/statistics-tables/wilcoxon-rank-sum-table-independent-

samples/). 
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Here we have referred population for population set generated by the algorithm 

using our proposed model when 
1w = 0.3, 

2w  = 0.2, 
3w  = 0.5. 

 

Table 5.19: Ranks of objective-function value of generated population for 

complex system 

 
Run Objective 

Function value 
Ranks of 
Objective 
Function 

value 

Run Objective Function value Ranks of 
Objective 
Function 

value 
1 0.99989998 4 11 0.99994488 10.5 
2 0.99999946 17 12 0.99989998 4 
3 0.99989998 4 13 0.99999946 17 
4 0.99999946 17 14 0.99994488 10.5 
5 0.99994488 10.5 15 0.99989998 4 
6 0.99989998 4 16 0.99999946 17 
7 0.99999946 17 17 0.99994488 10.5 
8 0.99994488 10.5 18 0.99989998 4 
9 0.99989998 4 19 0.99999946 17 

10 0.99999946 17 20 0.99994488 10.5 
 
 

Table 5.20: p-value calculation of the population for complex system 

 

 
Population 1 

count 50 
Rank-sum 210 

α 0.05 
W’ 210 

W-crit 337 
median 0.999944875 

Variance 1.70082X10-09 
Standard deviation 4.1241X10-05 

 
Conclusion: Since w’<w-crit therefore the population1 (sample) has significance 

which has been generated by the algorithm using our proposed model. We get 

value of w-crit using Wilcoxon Rank-Sum Table (http://www.real-

statistics.com/statistics-tables/wilcoxon-rank-sum-table-independent-

samples/). 
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5.7 Concluding Remarks 

In this chapter, for the first time we have proposed a new method for solving 

constraint multi-objective optimization problem. There are several methods for 

solving constraint multi-objective optimization problem reported in the exiting 

literature. In the proposed method, the given multi-objective optimization 

problem has been transformed into single objective optimization problem. As all 

the objective functions and constraints are highly nonlinear so to solve this 

problem we have applied hybrid evolutionary algorithm. In case of reliability 

optimization, there are several ways to increase system reliability. These are i) to 

increase the reliability of each component ii) to use the parallel redundancy of 

the less reliable component iii) to use the stand by redundancy. As a result, 

consequently system cost, system volume and system weight also be increased. 

So to optimize the overall system considering system reliability, system cost, 

system volume and system weight the corresponding problem is formulated as 

multi-objective optimization problem. In this work we have considered 

minimization of system volume, minimization of system cost and minimization of 

system weight respectively along with the restriction on targeted system 

reliability which is the only one constraint of the problem. For solving the 

optimization problem we have used hybrid GA-PSO algorithm. In this algorithm 

we have applied GA for first 50% chromosomes and PSO for the rest. In each 

chromosome of GA and PSO, the first 50% genes are corresponding to integer 

variables and the remaining 50% genes corresponding to floating point 

variables. Finally, to illustrate the proposed method we have solved a numerical 

example and computational results have been presented. For future research one 

may apply the proposed method used in this chapter to solve multi-objective 

optimization problems in different areas of engineering, mathematics, economics 

and management science. 

 



 



CHAPTER 6 
 

 Application of Reliability Redundancy 
Allocation Problem using hybrid GA-
PSO in Wireless Sensor Networks 
(WSN)  

 

6.1 Introduction 

WSN consist of a sink node that works as server/gateway to the subnet of some 

inter-connected nodes, generally called motes [333] in a specified and similar 

environment to transmit data in interleaved fashion. The sink node supervises all 

dominant motes under the subnet. Each node consists of a tiny processor to 

process data, a storage system to store data, a power source to run the system 

uninterruptedly and a radio system to transmit data from one node to another. 

The various applications of WSN include different engineering environments, 

industrial process monitoring, battlefield surveillance, machine health 

monitoring, control systems etc. [334]. The development of efficient and reliable 

WSN faces different challenges like size, weight and cost (energy consumption) 

and others. There are some major constraints regarding resources such as 

energy consumption, memory size, computational speed and communication 

bandwidth. The basic goal of the reliability allocation problem is to measure the 

reliability levels of each component that either maximize the system reliability or 

minimize the system cost or both under several resources constraints. The 

Reliability Redundancy Allocation problem (RRAP) is basically a constrained, 

nonlinear mixed-integer programming problem. In this chapter, an example has 

been solved as nonlinear mixed-integer programming problem considering fuzzy 

parametric values. In real life situations, it has been observed that the reliability 

of an individual component may not be fixed. It may vary due to several reasons. 

There is no method/technology by which different components can be produced 
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with exactly identical reliabilities. Also, the human factor, improper storage 

facilities and other environmental factors may affect the reliabilities of individual 

components. So, the reliability of each component is sensible and it may be 

treated as a positive imprecise number. To tackle the problems with such 

imprecise numbers, we have used fuzzy approach as it is more suitable and 

reliable to handle imprecise parameters. 

 

6.2 The Reliability Redundancy Allocation Problem (RRAP) in 

Wireless Sensor Network (WSN) system  

The Redundancy Allocation Problem is of interest when redundant components 

or parts are used to create a particular type of network. When similar 

components are used simultaneously one after another, i.e. serially, then the 

system is called series system, and when components are used in parallel then it 

is called a parallel system. The combination of series subsystems using parallel 

arrangement is called a series-parallel system. But the most important 

redundancy is seen in case of complex systems, systems with complex design, 

similar to WSN. 

 

6.3 Solution Methodology 

WSN can be best seen as complex bridge systems. In this chapter, the problem of 

Reliability Redundancy Allocation in WSN, in a maximization of Reliability in 

Redundancy Allocation formulation is approached using a new methodology. 

This chapter deals with the optimization of system reliability of redundancy 

allocation problem for complex (bridge) system with imprecise parameters. 

Different input variables (weight, volume and cost) are modelled as fuzzy 

numbers using triangular membership functions for three different linguistic 

categories likely Small (S), Medium (M) and High (H) respectively and inputs are 

fed in the hybrid evolutionary algorithm. Then this type of problems have been 

converted into non-linear fuzzy constraint optimization problem by using 

triangular fuzzy number and then the problem is converted into unconstrained 

optimization problems by Big-M penalty technique [298]. To solve the problems, 

we have proposed hybrid GAPSO algorithm for mixed-integer variables with 

tournament selection, intermediate crossover for integral values and power 
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crossover for real values and one neighborhood mutation. The obtained fuzzy 

result set is linguistically classified into three categories, namely Satisfactory (S), 

Good (G) and  Very Good (VG) respectively, for different combination of fuzzy 

input parameters. Here the decision making aspect is being imposed to the 

system and the system can deploy the decidability phenomena for different 

combinations of fuzzy input variables. Finally, the defuzzification is done to 

obtain precise values. Finally, to illustrate the theoretical development and also 

to test the performance of the proposed algorithm redundancy allocation 

problem for five link bridge network system has been solved for different 

representations of parameters and the simulation results have been compared.  

 

6.4 Mathematical formulation of the Problem 

The general form of the reliability optimization problem in crisp form is as 

follows: 

Maximize ( , )SR x r                                                                                                                 (6.1) 

subject to 

( , )i ig x r b , 1,2, ,i m    

where 1 2 1 2,( , ) ( , ,..., , , ..., )n nx r x x x r r r ,1 , isinteger, 1,...,j j j jl x u x j n    , 

0 1, isfloating pointj jr r  and ib  is the i-th  available resource, 1,2, ,i m  . 

If all the parameters are fuzzy valued, then the general form of the reliability 

optimization problem is 

Maximize ( , )SR x r                                                                                                                 (6.2) 

subject to 

( , )i ig x r b , 1,2, ,i m   

where 1 2( , ,..., )nx x x x , 1 , isinteger, 1,...,j j j jl x u x j n    , 

0 1, isfloating pointj jr r  and ib  is   the i-th available resource which is 

imprecise , 1,2, ,i m  . 

As the problem (6.2) is a constrained optimization problem, so we can solve the 

same by penalty function technique. In this technique, the constrained 

optimization problem is converted into unconstrained optimization problem. 
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Here we have used the Big-M penalty technique [298]. Hence, the unconstrained 

optimization problem corresponding to the problem (6.3) is as follows: 

Maximize 
[ ( , )] when

( , )
when

S
S

R x r x S
R x r

M x S

 
 

 

                                                                (6.3) 

where { : ( , ) , 1,2, ,i iS x g x r b i m    and 1 ,j j jl x u   isinteger, 1,..., }jx j n .  

6.5 Problem Description, Numerical Solutions and Results  

Problem : Decision Making in Assessment of WSN RRAP using a 

Fuzzy-Hybrid Approach [224] 

The Reliability Redundancy Allocation Problem (RRAP) in Wireless Sensor 

Network (WSN) systems is obviously an important problem. The basic function 

of a WSN system is to provide surveillance data transmission over a specified 

area maintaining minimum power consumption (minimum cost), occupying 

minimum volume and weight and having components with a reasonable level of 

reliability.  In this chapter, a decision making assessment of Reliability 

Redundancy Allocation Problem (RRAP) is proposed using a fuzzy approach. The 

fuzzy approach uses the advantages of considering uncertainty in order to make 

the approach more practical. Triangular Fuzzy membership functions are used to 

encode fuzzy number sets as input variables (cost, weight and volume) to a 

hybrid optimization algorithm. A hybrid algorithm aiming for RRAP optimization 

of WSN system components is discussed. This algorithm is based on a new 

hybrid algorithm using a Genetic Algorithm (GA) and Particle Swarm 

Optimization (PSO). The fuzzy results obtained are used to exhibit the decision 

making matrix, to enhance the decidability property of WSN. Finally after 

defuzzification, crisp data are obtained and compared with other approaches 

from literature and found satisfactory. In this problem, our main goal is to 

maximize the system reliability using a Hybrid algorithm to solve the 

Redundancy Allocation Problem with respect to different constraints. 

 

Assumptions for the proposed system 

(i) Reliability of each component is imprecise (fuzzy). 

(ii) Failures of components are statistically independent. 

(iii) The system will not be damaged or failed due to failed components. 
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(iv) All redundancies are active and there is no provision for repair. 

(v) The components as well as the system have two different states, viz. 

operating state and failure state. 
WSN is a combination of subsystems (nodes) and the arrangement of those 

subsystems can be considered as complex Systems. Even if each 

component/node is itself a set of other elements, reliability calculations will be 

treated as independent, characterized by specific reliability parameters [224]. 

The models of these subsystems/nodes ([1,2 …X1], [1,2 …X2] …[1,2 …X5])  are, in 

reliability terms, complicated systems with active reservation at element level, as 

depicted in Figure 6.1. Each component contains a number of serially connected 

elements. From the WSN reliability assessment viewpoint, there are two main 

approaches in the literature: a fuzzy approach, to make the problem more 

realistic, and optimization using a hybrid algorithm [204].  

 

Figure 6.1: Structure of complex (bridge) WSN system 

The corresponding optimization problem of complex systems is as follows:
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where ( , ) 1 (1 ) jx

j j j jR x r r   and xj Z+ and 0 < rj < 1.  
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If all the parameters are fuzzy valued, then the general form of the reliability 

optimization problem is
  

1 2 3 4 1 4 5 1 2 3 4 1 2 3 5 1 3 4 5Maximize ( , )f r x R R R R R R R R R R R R R R R R R R R                  
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subject to:
  
5

2
1

1

( , ) j j

j

g x r v x V


            (6.9) 

5

2

1

1000
( , ) exp

ln 4

j

j
j j

jj

x
g x r x C

r






    
         

   
       (6.10) 

5

3

1

( , ) exp
4

j
j j

j

x
g x r w x W



 
    

 
       (6.11) 

where ( , ) (1 (1 ) )jx

j j j jR x r r   and xj Z+ and 0 1jr   .  

In this example, the complex system is considered with five sub-systems having 

system reliability R1,R2,R3,R4 and R5 respectively. Following the process described 

in the previous section, the numerical solutions outcomes are described in 

different tables and result sets are constructed. Table 6.1 is constructed after 

applying fuzzification under three linguistic categories i.e. “Small”, “Medium” and 

“High”. Applying the meta-heuristic algorithms (i.e. GA, PSO and GA-PSO), fuzzy 

results is constructed in Table 6.2 over 50 runs. Also in Tables 6.3, 6.4 and 6.5, 

linguistic descriptions are given for complex systems over 50 runs using GA, PSO 

and GA-PSO algorithms respectively after linguistic classification. After 

defuzzification with the adaptive integration method, Table 6.6 presents the best 

results for the complex system over 50 runs, using the hybrid GA, PSO and GA-

PSO algorithms. In Table 6.7, a comparison of the best GA, PSO and GA-PSO 

results with existing algorithms (for the complex system) is depicted. In Table 

6.8, a statistical analysis for the complex system is presented, and, in Table 6.9, 

the average and standard deviation of CPU times (in seconds) over 50 runs are 

illustrated. 

 If for the cost (C), weight (W), and volume (V) the following linguistic 

categories: Small (S), Medium (M) and High (HL) are used, then the reliability of 

the systems can be characterized by a linguistic category of these input variables, 

as in Table 6.2 and Figures 6.2 up to 6.4. For reliability, other three linguistic 
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categories can be defined: Satisfactory, Good, and Very Good. The choice of 

linguistic categories is based on the experience and data analysis. 

The reliability will be determined for each linguistic category S, M, and H of the 

input variables (cost, weight and volume) using their fuzzy modeling. The 

calculations will be performed in each of the three breaking points of the 

triangular membership functions corresponding to the input variables (cost, 

weight and volume). Finally, the support for the assessment of reliability is based 

on Fuzzy Logic, which allows the establishment and using of fuzzy rules and 

fuzzification/defuzzification operations. Using a set of fuzzy rules such as “ If … 

Then”, a decision table for the assessment of the reliability can be built. 

 
Table 6.1: Input parameters for the complex system after fuzzification under 

three linguistic categories 

Stage 510   i  iv
 iw

 
V  C  W  

1 2.330 1.5 1 7 
[100-110 i.e. Small 

,105-115 i.e. 
Medium,110-120 

i.e. High] 

 

[165-175 i.e. 
Small,170-180 i.e. 
Medium, 175-185 

i.e. High] 
 

[190-200 i.e. 
Small,195-205 i.e. 
Medium,200-210 

i.e. High] 
 

2 1.450 1.5 2 8 

3 0.541 1.5 3 8 
4 8.050 1.5 4 6 

5 1.950 1.5 2 9 

 

 
 

 

 

 

   

Figure 6.2: Triangular 
membership function (µ (V)) 

vs. Volume (V) 

Figure 6.3: Triangular 
membership function (µ (C)) vs. 

Cost (C) 

Figure 6.4: Triangular 
membership function (µ (W)) 

vs. Weight (W) 
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Table 6.2: Fuzzy Results for the complex system over 50 runs using the GA, 
PSO and GA-PSO algorithms before linguistic classification 

Parameter GA PSO GA-PSO 

( , )f r x  

[0.999954-0.999977 i.e. 
Satisfactory(S), 0.999966-

0.999989 i.e. Good(G), 
0.999977-0.999999 i.e. Very 

Good(VG)] 

[0.9999961-0.9999981 
i.e. Satisfactory(S), 

0.9999971-0.9999991 
i.e. Good(G), 

0.9999981-0.999999 
i.e. Very Good(VG)] 

[0.99999951-0.99999971 
i.e. Satisfactory(S), 

0.99999961-0.99999981 
i.e. Good(G), 0.99999971-

1.00000000 i.e. Very 
Good(VG)] 

1x  4 4 4 

2x  3 3 3 

3x  3 3 3 

4x  3 3 3 

5x  1 1 1 

1r  

[0.84909827-0.8511013, 
0.8511014- 0.86513395, 
0.86513396-0.8754369] 

[0.84073487-
0.84094575, 
0.84094576-
0.85068729, 
0.85068730-
0.85110130] 

[0.8365171923-
0.8371936873, 
0.8371936874-
0.8519672617, 
0.8519672618-
0.8525013013] 

2r  

[0.85434493-0.85474791, 
0.85474792- 0.86735129, 
0.86735130,0.86765432] 

[0.84568745-
0.84436734, 
0.84436735-
0.85286560, 
0.85286561-
0.85474790] 

[0.835183095-
0.8357895612, 
0.8357895613-
0.8541784531, 
0.8541784532-
0.8547479179] 

3r  

[0.91548745-0.91548745, 
0.91548746-0.92168680, 

0.92168681- 0.92568882] 

[0.91434987-
0.91588732, 
0.91588733-
0.92097698, 
0.92097699-
0.92168680] 

[0.9051945876-
0.9045762349, 
0.9045762350-

0.92098951627, 
0.92098951628-
0.9216868098] 

4r  

[0.71262057-0.71463067, 
0.71463068-0.72766142, 
0.72766143-0.73786546] 

[0.70564398-
0.70716754, 
0.70716755-
0.71227634, 
0.71227635-
0.71262057] 

[0.6955185123-
0.6961839562, 
0.6961839563-
0.7119857657, 
0.7119857658-
0.7126205773] 

5r  

[0.71519161-0.71559464, 
0.71559465-0.71584979, 
0.71584980-0.71860070] 

[0.70765643-
0.70876543, 
0.70876544-
0.71326765, 
0.71326766-
0.71559464] 

[0.6916672354-
0.6921904584, 
0.6921904585-
0.7149745328, 
0.7149745329-
0.7155946472] 
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Table 6.3: Linguistic Results for the complex system over 50 runs using the GA 
algorithm after linguistic classification 

Reliability 
Analysis 

 Volume 
Small Medium High 

Weight Small Medium High Small Medium High Small Medium High 
Cost Low S S S S S S S S S 

Medium S S S S S G S G G 

High S S G S S VG S G VG 

Reliability 
Analysis 

 Volume 
Small Medium High 

Weight Small Medium High Small Medium High Small Medium High 
Cost Low S S S S S G S S G 

Medium S S G S G G S G G 
High S G G S G VG G G VG 

Reliability 
Analysis 

 Volume 
Small Medium High 

Weight Small Medium High Small Medium High Small Medium High 
Cost Low S S S S S G S G G 

Medium S G G S G G G VG VG 
High S G VG G G VG G VG VG 

Parameters 
The proposed GA  

algorithm 
The proposed PSO  

algorithm 
The proposed GA-PSO  

algorithm 

 0.99999977 0.99999980 0.9999998085 

 4 4 4 

 3 3 3 

 3 3 3 

 3 3 3 

 1 1 1 

 0.86019260 0.84586730 0.8445448606 

 0.86102461 0.83795746 0.8449747568 

 0.91958763 0.91958763 0.9131117871 

 0.72319453 0.70942710 0.7040772028 

 0.71624539 0.71132103 0.7036067184 

 
 

 

 

 

 

 

 
Table 6.4: Linguistic Results for the complex system over 50 runs using the PSO 

algorithm after linguistic classification 

 
Table 6.5: Linguistic Results for the complex system over 50 runs using the GA-PSO 

algorithm after linguistic classification 

 
Table 6.6: The best results for the complex system over 50 runs using the hybrid GA, 

PSO and GA-PSO algorithms after defuzzification 

r5

r4

r3

r2

r1

x5

x4

x3

x2

x1

( , )f r x
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Table 6.7: Comparison of the best GA, PSO and GA-PSO results with existing algorithms 
(for complex system) 

Parameters 
Hybrid GA-PSO 
approach [306] 

Efficient GA-
PSO 

approach[204] 

Proposed 
GA  

algorithm 

Proposed 
PSO  

algorithm 

Proposed 
GA-PSO  

algorithm 

 0.99988964 0.99999952 0.99999977 0.99999980 0.9999998085 

 3 4 4 4 4 

 3 3 3 3 3 

 2 3 3 3 3 

 4 3 3 3 3 

 1 1 1 1 1 

 0.828134 0.858430 0.86019260 0.84586730 0.8445448606 

 0.857831 0.700000 0.86102461 0.83795746 0.8449747568 

 0.914192 0.922386 0.91958763 0.91958763 0.9131117871 

 0.648069 0.700000 0.72319453 0.70942710 0.7040772028 

 0.704476 0.700000 0.71624539 0.71132103 0.7036067184 

 Maximum(Best) Minimum(Worst) Mean 
Standard 

Deviation 
Our proposed 

approach (GA) 
0.999954 0.999853 0.999915 

1.94656E-
06 

Our proposed 
approach (PSO) 

0.9999970 
0.99999096 0.999993505 

1.86468E-
06 

Our proposed 
approach (GA-PSO) 

0.9999998 
0.999989 0.9999973 

1.78658E-
06 

 
Sheikhalishahi et 

al. [279]  

 (Sheikhalishahi et 

al. [279]) 

(Sahoo et al. [204]) Our proposed 

approach 

(GA) 

Our proposed 

approach (PSO) 

Our proposed 

approach 

(GA-PSO) 

Problems Average 

Time(s) 

Standard 

Deviation 

(s) 

Average 

Time(s) 

Standard 

Deviation 

(s) 

Average 

Time (s) 

Standard 

Deviation 

(s) 

Average 

Time(s) 

Standard 

Deviation 

(s) 

Average 

Time(s) 

Standard 

Deviation 

(s) 

Complexity 3.32 0.09 0.18 
   0.12 

 

 
 
Wilcoxon Rank-Sum Test  

This statistical test is used to compare two paired samples (populations) and to 

calculate the difference between each set of pairs and analyses these differences 

between matched samples. In this chapter we have performed the Wilcoxon 

Rank Sum statistical test to compare between two sample populations namely 

population1 and population2 and compared significance of one population over 

another one. 

 1.0 10 4 1.0 100.14 4 1.0 100.15 4
 1.0 10 4

Table 6.9:  Average and standard deviation of CPU times (in second) over 50 
runs 

 2.8226 100.99988964 0.99988935 0.999889623 11

 2.7907 10Sahoo et al.[204] 0.99999952 0.99998848 0.99999692 6

r5

r4

r3

r2

r1

x5

x4

x3

x2

x1

( , )f r x

 
Table 6.8: The statistical analysis for the complex system 
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Wilcoxon Rank-Sum Test for Complex System (Reliability Redundancy 

Allocation Problem of WSN) 

Here we have referred population1 for population set generated by algorithm 

using the proposed model of Sahoo et al.(2014) [204] and population2 for our 

proposed model. 

 
Table 6.10:  Ranks of objective-function value of different populations for 
complex system 

 
Objective Function value Ranks of Objective Function 

value 
Objective Function value Ranks of Objective Function 

value 
Run population 1 population 2 Population1 Poplation2 Run Population 

1 
Population2 Population 1 Population 2 

1 0.9991618 0.999997616 5.5 90 26 0.99975681 0.999998635 23.5 95 
2 0.999004 0.999989993 1 54.5 27 0.99986649 0.999995708 44.5 83 
3 0.9994278 0.999996662 7.5 85.5 28 0.99982014 0.999990033 32.5 57 
4 0.9991417 0.999968162 3.5 52 29 0.99975728 0.999990975 25 66.5 

5 0.9997616 0.999998691 26.5 98 30 0.9991618 0.999990975 5.5 66.5 
6 0.99987993 0.999990940 48.5 62 31 0.9998004 0.999998569 28 92 
7 0.9996662 0.999998635 12.5 95 32 0.9994278 0.999992913 7.5 75 
8 0.99968162 0.999999809 14.5 83 33 0.9991417 0.999994278 3.5 79 
9 0.9998691 0.999990033 46.5 57 34 0.9997616 0.999997139 26.5 88 

10 0.9998094 0.999990975 30 66.5 35 0.99987993 0.999991618 48.5 72.5 
11 0.9998635 0.999999808 42.5 66.5 36 0.9996662 0.999990040 12.5 59.5 
12 0.99958515 0.999998569 9 92 37 0.99968162 0.999994278 14.5 79 
13 0.99964714 0.999992913 10 75 38 0.9998691 0.999991417 46.5 70.5 
14 0.99984741 0.999994278 35 79 39 0.999094 0.999968162 2 52 
15 0.99973774 0.999997139 16 88 40 0.9998635 0.999998691 42.5 98 

16 0.99981403 0.999991618 31 72.5 41 0.99975392 0.999990940 21.5 62 
17 0.99980927 0.999999809 29 59.5 42 0.99965668 0.999998635 11 95 
18 0.99983788 0.999994278 34 79 43 0.99985695 0.999995708 37.5 83 
19 0.99975392 0.999991417 21.5 70.5 44 0.99973791 0.999990033 17.5 57 
20 0.99988964 0.999999520 50 100 45 0.99985759 0.999990975 40.5 66.5 
21 0.99985695 0.999989993 37.5 54.5 46 0.99975204 0.999990975 19.5 66.5 

22 0.99973791 0.999996662 17.5 85.5 47 0.99985695 0.999998569 37.5 92 
23 0.99985759 0.999968162 40.5 52 48 0.99975681 0.999992913 23.5 75 
24 0.99975204 0.999998691 19.5 98 49 0.99986649 0.999994278 44.5 79 
25 0.99985695 0.999990940 37.5 62 50 0.99982014 0.999997139 32.5 88 

 
Table 6.11: p-value calculation of different populations for complex 
system 

 
Population 1 Population 2 

count 50 50 
Rank-sum 3118 1932 

α 0.05 0.05 
W’ 3118 NA 
W" NA 1932 

Mean 0.999997527 0.999992978 
Variance 3.78789X10-12 5.17448X10-11 

Standard deviation 1.97458X10-06 7.19338X10-06 
p-value 2 0 
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Conclusion: Since p-value of population2 (i.e., 0) is less than α value (i.e., 0.05) 

whereas p-value of population2 (i.e., 2) is greater than α value (i.e., 0.05), 

therefore the population 2 has significance over population1 in the generated 

sample (population).   

 

 

The computational works have been performed on a PC with an Intel Core 2 Duo 

processor with 2.10 GHz speed and 1 GB RAM,  in a Linux / Ubuntu platform. 50 

independent runs have been made for the problem considering different sets of 

random fuzzy numbers using triangular fuzzy membership function. The 

proposed algorithm has been coded in the C++ / Matlab environment. In this 

simulation, a run is considered to be successful if the solution obtained is either 

the same or better than the known best found solution. From the overall analysis 

with respect to the best and worst found solutions, mean and standard deviation 

values of system reliabilities and also from the average and standard deviation of 

CPU times (in second), the proposed approach is the best compared to the 

existing approaches. 

 

6.6 Conclusion 

In this chapter, fuzzy input variables (cost, weight, and volume) have been 

introduced to the hybrid optimizer using triangular fuzzy membership function. 

After optimization, the result is classified by a linguistic classification method 

and ultimately the crisp value is obtained with the help of a defuzzification 

method, which is closer to the optimum value with respect to existing 

approaches. The proposed hybrid optimization technique can be improved by 

using advanced crossover, mutation, selection, and elitism operators for GA and 

position, velocity vector update operator for PSO. Probability of success, 

probability of failure and probability of repair are other considering factors, 

which creates an emerging scope to enhance the further development of this 

field. 



CHAPTER 7  

 

Reliability Optimization in Power 

Distribution Systems (PDS) using 

hybrid GA-ACO algorithm 
 

7.1 Introduction 

Electric Power Distribution Systems (PDS) are one of the most complex systems 

created by mankind. These systems include hundreds of thousands of 

components: transformers, distribution lines, generators, controls, protective 

equipment etc. In such a complex system, operation and planning conditions 

continuously vary. Constantly changing weather conditions (e.g., temperature 

wind speed), uncertainties and random factors make it extremely difficult to take 

correct decisions for smooth operation and planning of such systems. Wrong 

decisions cannot be corrected fast and they may result in substantial financial 

losses [335]. Many aspects of operation and planning of a PDS can be 

mathematically modelled as multi-objective optimization problems in which 

undesirable metrics such as costs, energy losses, errors etc. are to be minimized 

and desirable metrics such as profit, quality, reliability, energy efficiency etc. are 

to be maximized [336]. 

A PDS is a combination of different electrical devices, such as feeders, reclosers, 

switches, fuses etc. A feeder line is a route-peripheral in a power distribution 

network. It is used to connect load-points or consumers to the supply 

substations. Reclosers or Auto-reclosers, act as circuit breakers. When a fault 

occurs, a recloser causes the circuit to open automatically. Reclosers are used to 

detect and interrupt momentary faults in overhead power distribution systems. 

A switch is an electrical device to open or close connections in a PDS. A fuse acts 

as a low resistance device that causes opening of the circuit when there is some 
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fault. Engineers need to choose the types, numbers and locations of these devices 

while designing a PDS. Among many ways to improve system performance, the 

ones based on the reliability indices are the most effective systems. System 

Average Interruption Frequency Index (SAIFI) and System Average Interruption 

Duration Index (SAIDI) are two such reliability indices which are directly 

connected to the performance [230] of a PDS. SAIFI is the “average number of 

interruptions that a customer would experience”. SAIDI is the “average outage 

duration for each customer served” [227]. There are other reliability metrics too 

such as MAIFI (“average number of momentary interruptions that a customer 

would experience during a given period, typically a year”) [228].  

Reliability of a PDS may be improved by placing optimal number of switching 

and protective devices in a system. Computing optimal number of such devices 

and their positions with an objective of jointly minimizing the cost of the PDS 

and minimizing SAIFI and SAIDI reliability indices turns out to be a complex 

optimization problem. This chapter attempts to solve this problem using a 

hybridised evolutionary algorithm. 

7.1.1 Objectives and contributions of this chapter 

Most approaches in the literature are based on optimization technique, such as 

GA, ACO, PSO, DE, GSA etc. and for one single objective function. These methods 

are characterized by their own limitations; the possibility of mutual 

compensation of disadvantages when these methods are applied together 

remains unexplored. Although numerous papers have considered a wide range 

of heuristic techniques to solve different PDS optimization problems, to the 

authors’ knowledge, none of them addresses the problem of optimal placement 

of switches and protective devices to improve reliability and minimize cost of a 

PDS using hybrid algorithms. The objective of this chapter is to examine the 

superiority of a hybrid algorithm to minimize different reliability indices (SAIFI 

and SAIDI) and the operational cost of a PDS in urban areas by choosing optimal 

number of protective devices (fuses, reclosers) and switches, and placing them 

optimally in a PDS. Here we have chosen an electric power distribution network 

of the Provincial Electricity Authority (PEA) of Thailand as a case study to 

demonstrate the performance of the proposed algorithm and compare the 

results with other existing solutions. Figure 7.1 describes the one-line diagram of 
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the feeder. Length of each section, the number of customers and the average load 

of each section are presented in Table 7.3. Two search algorithms, namely GA 

and ACO, have been hybridized using new operators to solve single objective and 

multi-objective optimization problems in this context (see Table 7.4). Analyses of 

results have been shown in different tables (see Tables 7.5 – 7.15) and figures 

(Figure 7.3 – 7.7). 

The rationale behind choosing GA and ACO as candidates for 

hybridization is as follows. GA is selected as a global search algorithm because of 

its robustness; GA is further improved upon by using a power-crossover 

operator [204] and a non-uniform mutation operator [337]. we are not using the 

elitism property of GA to induce greediness. This is because we are hybridizing 

GA with ACO, a known local search technique, which is also considered as 

“greedy”. In ACO, ants probabilistically find optimal solutions by refining their 

trajectory in the local search space. As the refinement process has the property 

named “positive feedback for rapid detection of good solutions”, ACO is fast and 

can adapt itself to changing situations [338]. So, we have chosen ACO as the local 

search technique. 

We have also solved the same problem using GA and ACO individually. The 

results of GA, ACO and GA-ACO clearly indicate that the hybrid algorithm out 

performs the other two (See Table 7.14). We did not combine GA with Particle 

Swarm Optimization (PSO) in this chapter to solve the problem because both GA 

and PSO are global search-based techniques [339]. Although PSO can be adjusted 

to focus more on local search, such adjustments limit the speed or movement of 

particles [340]. Also, we have compared the results of the proposed algorithm 

with the hybrid GA-PSO [204]. 

In this chapter, we have demonstrated that the results obtained by the 

proposed GA-ACO algorithm are much better than the results reported in the 

literature for solving the same problem of finding optimum number of switches 

and their positions in a PDS. Thus, we have proposed an alternative design for 

more effective distribution network (see Table 7.4), which minimizes reliability 

indices and cost (Tables 7.5 – 7.13). Since lower values of SAIFI and SAIDI 

indicate less number of interruptions, the proposed network has reduced 

number of interruptions with respect to different protective and switching 
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devices. Results also indicate that the performance of the proposed design is 

better than ones reported in the existing literature of Tippachon and 

Rerkpreedapong [240]. The major learning in this exercise is that hybrid 

algorithm combining GA and ACO is superior to individual GA and ACO for 

solving the problem at hand. It is also interesting to note that the operators used 

for the hybrid algorithm and the combination methodology has a positive impact 

on the performance of the hybrid algorithm. This is demonstrated by the fact that 

our combination performs better than the hybrid algorithm proposed in Lee et 

al. [334]. 

 

7.2  Problem formulation 

7.2.1 Distribution Model 

In this chapter, a simple but practical PDS [240] is considered as a case study. 

Any PDS can be described as a graph with devices as nodes and connections 

between devices as edges as shown in Figure 7.1. Considering the radial 

architecture of the network, any edge connecting two nodes ni, nj can be denoted 

using the number of the second node, nj. To illustrate this, a few edges are 

numbered in Figure 7.1; (the remaining edges are not numbered to avoid 

confusion). Each edge in the graph of Figure 7.1 may be assumed to be a section 

and the label assigned to that edge is the index of that section. In Figure 7.1, there 

are 51 sections. Section-index represents a number that denotes the position of a 

section in a network. A “section-path” means a set of connecting section-indices 

starting from a section to the energy source. According to Levitin et al. [342], a 

section path for the Ith section can be represented as follows. 

      

*         ( )        (       ( ))        (        (       ( ))         ( )+  (7.1) 

PRESEC(I) denotes the predecessor function, which returns the predecessor 

section-index along the path to the energy source. In Figure 7.1, the section-path 

for the section-index 10 can be described as SEC10= {1,5,7,8,10}. 

A “load path” means a set of sections from a section containing a load point to the 

initial section. LPATHI  is the load path containing all sections from the energy 

source to the load at the I-th section. Thus, a load-path can be represented as 

follows. 
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*         ( )        (       ( ))        (        (       ( ))         ( )+  (7.2) 

In Figure 7.1, the load path LPATH11 for the load point at Section 11 can be 

described as L11= {1,5,7,8,9,11}. 

In a PDS, three components, namely switches, fuses, and reclosers play 

greater role in enhancing reliability (Brown)[228]. That is why; these 

components have been chosen as major deciding factors to construct the 

proposed model in this chapter. Switches can isolate faulty parts of the 

distribution network and hence, they can help reduce customer interruption 

duration; however, they should not be considered as protective devices, like 

fuses or reclosers. Fuses protect the main feeder section (main section) 

separating the faulty lateral sections (shown by thin lines in Figure 7.1). Fuses 

are not allowed in the main section of the network because if a fault occurs, the 

main section will be disconnected from the network. A recloser is used as a 

protective, as well as a switching device. It handles permanent faults as well as 

temporary or sudden faults.  

 

Figure 7.1: One-line diagram of a distribution feeder (22kV) 
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Whenever such a fault occurs, reclosers have unique ability to perform as 

an isolator to the downstream section so that the upstream section remains 

unaffected; this property is called trip/reclose function. This function protects 

the network against permanent faults.  

7.2.2 Objective functions 

This section presents single-objective as well as a multi-objective optimization 

problem for determining the optimal configuration of the devices in the PDS so 

that SAIFI, SAIDI and the system cost can be individually or jointly minimized. 

The total system cost consists of fixed cost and variable cost; fixed cost is 

incurred for installing the devices and variable cost is incurred during 

interruptions due to faults. Deviations of voltage and loads from normal 

permissible supply range are known as faults (Quiroga et al.) [343]. Faults can be 

temporary or permanent. A temporary fault occurs when protective systems 

allow the circuit to be reclosed after rectifying the fault in a short time period. 

Temporary faults include breakdown due to lightning, wind etc. Permanent 

faults means irreversible damage of components and it requires replacement of 

damaged components. Permanent faults include cable breakdown and damage of 

protective or switching devices. Electricity to customers in a PDS is supplied 

from substations. In urban areas, most electric substations supply electricity 

according to a consumption structure. The largest share goes to residential 

consumers (RES), followed by commercial consumers (COM). The remaining 

share of electricity goes to public (PUB) and the rest to few industrial consumers 

(IND). Universities (UNI), hospitals (HOS), public institutions (PINS), etc. are 

included in the public (PUB) category. In this chapter, five different customer 

types are considered. They are: residential – RES, University – UNI, Commercial – 

COM, Industrial – IND, and Supermarket – SMT. In the following equations, R, F 

and S represent the set of reclosers, fuses and switches along with their positions 

in the network; N and M represent total number of load-points and sections 

respectively. LI is the load of the Ith load point and T represents the average 

duration of peak load, measured in hours per year. The value of T depends on the 

customer type. The values of T for five customer types described in this chapter 

are as follows: RES – 5840 Hours/Year, UNI –5660 Hours/Year, COM –4560 

Hours/Year, IND –5110 Hours/Year, and SMT –7300 Hours/Year) [344]. 
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λIJ is the permanent failure rate of the Ith load point due to the outage of the  

section J in the network. This failure rate is dependent on the topology of the 

circuit, arrangement of switches and protective devices (fuses and reclosers) and 

can be represented as follows. 

    {
         (     (   )         (   ))   

                                                                                  
                                     (7.3) 

   denotes the permanent failure rate of the section J. In this paper,   is assumed 

to be a random number in the permissible range. CI is the number of customers 

at load-point I. 

    is the temporary failure rate of the Ith load-point due to an outage of the Jth 

section. 

    {
            (               )   

                                                          
                                                             (7.4) 

   is the temporary failure rate of the Jth section.    is assumed to be a random 

number in the permissible range.  CT is the interruption cost per kilowatt due to 

the temporary outage of load. 

The Composite Customer Damage Function (CCDF) is the cumulative sum 

of the individual customer damage functions for different types of customers 

[240]. CCDF for different duration is presented in Table 7.2. In this chapter, CT is 

set to CCDF depending on the duration of the fault. 

rIJ denotes the average interruption time of the load-point I due to a 

power outage of the section J . Power outage refers to power cut or power failure 

to the adjacent/ neighbouring sections. The neighbouring sections of  section 

index 4 can be considered as section indices 2 and 3 in the network of Figure 7.1. 

    {

                     (               )   

                         (    ̅̅ ̅̅ ̅̅         ̅̅ ̅̅ ̅̅ ̅̅ ̅̅
   )   

                                                                   

                                                   

(7.5) 

    ̅̅ ̅̅ ̅̅  and      ̅̅ ̅̅ ̅̅ ̅̅ ̅̅
  are complement sets of      and        respectively.      and 

     represent repairing and switching time respectively whose values are 

properly set. 

WI is the annual energy consumption per customer, which can be represented as 

follows. 
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                                                                                                                                       (7.6) 

7.2.2.1 Strategies for SAIFI 

To represent this index, four strategies have been considered. These strategies 

are as follows. 

The average frequency of permanent interruptions per 

customer(           
   (   )) [see Equation 7.7.1] 

The average frequency of permanent interruptions per customer energy 

consumption (           
   (   )) [see Equation 7.7.2] 

The arithmetic mean of i) and ii) (           
   (   )) [see Equation 7.7.3] 

The geometric mean of i) and ii) (           
   (   )) [see Equation 7.7.4] 

These indices can be represented as follows:[240]. 

      
   (   )  

∑ (∑    
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∑   
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                                                (7.7.4) 

7.2.2.2 Strategies for SAIDI 

This index is the average duration of interruption per customer and it is 

expressed in customer-minute unit. It represents the average time a customer is 

interrupted per year and it can be formulated as follows:[240]. 

To represent this index four strategies have been considered. 

The average duration of interruption per customer (           
   (     )) [see 

Equation 7.8.1]. 

The average duration of interruption per customer energy consumption 

(           
   (     )) [see Equation 7.8.2] 

The arithmetic mean of i) and ii) (           
   (     )) [see Equation 7.8.3] 

The geometric mean of i) and ii) (           
   (     )) [see Equation 7.8.4] 
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7.2.2.3 Strategies for cost function 

This objective function is a combination of the fixed cost and the variable cost. 

The variable cost is dependent on two types of interruptions: interruption cost 

for permanent faults (PIC) and interruption cost for temporary faults (TIC) at 

different load points and sections of the network. In this chapter, switches and 

protective devices like reclosers and fuses are considered. PICIJ (TICIJ) denotes 

PIC (TIC) of the Jth section with respect to Ith load point of the network. 

The total cost is described as follows (Tippachon and Rerkpreedapong 2009).  

           (     )            ∑ ∑ (           )
 
   

 
                             (7.9) 

   (   ) is the interruption cost per kilowatt due to the permanent outage of  the 

Ith load-point and the Jth section during        (   ) can be represented as follows. 

   (   )  (   ( )    
(   )   

   ( )   
 

(   )     ( )  
 

(   )     ( )   
 

(   )     ( )   
 

(   ))  (7.10) 

RES(%),UNI(%),COM(%), IND(%) and SMT(%) are percentages of different 

types of customers in the network and  
 

(   )    
 

(   )   
 

(   )   
 

(   )are different cost 

functions for permanent interruptions. RES(%) is considered as 85%,UNI(%) as 

0.2%, COM(%) as 13.5%, IND(%) as 1% and SMT(%) as 0.3% in an urban area 

(Neagu et al. ) [344]. 

 ̃   is the average load at the Ith load-point. PICIJ and TICIJ are given by the 

following equations. 

         (   ) ̃                                                                                                             (7.11) 

         ̃                                                                                                                       (7.12) 

 

7.3 Proposed Methodology 

In this chapter, GA and ACO are hybridized after modifying some of their 

operators so that nonlinear problems can be solved. The modified GA and ACO 

algorithms are already described in chapter 3. 
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7.3.1 Chromosome Structure of the population 

The chromosome structure (Figure 7.2) is considered to be a combination of the 

positions and numbers of Reclosers (R), Switches(S) and Fuses (F). The structure 

of a chromosome changes depending on the position and number of these 

devices. Initially, two reclosers at sections 8 and 39, five switches at sections 

4,6,10,12,16, and six fuses at sections14,15,22,23,33,36 have been considered. 

The initial chromosome can be represented by 

{R(2)={8,39},S(5)={14,15,22,23,33},F(6)={4,6,10,12,16,18}}. 

This representation has been chosen after observing the diagram of the existing 

system given in Figure 7.1. The upper limit of the number of devices has been 

fixed depending on the following conditions. 

The maximum number of reclosers has been chosen as 4 as reclosers are very 

costly. 

Fuses have been considered in each and every sub-section. 

Switches have been considered at the beginning and at the end of every section 

points.The rest of the population are generated randomly with new random positions of 

reclosers, switches, and fuses. 

              R(2)  S(5)              F(6)                                Initial chromosome structure 

 

 

 

             

          R(2)                 S(5)            F(7) 

 

 

 

  R(4)                            S(19)                              F(21)          Final chromosome structure 

Figure 7.2: The chromosome structure of the population 

For the multi-objective optimization problem solved in this chapter, the 

search space is three dimensional in nature. The first dimension (X-axis) 

represents the type of devices; the second dimension (Y-axis) represents the 

number of devices and the third dimension represents the location of different 

types of devices. For example A(R, 2, {8, 39}) represents a point that denotes 2 

R  R  S SSSS           F FFFFFF 

R  R  S  S  S   S  S   F  F  F   F  F  F 

RRRR  SSSSSSSSSSSSSSSSSSS  FFFFFFFFFFFFFFFFFFFFF 
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reclosers located at sections 8 and 39. A solution in this space is a triangle r that 

has three points whose X-coordinates are R, F and S. Let us call a point whose X-

coordinate is R, F or S, an R-point, F-point or S-point respectively. The state 

transition rule is chosen to build a feasible solution (tour) to move from a 

triangle r (R1-point, F1-point, S1-point) to s(R2-point, F2-point, S2-point). 

The hybrid GA-ACO Algorithm  

To solve the problem mentioned in this chapter we have used hybrid GA-ACO 

algorithm. This hybrid algorithm has been discussed in detail in the chapter no 3. 

 

7.4 Data for the GA-ACO Implementation for Optimal Placement of 
Protective and Switching Devices (OPPSD) in a PDS. 

Table 7.1 presents the fixed cost required for installing protective devices in the 

network, and CCDF are provided in Table 7.2.Table 7.3 presents the Length (km), 

Average Load (kVA), Number of customers and Demand per customer in each 

section of the network.  

 
Table 7.1: Fixed cost of protective equipment and switches [240] 

Protective devices Cost (USD) 
Recloser 6000 
Fuse 1500 
Switch 2500 

 
Table 7.2: Duration and Composite Customer Damage Function (CCDF) [240] 

Duration (Interruption)  CCDF(USD/kW) 
Temporary interruption 0.245 
30 min 0.937 
1.5hour 2.802 
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7.5 Simulation Results and Discussions 

Simulation experiments have been carried out for computing three broad 

minimizations which are enumerated as follows. 

I) Single objective – SAIFI minimization using the GA-ACO hybrid algorithm 

A.       
 minimization 

B.       
 minimization 

C.       
 minimization 

D.       
 minimization 

II) Single objective – SAIDI minimization using the GA-ACO hybrid algorithm 

A.       
 minimization 

B.       
 minimization 

C.       
 minimization 

D.       
 minimization 

III) Multi-objective – COST minimization using GA-ACO hybrid algorithm 

Indices used in these three minimization categories have the following 

connotation. (C, 1) means that reliability indices are computed based on the 

number of customers; (W, 2) means that reliability indices are computed based 

on energy consumption; In minimizations where the subscript 3 is used, 

objective functions are combinations of  two functions with subscript 1 and 2 

and are computed as the arithmetic (A) or the geometric (G) mean. 

SAIFI and SAIDI do not depend on each other; that is why, single objective 

minimization technique has been considered. The cost function is dependent on 

SAIFI and SAIDI; that is why, multi-objective minimization has been chosen for 

cost optimization.  

Weighted sum multi-objective optimization technique has been used to obtain 

the multi-objective function. The multi-objective function is as follows. 

 (               )   

      
   (   )           

   (     )                (     )         (7.13) 

W1, W2 are weights assigned to       
  and COST respectively. 

These coefficients represent the influence of the said parameters in the multi-

objective function. As       
  is measured as the number of interruptions and 

      
  is measured as the duration of interruptions (in minute), weight of 

      
  is taken as 1.66X10-1. W2 is considered as 1.0X10-5 because the value of 
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cost is of the order of 105. These weights transform the quantities in the range of 

small numbers. 

The following assumptions are used to choose the positions and types of devices 

used in the distribution network. 

 Each section contains only one device or none. 

 An existing system containing 18 fuses, 2 reclosers, and 7 switches has 

been considered as a reference to obtain optimal values for the 

minimization problem. 

 Only those simulation results have been considered, which produce better 

performance than the existing system. 

7.5.1 Simulation Process 

The proposed algorithm is implemented in C++ / Matlab and the experiment has 

been performed on Linux installed on a Pentium-dual-core PC having 2.10 GHz 

processor and 1 GB RAM. 50 independent runs have been carried out. In each 

run, the simulations are executed 50 times. To achieve a best possible solution 

for determining variables, different sets of random number have been 

considered for the problem. A run is considered successful if the result obtained 

is the same or better than the known “best-found” solution. In each run, either 

the solution converges or the number of iterations exceeds a given maximum 

number. Size of population on which GA or ACO takes place is set to 100. The 

maximum number of iterations for performing the evolution in a run is also set 

to 200. The probability of crossover between selected parents, pc is set to 0.9. 

The probability of mutation among selected offspring, pm, is set to 0.1. The rate of 

evaporation for updating pheromone trail, ρ, is set to 0.1. The variable used to 

set condition for getting the position vector in Ant Colony System (ACS) is 

assigned a random number between 0 and 1. The average time to repair faults, 

rRPR and average time to switch off the faulty section, rSWT, are set to 2 hours and 

0.5 hours respectively. β, weight of relative importance  of heuristic information 

is set to 1. 

After performing several experiments of the hybrid GA-ACO algorithm on 

nine minimization functions, the optimal number of devices and their positions 

in different sections of the network has been found out. These outcomes 

represent the optimal PDS which minimizes SAIDI or SAIFI or the COST.  The 

systems so obtained after minimizing nine functions are presented in Table 7.4. 
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Table 7.4: Optimal PDSs obtained after minimizing nine objective functions 

Case 
No. 

System Number 
of devices 

Optimal position of devices in the section of the 
network 

1 System proposed for 
best result in Single 
objective -      

  
minimization 

{F17 , R4 , 
S7} 
 

F17={4,6,12,16,18,20,24,25,27,29,37,40,42,44,46,4
8,50} 
R4 = {8,23,39,43} 
S7= {14,15,22,23,33,36,51} 

2 System proposed for 
best result in Single 
objective -      

  
minimization 

{F19 , R4 , 
S7} 
 

F19 
={4,6,10,11,12,16,18,24,25,27,29,34,35,37,40,42,44
,46,50} 
R4 = {8,23,39,43} 
S7= {14,15,22,23,33,36,51} 

3 System proposed for 
best result in Single 
objective -      

  
minimization 

{F18 , R4 , 
S7} 
 

F18 
={4,6,11,13,16,18,20,24,25,27,29,37,40,42,44,46,48
,50} 
R4 = {8,23,39,43} 
S7= {14,15,22,23,33,36,51} 

4 System proposed for 
best result in Single 

objective -      
  

minimization 

{F17 , R4 , 
S7} 
 

F17={4,6,12,16,18,20,24,25,27,29,37,40,42,44,46,4
8,50} 
R4 = {8,23,39,43} 
S7= {14,15,22,23,32,36,51} 

5 System proposed for 
best result in Single 
objective -      

  
minimization 

{F18 , R4 , 
S16} 
 

F18 
={4,6,10,13,16,18,20,24,25,27,29,37,40,42,44,46,48
,50} 
R4 = {8,23,39,43} 
S16 = 
{9,15,17,19,21,22,26,28,30,31,32,33,38,41,47,51} 

6 System proposed for 
best result in Single 
objective -      

  
minimization 

{F19 , R4 , 
S16} 
 

F19 
={4,6,10,11,12,16,18,24,25,27,29,34,35,37,40,42,44
,46,50} 
R4 = {8,23,39,43} 
S16 = {9,15, 19,21,22,26,28,30,31,32,33,38,41,45, 
49,51} 

7 System proposed for 
best result in Single 
objective -
      

 minimization 

{F17 , R4 , 
S16} 
 

F17={4,6,12,16,18,20,24,25,27,29,37,40,42,44,46,4
8,50} 
R4 = {8,23,39,43} 
S16 = 
{9,15,17,19,21,22,26,28,30,31,32,33,38,41,47,51} 

8 System proposed for 
best result in Single 

objective -      
  

minimization 

{F18 , R4 , 
S16} 

F18 
={4,6,11,13,16,18,20,24,25,27,29,37,40,42,44,46,48
,50} 
R4 = {8,23,39,43} 
S16 = 
{9,15,17,19,21,22,26,28,30,31,32,33,38,41,47,51} 

9 System proposed for 
best result  in Multi-
objective –(      

  
,      

  and 
         ) 
minimization 

{F17 , R4 , 
S14} 
 

F17={4,6,12,16,18,20,24,25,27,29,37,40,42,44,46,4
8,50} 
R4 = {8,23,39,43} 
S14 = {9,15,17,19,21, 26,28,30,31,32, 45,47,49,51} 
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7.5.2 Result Analysis 

The results mentioned in Table 7.4 must be studied carefully. Recall that SAIFI, 

SAIDI and COST are dependent on    , IJ. λIJ(IJ) is the permanent (temporary) 

failure rate of the Ith load point due to the outage of the section J. Interestingly, 

λIJ(IJ) is dependent on λJ(J), which is not a fixed value; rather, it depends on the 

duration of interruption (see Table 7.2). Thus, SAIFI, SAIDI and COST not only 

depend on the topology of the circuit (the number of reclosers, switches, fuses 

and their positions), but also on λJ or J, which is chosen as a random value in 

permissible range. 

Thus, the optimum number and positions of fuses, switches and reclosers 

obtained after minimizing        as shown in the first row of Table 7.4 is just one 

outcome of some simulation runs and may change in another set of runs because 

the choice of λJ and J may be different in two separate simulation runs. The same 

is true for all rows in Table 7.4. 

This motivates us to check whether the configuration of switches, fuses 

and reclosers mentioned as Case 1 in Table 7.4 truly minimizes       
 . So, we 

carried out another set of experiments in which the minimization of objective 

functions for       
 ,       

 , and (      
         

            ) are executed 

again. During these runs, the value of       
  is computed for PDS corresponding 

to cases 1 through case 9 as and when these configurations are encountered 

during the optimization process. If a configuration corresponding to a case is 

encountered a number of times, the minimum value of       
  is preserved.  

These values are presented in Table 7.5. We note that the value of       
  in the 

PDS corresponding to case 1 still remains the least as can be seen from Table 7.5. 

Table 7.5: Result analysis of obtained values of       
  from different case 

studies 

Algorithms Value of       
  

Case No 01 02 03 04 05 06 07 08 09 
single objective –       

  

minimization  
3.834
8 

4.009
1 

3.921
9 

3.920
9 

4.532
0 

4.648
2 

4.590
1 

4.589
7 

4.73
66 

single objective –       
  

minimization  
4.661
5 

5.325
6 

4.993
5 

4.982
4 

5.548
3 

5.771
2 

5.659
7 

5.658
6 

5.88
76 

Multi-objective – 
(
      

        
           )

 minimization  

4.075
4 

4.477
4 

4.276
4 

4.271
6 

4.065
8 

4.853
3 

4.459
5 

4.442
1 

3.92
02 
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In a similar manner, we check whether the configuration of switches, fuses and 

reclosers mentioned as Case 2 in Table 7.4 truly minimizes        . We carried 

out another set of experiments in which the minimization of objective functions 

for       
  and       

 are executed again. During these runs, the value of 

      
  is computed for PDS corresponding to cases 1 through case 9 as  and 

when these configurations are encountered during the optimization process. If a 

configuration corresponding to a case is encountered a number of times, the 

minimum value of       
  is remembered. These values are presented in Table 

7.6. We note that the value of       
  in the PDS corresponding to case 2 still 

remains the least as can be verified in Table 7.6. 

Table 7.6: Result analysis of obtained values of       
  from different case 

studies 

Algorithms Value of       
  

Case No 01 02 03 04 05 06 07 08 09 
single 
objective – 
      

  
minimization  

3.4078 3.2597 3.3337 3.3329 3.8523 3.9511 3.9017 3.9013 4.0262 

single 
objective – 
      

  
minimization  

4.5269 3.9624 4.2446 4.2352 4.7162 4.9057 4.8109 4.8100 5.0046 

 

Table 7.7 to Table 7.13 are prepared in a similar manner to reaffirm that the PDS 

corresponding to cases 3 to 9 actually minimizes the values of       
 ,       

 , 

      
 ,       

 ,       
 ,       

 , and (                         ) respectively. 

 

Table 7.7: Result analysis of obtained values of       
  from different case 

studies 

Algorithms Value of       
  

Case No 01 02 03 04 05 06 07 08 09 
single 
objective – 
      

  
minimization  

4.6497 4.7476 3.83481 4.4646 4.3810 4.5642 4.4726 4.4716 4.1986 

single 
objective – 
      

  
minimization  

5.4366 5.7712 4.66158 5.4273 5.3256 5.5482 5.4369 5.4357 5.1039 
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Table 7.8: Result analysis of obtained values of       
  from different case 

studies 

Algorithms Value of       
  

Case No 01 02 03 04 05 06 07 08 09 
single 
objective – 
      

  
minimization  

4.6556 4.7472 4.5640 3.6496 4.7476 4.1986 4.1625 4.6547 4.1625 

single 
objective – 
      

  
minimization  

5.6593 5.7707 5.5480 4.4364 5.7712 5.1038 5.0600 5.6582 5.0600 

Table 7.9: Result analysis of obtained values of       
  from different case 

studies 
Algorithms Value of       

  

Case No 01 02 03 04 05 06 07 08 09 
single objective –       

  
minimization  

6.5083 6.4006 6.4544 6.4542 6.3790 6.2282 6.3036 6.3031 6.1851 

single objective –       
  

minimization  
4.0395 4.4204 4.2299 4.2256 3.7855 3.8442 3.8148 3.8147 3.9454 

Multi-objective – 
(      

        
           ) 

minimization  
4.6329 4.5562 4.5945 4.5943 4.5409 4.4335 4.4872 4.4868 4.4028 

Table 7.10: Result analysis of obtained values of       
  from different case 

studies 
Algorithms Value of       

  

Case No 01 02 03 04 05 06 07 08 09 
single 
objective – 
      

  
minimization  

6.2328 6.1296 6.1812 6.4542 5.9645 6.1090 6.2093 6.2045 5.9233 

single 
objective – 
      

  
minimization  

3.8685 4.2333 4.0509 4.2256 3.6814 3.6252 3.9535 3.9441 3.7784 

Table 7.11:  Result analysis of obtained values of       
  from different case 

studies 
Algorithms Value of       

  

Case No 01 02 03 04 05 06 07 08 09 

single 
objective – 
      

  
minimization  

6.6582 6.7707 6.5480 6.4364 6.7712 6.1038 6.0600 6.7152 6.6593 

single 
objective – 
      

  
minimization  

4.7583 4.8529 4.6656 4.7308 4.3633 4.0471 4.0347 4.5613 4.7592 
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Table 7.12: Result analysis of obtained values of       
  from different case 

studies 
Algorithms Value of       

  
Case No 01 02 03 04 05 06 07 08 09 

single objective – 
      

  
minimization  

6.6547 6.7472 6.5640 6.6496 6.7476 6.1986 6.1625 6.7016 6.6556 

single objective – 
      

 minimization  
4.6615 5.7712 5.7709 5.5482 5.3256 5.3254 5.3244 4.4366 5.3242 

Table 7.13: Result analysis of obtained values of Cost from different case study 

Algorithms Value of Total Cost 
Case No 01 02 03 04 05 06 07 08 09 
Multi-objective – 
(      

        
           ) 

minimization  
147731 149335 149979 151590 153201 153846 155457 157068 146112 

 

From these elaborate simulations as presented in Tables 7.5 to 7.8, we can 

conclude that the minimum values for       
 ,       

 ,       
  and       

  are 

obtained in case 1, case 2, case 3 and case 4 respectively. Similarly, from Tables 

7.9 to 7.12, we can conclude that the minimum values of       
 ,        

 ,        
  

and       
  are obtained in case 5, case 6, case 7 and case 8 respectively. Finally,  

from Table 7.13, we conclude that the minimum value for           is obtained 

in case 9.  

7.5.3 Result comparison with other algorithms 

Table 7.14 presents a comparative analysis of the values of       
        

  and 

COST for  Single objective –       
  minimization, Single objective –       

  

minimization and Multi-objective– COST minimization respectively by applying 

(i) ACS algorithm (Tippachon and Rerkpreedapong)[240], (ii) GA,(iii) ACO 

algorithm (iv) GA-PSO (Sahoo et al.)[204], (v) the proposed hybrid GA-ACO 

algorithm , and (vi)  the GA –ACO algorithm due to Lee et al. [341]. From Table 

7.14, it can be verified that the proposed hybrid GA-ACO algorithm minimizes 

reliability indices and cost better than ACS, GA, ACO, GA-PSO algorithms and the 

GA –ACO algorithm due to Lee et al. [334]. 

7.5.4 Statistical analysis 

Table 7.15 presents a statistical analysis performed based on 50 runs for best 

results produced by the standard ACS algorithm (Tippachon and 

Rerkpreedapong)[240], GA algorithm, ACO algorithm, the GA-PSO algorithm, and 

the proposed GA-ACO algorithm and the GA –ACO algorithm due to Lee et al. 
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[341]. The maximum(worst), the minimum(best), mean values of all metrics, 

their standard deviations and elapsed time for the simulation runs are 

considered for different reliability indices(SAIFI, SAIDI) and cost minimization 

problems. These results are tabulated in Table 7.15. The best results are 

indicated using bold letters in the table. 

7.5.5 Convergence Analysis 

Figures 7.3 to 7.6 depict convergence characteristics of the proposed GA-ACO 

algorithm for single objective minimization problems (for reliability indices) and 

multi-objective minimization problem (for cost). We have considered 50 

iterations. The diagrams show that the objective functions quickly converge 

towards global optima or become close to the minimum possible values starting 

from some initial value. For showing the convergence while minimizing the 

reliability indices, 2-Dimensional coordinate system has been used.  Figures 

7.7(A) and 7.7(B) depict the convergence characteristics of multi-objective 

(      
         

            ) minimization using the proposed GA-ACO 

algorithm. Figure 7.7(A) is shown in 3-Dimentional coordinate system; X-axis 

denotes       
 ; Y-axis denotes the number of iterations and Z-axis denotes 

         . In Figure 7.7(B) X-axis denotes       
 ; Y-axis denotes the number of 

iterations  and Z-axis denotes          . 

Figures 7.3 – 7.6 show convergence characteristics of single objective functions. 

Figures 7.7(A) and 7.7(B) show convergence characteristics of the multi-

objective function. In case of single objective minimizations, the objective 

function is dependent only on the number of iteration; so, it is 2-Dimentional in 

nature. On the other hand, for multi-objective minimization, the objective 

function is dependent on three factors,       
         

            (see Equation 

7.13). So, we used two 3-Dimensioanl graphs in this case. 
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Wilcoxon Rank-Sum Test for Reliability Optimization in Power Distribution 
Systems (PDS) 
 
In this chapter we have performed the Wilcoxon Rank-Sum statistical test to 

compare the significance of population1 over population2.Here we have referred 

population1 for population generated by algorithm using the proposed model of 

Tippachon and Rerkpreedapong [240] and population2 for our proposed model. 

 
Table 7.16: Ranks of objective-function value of different populations  
 

Objective Function value Ranks of Object Function value Objective Function value Ranks of Object Function value 

Run population 1 population 2 
for  
Population 1 

for  
Population 2 

Run Population 1 Population2 
for Population 1 for Population 2 

1 9.0763 4.0784 88.5 24 26 7.8988 3.8343 79 17 
2 8.916 7.1402 84.5 71 27 4.2788 4.2788 28.5 28.5 

3 6.5656 6.5656 62.5 62.5 28 5.0667 5.0667 38.5 38.5 
4 5.6093 5.6093 41.5 41.5 29 6.0158 3.8343 48 17 

5 5.0347 5.0347 35.5 35.5 30 6.6482 3.2597 65 4 
6 6.3747 6.3747 50.5 50.5 31 3.9202 3.9202 21.5 21.5 

7 5.8001 5.8001 45.5 45.5 32 4.4028 4.4028 30.5 30.5 

8 3.8343 3.8343 17 17 33 4.0784 4.0784 24 24 
9 3.2597 3.2597 4 4 34 7.1402 7.1402 71 71 

10 6.7213 6.7213 67.5 67.5 35 6.5656 6.5656 62.5 62.5 
11 9.0763 3.8343 88.5 17 36 5.6093 5.6093 41.5 41.5 

12 8.916 3.2597 84.5 4 37 5.0347 5.0347 35.5 35.5 

13 6.5501 6.5501 58.5 58.5 38 6.3747 6.3747 50.5 50.5 
14 6.3898 6.3898 54.5 54.5 39 5.8001 5.8001 45.5 45.5 

15 7.8988 7.8988 79 79 40 3.8343 3.8343 17 17 
16 7.7385 7.7385 76 76 41 3.2597 3.2597 4 4 

17 3.7855 3.7855 11.5 11.5 42 6.7213 6.7213 67.5 67.5 

18 3.6252 3.6252 8.5 8.5 43 9.0763 9.0763 88.5 88.5 
19 4.1593 4.1593 26.5 26.5 44 8.916 8.916 84.5 84.5 

20 4.8454 4.8454 32.5 32.5 45 6.5501 6.5501 58.5 58.5 
21 7.5198 7.5198 73.5 73.5 46 6.3898 6.3898 54.5 54.5 

22 7.5198 7.5198 73.5 73.5 47 7.8988 3.8343 79 17 

23 8.4511 8.4511 81.5 81.5 48 7.7385 3.2597 76 4 
24 8.4511 8.4511 81.5 81.5 49 3.7855 3.7855 11.5 11.5 

25 8.916 3.2597 84.5 4 50 5.0347 5.0347 35.5 35.5 
 

 
Table 7.17: p-value calculation of different populations  

 
 

  Population 1 Population 2 
count 50 50 

Rank-sum 2275.5 1819.5 
α 0.05 0.05 

W’ 2275.5 NA 
W" NA 1819.5 

Mean 6.116746667 5.410406667 
Variance 3.197052068 2.823868869 

Standard deviation 1.752313086 1.680437107 
p-value 1.8538 0 

 
Conclusion: Since p-value of population2 (i.e., 0) is less than α value (i.e., 0.05) 

whereas p-value of population2 (i.e., 1.8538) is greater than α value (i.e., 0.05), 

therefore the population 2 has significance over population1 in the generated 

sample (population).  
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7.5.6 Discussion 

This section discusses why our algorithm works better than others in this 

problem. We justify the novel operators and the way in which GA and ACO are 

combined to achieve our objective. Power crossover operation produces two 

chromosomes in each of which the value of gene gets reduced. In fact, this value 

is the intermediate value between the corresponding genes of the parent 

chromosomes. Depending on the choice of lambda, this value tilts towards one of 

the parent chromosome. The best and next best chromosomes are taken as the 

offspring. Non-uniform mutation used in this chapter searches uniformly in the 

initial stages and locally in the later stages. In initial stages, there is a small 

chance that the chromosomes will jump to its least or highest possible values. 

Therefore, this mutation operator along with the power crossover operator 

helps in searching the overall space and thus, the probability of convergence 

towards the global optimum increases. When GA is combined with ACO, it has 

the advantage of GA (which are its ability to compute feasible solutions and to 

avoid premature convergence) and the advantage of ACO (which is its ability to 

search fast over a subspace to local optima). The advantage of the combination is 

that ACO can come out of local optima if it is fed with a fresh set of feasible 

solution space obtained through GA. One generation of population of GA at the 

output can be fed to the input generation of a population to ACO in several ways. 

Lee et al. [341] used a straight forward approach to feed GA population to ACO 

population and vice versa. In our work, both GA and ACO are given fair 

opportunity to run their schemes. So, the best 50% of the last generation of GA is 

mixed with the best 50% of last generated solution by ACO and this mixture is 

fed to the ACO. This helps in faster convergence to a global optimum. 

 

 

 

 

 

 

(a) The time taken by GA and ACO individually (b) Combining GA and ACO in two ways. 

Figure 7.8: 
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Consider an extreme case with the following assumptions: (i) The local space 

where ACO searches contains the global optima of some function with just one 

variable. (ii) The output of GA is fed to the input of ACO only once.  Figure 7.8 (a) 

depicts how GA and ACO converge to the optimum. The slope of GA is less than 

that of ACO. Figure 7.8 (b) depicts how GA-ACO would work if the solution 

obtained by GA is directly fed to ACO (See the line coloured red and labeled as 

GA-ACO-1). The same figure also shows that the GA-ACO works better if 50% of 

best solution of GA is mixed with 50% of the best already obtained by ACO (See 

the line coloured blue and labeled as GA-ACO-2). It can be seen that the curve 

GA-ACO-2 takes less time than GA-ACO-1 

 

7.6 Conclusion 

This chapter aims to demonstrating the superiority of a hybrid algorithm to 

optimize reliability indices and the total cost of switching and protection 

equipment installed in power distribution systems. GA-ACO hybrid algorithm has 

been chosen as the optimization method. It is shown that individually GA and 

ACO algorithms perform worse to the proposed hybrid algorithm. In the course 

of hybridization, novel operators have been used in both GA and ACO algorithms. 

The results prove that the performance of the proposed algorithm is better than 

an existing algorithm in the same domain, which may encourage other 

researchers in the field of electrical or power engineering optimization to use 

hybrid meta-heuristic algorithms. It is also shown that the proposed hybrid 

algorithm performs better than another GA-ACO hybrid algorithm and a GA-PSO 

algorithm. The future work could be to consider many other devices such as 

distributed generator (DG) and study the problem of optimizing reliability 

indices and the cost in power distribution networks. The value of load is 

uncertain in nature and it can be realistic if uncertainty can be applied to the 

models through fuzzy logic, which may lead to another direction of future 

research in this field. 



CHAPTER 8 

General Conclusion and Scope  
of Future Research 

 

8.1 General Conclusion of the thesis 

In this thesis, we have investigated different types of reliability optimization 

problems that have been formulated and solved as single and multi-objective 

constrained optimization problems with integer and/or mixed-integer variables. 

In chapter 2, the discussion is mainly focused on a literature survey on different 

evolutionary algorithms and reliability optimization problems. In chapter 3, we 

have discussed different research methodologies and mathematical backgrounds 

which are most essential to handle our proposed problems. In Chapter 4, GA-PSO 

algorithm for mixed-integer nonlinear programming problem in reliability 

optimization has been solved. In Chapter 5, multi-objective reliability-

redundancy allocation problem by hybrid GA-PSO algorithm has been solved and 

computed results have been presented. Reliability Application of reliability 

redundancy allocation problem using hybrid GA-PSO in wireless sensor network 

(WSN) has been presented and discussed in chapter 6. We have also examined 

the reliability optimization in power distribution systems (PDS) using hybrid GA-

ACO algorithm. This is addressed in Chapter 7. 

In the whole work of the thesis, the reliability of each 

component/parameters are considered as either fixed value or fuzzy valued 

number depending upon the choices of the formulated problem. As a result the 

objective function as well as constraint of the formulated problems will be fixed 

valued/fuzzy valued, and these problems need to be optimized. 
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8.2 Scope of Further Research 

 

For further researches, a large scope may arise from this thesis. 

 

(i)  The proposed techniques may be applied for solving real-life decision-

making problems in the form of interval valued constrained optimization 

problems, interval valued multi-objective optimization problems, in 

different fields of engineering, management, manufacturing firms, etc.   

 

(ii)   In this thesis, we have solved all the optimization problems with the help of 

GA/PSO/DE/ACO as well as hybrid algorithms with precise/imprecise 

valued fitness functions in different engineering applications. These 

problems can be solved by other modified evolutionary algorithms/ hybrid 

algorithms. 

 

(iii) In this thesis, we have used Big-M penalty techniques [292] to solve the 

constrained optimization problems. Alternatively, one may solve the same 

problem by using other penalty techniques. 

 

(v)   In Chapter 6, we have formulated and solved single-objective optimization 

problems considering only one objective, viz. system reliability for decision 

making in assessment of RRAP in WSN. One may extend the problem for 

multi-objectives, viz. system reliability, cost, volume, weight and cost. The 

same methodologies can be applied to solve multi-objective problems in 

the areas such as manufacturing, scheduling, marketing, assignment, 

transportation, inventory, etc.  

 

(vi)   In interval, fuzzy as well as stochastic environments, there are a lot of 

scopes to work in the area of multi-objective optimization problems.  

(vii) There are a lot of scopes to work on the scalability and proof of correctness 

as well as convergence test of the proposed algorithms.   
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