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Abstract 

Wireless Sensor Networks (WSN) offer a flexible low-cost solution to the problem of event 

monitoring, especially in places with limited accessibility or that represent danger to humans. 

WSNs are made of resource-constrained wireless devices, which require energy efficient 

mechanisms, algorithms and protocols. One of these mechanisms is Topology Management 

(TM).The TM mechanism can be executed in three ways Topology Discovery, Clustering and 

Duty Cycle. In order to sustain the topology, perseverance is one of the mechanism that enables 

the life time and better delivery of the packets in spite of common inevitable bottlenecks like 

congestion. 

This dissertation expands the knowledge of TM mainly in three sections as mentioned above. 

Firstly in the topology discovery section, it introduces the concept of partitioning the number 

of sensors in the test area in such a way that the connectivity and coverage of the network is 

preserved. The TM in this algorithm is implemented using Self Organizing maps along with 

nearest neighbor algorithm .Secondly in the clustering section, it introduces to the concept of 

common minimum transmission level and knowledge based inference approach to select 

cluster heads as the part of TM using clustering. This section also introduces a model for large 

scale sensor networks called network evolution model using the concept of scale free networks. 

This network evolution model is used to evaluate the probability of clustering in wireless sensor 

network (WSN).This probability framework thus obtained considerably agrees between the 

experimental and theoretical values. Again using the concept of network evolution model, it is 

found to improve the life time of the network to 150 to 60 percentage in case of LEACH and 

LEACH-C protocols. It is also observed that as the number of nodes increases, the better 

topology management is done and hence the better life time of the WSN. In preserving the 

topology as created by topology discovery and clustering, perseverance of the topology is done 

by reducing the message complexity. This optimization process is done by implementing the 

gossiping framework which showed acceptable promise of reducing the message overhead by 

25 percent in case of some basic routing protocols like span tree and angular routing. 
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APPENDIX A 

 

The optimization matrix is a spreadsheet-based numerical analysis for the 

changing of the alive nodes in the experiment. We will discuss the matrix used 

in the figure. Columns B and C represent the number of connections per cluster 

and the corresponding probability as calculated by equation 1. The rest of the 

columns are the multiplication of the corresponding probability (due to links) 

to the number of nodes. In this way, the cells are populated, and the matrix is 

created. 

To plot the cluster heads, for example in the case of the variable clustering 

LEACH-C, we get the following results from Table 6 which is plotted in the 

optimization matrix as yellow. Similarly, we plot the original LEACH-C with 

the following results from Table 6, and the plot is shown in cyan. 

We can see that the plot follows diagonal lines, which implies that the 

system is taking the longest performance path. Due to rapidly changing cluster 

heads, the setup phase of LEACH-C does not perform if the schema of 

changing cluster heads is done above the yellow line, as seen in the optimizing 

matrix. 

If we attempt to move below the green line, it is against the system under 

consideration because the LEACH-C protocol operates with a decreasing 

number of alive nodes. It can also be seen that the sum of all the cluster heads 

produced along the green line is lower compared to the previous amounts 

obtained in the preceding rows. Therefore, in the number of (alive node - 

cluster) spaces, this green line is the optimized cluster head varying scheme. 
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Figure 6.8: The optimizing matrix 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



xvi 

APPENDIX B 

 

Systematic cluster head variation Scheme-I  : As the total number of 

clusters obtained is NC = p*, the total number of alive nodes (Na) , as the 

number of nodes (alive nodes) varies wrt time, so we have the total nodes as 

alive nodes, subsequently p (the probability of clustering) can be obtained with 

the value of k=((total number of alive nodes(Na))/(desired number of CH(n)) 

) -1. 

Mathematically this can be written as 

Nc =
1

2
[√

𝑘+3

𝑘−1
− 1]*Na 

Nc = 
1

 2
[√((

𝑁𝑎

𝑛
− 1) + 3)/(((

𝑁𝑎

𝑛
− 1)) − 1)) − 1]*Na 

The relationship is clearly not linear. Therefore it attributes to a long path 

movement in the Nc vs. Na workspace (yellow in figure 7). 

Systematic cluster head variation Scheme-II : As the total number of 

clusters obtained is as NC = p*, the total number of alive nodes (Na), as the 

number of nodes (alive nodes) varies wrt time, so we have the total nodes as 

alive nodes, subsequently p (the probability of clustering) can be obtained with 

the value of k= ((total number of nodes(N))/(desired number of CH) ) -1 

Similarly, in this case, we have, 

Nc = 
1

 2
[√((

𝑁

𝑛
− 1) + 3)/(((

𝑁

𝑛
− 1)) − 1)) − 1]*Na 

The above equation shows the linear relation between Nc vs. Na . Therefore, 

the shortest path movement can be observed in the Nc vs. Na workspace (blue 

in figure 6.7). 

 

Out of the above two schemes, scheme –II provides a better optimization 

and use of the sensor node energy during the LEACH clustering, which can be 

visualized in Figure 6.7 . 
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APPENDIX C 

 

Assume the 

number of 

clusters (100 

node network) 

Number of 

connection 

per cluster 

Clustering 

probability 

P=0.5[((k+3)/(k-

1))^0.5 -1] 

Number of 

theoretical 

clusters=p*100 

Number of 

cluster round 

off 

1 (100-1)=99 0.010102 1.01 1 

2 100/2 – 1 

=49 

0.0204165 2.04 2 

3 100/3 -1 = 

32.33 = 32 

0.031279 3.1 3 

4 100/4 -1 = 

24 

0.041736 4.2 4 

5 100/5 -1 = 

19 

0.0527 5.2 5 

6 100/6 -1 = 

15.66 = 16 

0.06273 6.2 6 

7 100/7 -1 

=13.28=13 

0.0773502 7.7 8 

Table-C1 Theoretical calculation of the number of cluster heads of a 100-node 

network assuming in the calculation as for example (4.2 as 4 and 4.6 as 5 ie set 

value wrt +0.5). Clearly, the seventh row violates the number between the first 

column and the fifth column. 

Similarly, for a 200-node network we have, 

Assume the 

number of 

clusters (100 

node 

network) 

Number of 

connection per 

cluster 

Clustering 

probability 

P=0.5[((k

+3)/(k-

1))^0.5  -

1] 

Number of 

theoretical 

clusters=p*100 

Number of 

cluster 

round off 

1 (200-

1)=199 

0.00502 1.005 1 

2 200/2 – 1 

=99 

0.010102 2.02 2 

3 200/3 -

1=65.66=

66 

0.015154

9 

3.03 3 

4 200/4 -

1=49 

0.020416

5 

4.08 4 

5 200/5 -

1=39 

0.02565 5.131496 5 
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6 200/6 -

1=32.33=32 

0.031279

65 

6.255 6 

7 200/7 -1 

=27.57=28 

0.035758

38 

7.15 7 

8 200/8 -1 

=21.22=21 

00417363

4 

8.34 8 

9 200/9 -1 0.047722

56 

9.5 10 

 

Table-C2 Theoretical calculation of the number of cluster heads of a 200-node 

network assuming in the calculation as for example (4.2 as 4 and 4.6 as 5 ie set 

value wrt +0.5). Clearly the seventh row violates the number between the first 

column and the fifth column. 
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APPENDIX D 

 

1.The Radio Propagation Model (RPM): The RPM determines the strength of a 

transmitted signal at a particular point of the space for all transmitters in the 

system. This strength is the measure of how far the node can communicate and 

how much energy will be spent by the system. 

For a deterministic mode of transmission, the strength of the signal is defined 

as: 

 

Pd = Ptransmit 1/(1+dy) 

Where Pd is the ideal reception strength, Ptransmit is the transmission strength, d is 

the distance between the transmitter and the receiver and y is the decay 

coefficient. The range of y lies between 2 and 4. 

However, real signals do have a fading effect and some un-modelled 

disturbances (external interference, hardware problems, etc.) 

So the real strength will be Perror+ Pd, where Perror is the strength loss due to un-

modelled effects. 

On the basis of RPM, the signal reception and collision are determined. 

Model 1:  

If both the receiver and the transmitter signals overlap, then collisions occur. If 

no signal is received, then the channel is sensed to be idle, and the signal can be 

received if it’s greater than the threshold reception parameter. 

Model 2: If the SINR at the receiver is larger than the receiving limit during the 

whole period of transmission, the signal is said to have received. If the signal 

strength is smaller than the idle limit, then the channel is said to be idle. If the 

SINR at the receiver is smaller than the reception limit, the channel is said to 

have experienced collision. 



xx 

 

It is found during the implementation that Model 1 is fast but Model 2 is 

accurate. 

 

MAC layer:  

On the lines of RPM, the MAC layer checks for the Channel idle, Channel 

transmission and Channel collision. This checking is done by sending the end 

packet event for random waiting time; if there is no response the channel is idle. 

Before each idle check waiting for random intervals, there is a characteristic 

called backoff time. After the reception of a packet on the receiver’s side, the 

application receives a packet received or collided packet received event, 

depending on the success of the transmission. The waiting time and backoff time 

parameters are random uniformly distributed variables in predefined intervals, 

while transmission time is constant. 

 

Application Layer: 

The following functions/ methods are implemented to detail the nuances of the 

application layer InitApplication, PacketReceived ,PacketSent, CollidedPacket, 

ClockTick. These functions follow the concepts of RPM for the application 

layer. 

 

4. Optimization layer: 

Let us consider some points in P-Space as given by P={Pi}, i = 1..N, where N 

is the number of points. Considering all the points the average cost function 

Z={Zi} is maintained. The current and the previous points are denoted by Pc 

and Pp, respectively. If D is the vector for the set of values for the vectors such 

as left, right, up and down, by combining the P-Space with the vector D, one 
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can have a step function such as S={P,D}, which describes the actual topology. 

The function call is denoted by F: P → R 

 

In order to find the optimum topology, we use the following algorithm: 

 

1. Initialization: 

Zi=0, for all i. Pc = Pp = P0 (initialization).  

2. Search: 

F(Z) = F(Pc). Update Zc using FZ.  

3. Step: 

if FZ < Zp then keep the vector D (except for the outermost points), 

Else 

Choose the vector D on a random basis. 

End  

Pp = Pc, Pc = S(D, Pc).  

 

4. Repeat 2 and 3 until the exit criterion is met. 

 

The exit criterion is met if the number of iterations is fixed or manually changed 

for different cases. 

The above algorithm implements a search method that uses a noisy cost function 

value, which returns different points when calculated over the same points. 

These calculated points actually represent the error surface more accurately. 
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Consider a situation of 100 nodes spread over the area A. One of the nodes 

initiates transmission. In response other nodes, those who receive, retransmit 

with probability p. If the transmit signal strength is s, then the goal of this 

simulation is to optimize p and s. So, the energy spent by the system is 

E=A1*(100 - nt)2 + A2*nr *s. Now, running the optimizing algorithm for the 

search method, we obtain the values of p within the range of 0.1 to 1 and that of 

s as 0.1 to 5. The hops were entered manually for those nodes which lie in the 

straight path between the source and destination.  
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Chapter 1 
Introduction 

 

 

 Preamble 

In situations like disaster management, battlefield or inhospitable areas monitoring 

is the main concern, as it helps in taking quick and right decisions. To aid this process 

there is a need of technology that would allow acquisition of the precious data 

without any human intervention. 

      The right technology that fits the requirement is the need for small inexpensive 

devices which is portable enough for operation from personal area network to very 

large scale network with limited infrastructure for power and communication is the 

wireless sensor networks (WSN).The functioning of these devices with limited 

resources are one of the many specialties of these devices which makes them to work 

in low energy systems. One of the many ways in driving these miniature systems in 

an efficient way is by Topology Management (TM). Nowadays this concept of 

topology management is one of the important factors for wireless network 

construction as it directly affects the energy consumption of the node. 
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1.1 Wireless Sensor Networks (WSN) 

     1.1.1 Wireless Sensor Networks Architecture 

 WSN is a wireless network consisting of autonomously distributed devices using 

sensors to measure different measurable parameters. A WSN system consists of a 

gateway that includes wireless connectivity to the distributed nodes (see Figure 1). 

The selected wireless protocol depends on user’s application requirements. The most 

popular available standards include 2.4 GHz radios based on either IEEE 802.15.4 

or IEEE 802.11 (Wi-Fi) standards or proprietary radios, which are usually 900 MHz 

 

Figure-1.1: WSN System Architecture 

 A WSN node contains several electronic components. These consists the radio, 

microcontroller, analog circuit, battery and sensor interface. While using radio 

technology, the most important trade-offs are in battery-powered systems, higher 

radio data rates and most frequent radio utilization that consumes greater power. 

Often 2 years of battery life is a requirement, hence many of the WSN systems are   

Zig Bee [22] based due to its minimum-power consumption. As battery life and 

power management technologies are constantly changing over time so the available 

IEEE 802.11 bandwidth, Wi-Fi is becoming an interesting technology. The dataset 

below gives the relative energy consumption values of various Tx and Rx modes for 

IEEE802.11 devices [150] and Zig Bee are given below.  
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Mode Standard Speed rate Typical Value Unit 

Tx 11b 1 215 mA 

  11 197 

 11g 6 197 

  54 145 

 11n MCS7 120 

Rx All rates 56 mA 

                Table-1.1 Operating Power Consumption of WT8266-S2 Wi-Fi module 

Action  Duration Average current Energy 

(mAh) 

Device in Sleep 1 hr 1microAmp 1X10-3 

Device transitions 

to active mode 

10 millisec 50 microSec 1.39X10-3 

device transmits 

the packets 

550 microSec 20 milliAmp 3.06X10-6 

Device is in 

receive mode to 

acknowledgement 

400microSec 20milliAmps 2.22X10-6 

Table-1.2 Typical power consumption for Zig bee transceiver 

To enhance the lifetime of the battery, a WSN node periodically wakes up and sleep, 

the transmission of data packets is done in wake up mode and sleep mode is merely 

used for energy conservation purpose. This means that radio technology must be 

good enough to transmit the data signal and allow the system back to sleep with 

minimum power. So the processor involved must be able to wake up with power on, 

and go back to sleep state efficiently. Microprocessor trends for WSNs include 

reducing power consumption while maintaining or increasing processor speed. Much 

like the radio choice, the power consumption and processing speed trade-off is a key 

concern when selecting a processor for WSNs.  
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  1.1.2 Common topologies in WSN 

WSN nodes in network are hierarchically sorted in any one of three types. In a star 

topology, each node connects directly to a gateway. In a clustered tree network, every 

node is connected to a node higher in the tree and then to the gateway node as shown 

in Figure-1.2, and data is sourced from the highest node on the tree to the gateway. 

Furthermore to increase reliability and efficiency, mesh networks are used to connect 

as many nodes in the system and route the data through the most efficient path.  

 

Figure-1.2 Common topologies in WSN 

 

As it can be seen from Figure-1.2, a typical structure of a WSN includes two types 

of wireless devices: sink nodes and normal nodes.  

The sink nodes form the gateway of the WSNs, every data that is generated from the 

sensor network will be aggregated at the sink node and send to the control site using 

a second communication card, like cellular, Ethernet or another wireless network. 

Moreover, the sink nodes use the information from external backbone networks into 

the WSN, like commands or queries using a software interface between the WSN 

and the computing device. In addition, the sink nodes keep the track of the energy 

state and device IDs of the nodes as being the organizational head of the sub-WSN. 

The normal nodes which are the majority in network are bound to collect data about 

the physical variables being observed and reporting it to the sink node. In excess, if 

the network is so large that some of the sensor nodes are beyond the reach of the sink 

node directly, the normal nodes use multi hop forwarding schemes to forward the 

data, so that even the far flanged nodes can communicate their data to the sink node. 
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Due to the critical operational features of the WSN, the sink nodes should have a 

better configuration in terms of memory, processing and energy, in contrast to the 

normal nodes. 

  Now when the sensor network topology is considered for distributed systems, 

it uses the following three layers to facilitate topology management: 

1) The network layer is in charge of providing data forwarding between the different 

nodes involved in the network. A network protocol, such as the Multicast Ad-hoc 

On-demand Distance Vector (MAODV) is needed to provide point-to-point 

communication. 

2) The medium layer called the overlay layer which is a virtual layer that builds the 

event notification service by providing a network of brokers that redirect 

notifications to the corresponding subscribers. 

3) Finally, on the top layer the event-based protocol is implemented. 

However, there are some limitations of the distributed techniques  

1. When distributed computation is done to transmit data from one point to 

another for the nodes in network having local information, then sufficient 

control messages are generated to construct the topology. This control 

messages consume a significant battery power of the nodes which in turn 

bring down the network life time. 

2. The exchange of information and additional computation required to achieve 

inter site co-ordination are a form of energy overhead in distributed systems. 

So in our work we have used hierarchical based topologies for present scenario as 

shown in Figure-1.3 [6], regarding the operation of sensor networks the 

communication bandwidth and energy are significantly more limited than in a 

tethered network environment so these two areas have become the most soughed 

research areas. This can be explained with the following two reasons:  

1. The battery life of WSN is expected to work for at least 2 months. 
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2. The wireless channels are inherently error-prone and have time-varying 

characteristics this make it tough to obtain consistently good performance 

throughout the operation cycle. 

So protocols and algorithms must be designed to contain the above mentioned 

conditions. To avoid the redundancy or wear out of the nodes in the network, which 

is deployed in an inaccessible area, the protocol must be time efficient as well as data 

efficient. These are the typical reasons for research on WSNs has been mostly on the 

design of energy and computationally-efficient algorithms and protocols. So out of 

the many provisions utilized to reduce energy consumptions, the most important 

techniques used in wireless sensor networks is Topology Management.   

 

Figure-1.3: A typical sensor network setup with central monitoring 
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1.2 Topology Management 

             1.2.1 Network Topology 

 Before embarking on the understanding of Topology Management, the 

concepts of network topology should be understood with explicit. To start with the 

simple definition of network topology as 

Network Topology is the set of all active nodes and links in the network along which 

communication can occur [77]. 

 The definition implies the connectivity between the nodes as one of the 

important factor for understanding the dynamics of network topology. So from graph 

theoretic approach one can easily put forward the following assertions. 

 A network is called connected if this associated graph is connected. A graph G 

is connected if and only if there exists a path between any pair of its vertices [39]. If 

a network is connected then any pair of nodes can communicate with each other, 

possibly taking multiple hops through relay nodes. 

 However it is clear that the connectivity of a WSN is related to the positions of 

nodes, and those positions are heavily affected by the method of sensor deployment. 

To illustrate this fact lets us consider two situations, in the first one the nodes can be 

placed with desired location and in another case the nodes are dispersed randomly 

over an area. In the first case the user has fuller control over the topology 

management, so he knows how and where the nodes be placed so that optimum 

performance can be expected. But in the second case of node placement which is 

more challenging actually creates an issues with other problems such as, configure 

the nodes which are placed randomly that is not suited to give optimal performance. 

Such topology for WSN can contain all or one of the mentioned characteristics: 

1. The sensors may send redundant data to the sink as the sensors are placed randomly. 

2. Since there is an uneven distribution of the nodes, so to preserve synchronization 

there may be some areas which may experience great amount of collisions and 

thereby delaying the communication of data packets. 
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3. The above two cases will lead to uneven battery drainage, which may result in 

unbalanced clustered network. 

4. In case of large scale sensor networks the results of performance does not seem to 

agree with predicted theory. 

    Thus with respect to above context  problems can be modelled with necessary 

justification in which Topology Management schemes is qualified to resolve. 

1.2.2 Scope and Meaning of Topology Management 

The main objective of Topology Management is to reduce the energy consumption 

while keeping the important characteristics of network life time, connectivity and 

coverage. 

 In the situation where the user have access to design the topology of the 

network, the need for topology management is not that important as the user has full 

discretion on the design issues on the topology of the network. The solution to this 

kind of problem should encompass the characteristic of the terrain, type, make of the 

sensors, battery type, routing protocol to name a few. The permutation and 

combination of these characteristics can lead to the effective management of the total 

deployment process. 

 But in case of remote topology deployment, the advantage of instant 

availability of the network outweighs all the advantages manual deployment. But this 

advantage comes with the following challenges listed below: 

1. The location coordinates of the sensor node cannot be changed. 

2. The sleep and wake cycles should be handled intelligently so contain unnecessary 

data transmission and energy loss. 

3. Optimum density of the nodes to be maintained proper monitoring of the desired 

area. This issue becomes more critical in case of large scale sensor networks. 

4. The topology management schemes should be robust enough to encounter the 

characteristic of the deployment terrain. 

5. Due to the advent of wireless charging technology, the charging schedule of the 

sensor nodes is one of the upcoming research problem. 
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Hence remote topology deployment has been the center of attraction in WSN 

research. 

 In general topology deployment will be implemented successfully if the 

following steps are followed  

1. Topology Management: The topology management provides the backbone 

to various routing protocols so that there is an energy-efficient communication 

of the data. 

2. Topology Perseverance: In this phase the sensor nodes take in charge of the 

network   ensuring proper data communication and life time of the network.            

 Over the lifetime of the network operation, it is expected that the above 

mentioned process will be iterated several times until the network energy is depleted. 

  

1.3 Problem Statement and Contributions 

To start with the approaches to solve the problem as described in the above sections, 

the usage of topology management schemes should have the following 

characteristics: 

1. The algorithm used for topology construction and perseverance should be distributed 

by nature. 

2. These algorithms should have less computational complexity so that the battery 

power do not exhaust easily. 

3. The topology construction algorithm must produce a connected network that will 

cover the area of interest with a minimum number of nodes  

4. While the topology analysis coupled with perseverance algorithms must optimize the 

network so that the resources of the network are used effectively in enhancing the 

lifetime of the network. 

5. To continue with seamless network performance, maintenance process is 

indispensable tool to monitor the functioning of the network so that the run time, 

preventive and predictive maintenance can be performed to avoid break down 

maintenance.  
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All the above constraints make the topology management schemes a very 

challenging problem. This dissertation presents some of the newer topology 

management schemes which may be described as follows: 

1. Topology Construction: Preserving the energy or battery power of a wireless sensor 

network is of major concern. In such types of network, the sensors are deployed in an ad 

hoc manner, rather than in any deterministic way.  Chapter 3 is concerned with applying 

standard routing protocols into wireless sensor networks by using neural network 

modified topology, which proves to be energy efficient as compared with unmodified 

topology.On the contrary of the graph theoretic approach, SOFMTB (Self Organizing 

Maps Topology Building Algorithm) [117,119], a neural network based concept is used 

for partitioning the total number of sensor nodes. This scheme allows a certain number 

of sensor nodes to be active, on condition that the connectivity and the coverage is 

preserved. 

2. Topology Discovery: In spite of the various constraints present in wireless sensor 

networks (WSN), their functionality has become popular across multiple application 

domains that require the transmission of information. Of these limitations, energy 

conservation is the most critical aspect, and a known strategies to save energy and to 

prolong the lifetime of WSNs is topology control. Chapter 4 presents two schemes, a 

reliable energy-efficient topology control algorithm and a minimum transmission level 

algorithm, for use in wireless sensor networks. Here topology for clustering has been 

designed on basis of production rules applied in the context of residual energy and the 

number of neighbors of the sensor node to produce meaningful cluster head selection. In 

another method of initialization process, the local information is used to reduce the 

maximum power to discover the neighboring nodes [118]. Both these methods are found 

to optimize the consumption of energy in the network. 

 3. Network Evolution Model and Application: The main purpose of network evolution 

model is to understand the mechanics of clustering in wireless sensor network. This model 

is applicable for large scale sensor networks [29,116] and is developed using the concept 

of scale free networks. A large number of algorithms have been devised to compute ‘good’ 

clusters in a WSN. In this regard network evolution model introduced in Chapter 5 
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discusses the concept of local world model which is the natural functional mechanism of 

clustering in wireless sensor networks. This network evolution model is used to evaluate 

the probability of clustering in (WSN). The application of this network evolution model 

has been discussed in Chapter 6 where we can find  that the life time of the network is 

improved up to 150 percentage in case of LEACH and LEACH-C protocols. It is also 

observed that as the number of nodes increases, the better topology management is done 

and hence the better life time of the WSN. This theoretical framework based on a complex 

network model is found to have reasonably matched with measures obtained by simulation 

studies conducted on tree-based clustering algorithms [Chapter 6]. 

3. Gossiping Framework: In wireless sensor networks the message passing from one 

node to another consumes energy and the message accumulation reduces the 

performance of the network. In order to mitigate this effect, the usage of gossiping 

framework has been introduced in Chapter 7 which improves the message complexity of 

the network and hence save the energy in terms computation and complexity. This 

method has remarkable success rate of reducing the number of messages by 25% while 

running with the most widely used protocols like flooding and spanning tree protocol.  

 

1.4 Structure of the Dissertation  

The structure of the dissertation is presented as follows. Chapter 2 is the literature 

review on the issue of topology management which contains detailed discussions on 

introduction to the proposed taxonomy of topology management to the latest 

development in this area. Chapter 3 describes a methodology using self-organizing 

maps from neural networks to partition the network. This partitioning leads to an 

optimum number of nodes which preserves the connectivity and coverage of the 

network. Chapter 4 discusses on the usage of production rules using the residual 

energy and the number of neighbors to determine the number of cluster heads. In this 

chapter another method of initialization process, the local information is used to 

reduce the maximum power to discover the neighboring nodes. Both these methods 

are found to be effective in reducing the energy wastage in the network. Chapter 5 
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deduces the mathematical framework of clustering for wireless sensor network using 

network evolution model. This framework works fairly well with existing topology 

management protocols which has been verified in Chapter 6. In this chapter the 

concept of network evolution model has been used to calculate the optimum number 

of cluster heads on the basis of alive nodes in LEACH and LEACH –C. This method 

has been seen to boost the efficiency of these protocols to 150 percent without much 

change in the existing algorithm. Chapter 7 implements the usage of gossiping 

framework to reduce the generation of messages in the network. By using this 

framework it have been seen that the reduction in the message generation is 25 

percent when used on popular routing protocols like spanning tree protocol and 

flooding protocol. The conclusion and final remarks will be presented in Chapter 8 

of this dissertation. 
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Literature Review 
 

2.1   Topology Management Taxonomy 

One of the primary goals of network management in sensor networks is that it be 

autonomous. This is especially important in fault and configuration management. 

Configuration management includes the self-organization and self-configuration of the 

sensor nodes. Since WSN’s involve very little human intervention after deployment, it is 

imperative that the areas of fault management be self-diagnostic and self-healing. Another 

important issue to consider in fault management of WSN’s is that a single node failure 

should not impact the operation of the network, unlike a traditional network device failure 

causing impact to several users to potentially the entire network. There are several new 

functional areas of network management in sensor networks. Apart from topology 

management there are still new functional areas introduced for network management of 

WSN’s are energy management and program management. In [64] energy management the 

most common way to conserve energy in WSN’s is to power off a node when idle, but there 

have been many proposals in existing algorithms and protocols as well as establishing new 

protocols in order to be more energy efficient. 

Program or code management [129] is another aspect of network management in WSN’s. 

The traditional method of updating a program in a sensor node is to attach the node to a 

programming interface of a laptop or PDA. This is not feasible in many WSN deployments. 

Transmitting an entire new program version to all sensors in a WSN is not practical as it 

consumes too much energy and will lead to a short network lifetime. There needs to be a 

way to transmit minimal packets to all nodes requiring the update while ensuring 

appropriate nodes receive the update reliably. There have been several proposals in the area 

of code update/management and it continues to be an active research area. 
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To begin with topology management [191] there is six properties that should exist in the 

topology of WSN’s: 1) symmetry, 2) connectivity, 3) spanner, 4) sparseness, 5) low degree, 

and 6) low interference. It is often observed the case that two properties, connectivity and 

sparseness conflict with each other. Despite all conflicts, the objective of topology 

management is to provide a backbone to various routing protocols so that there is an energy-

efficient communication of the data. The algorithms responsible for building up the 

backbone may be categorized into three types (1) topology discovery, (2) sleep cycle 

management, and (3) clustering.  

The following subsections describes about the detailed methods and taxonomy of the above 

mentioned backbone building algorithms.  

2.1.1 Taxonomy of Topology Management for Discovery 

 In this phase, nodes discover themselves and use their maximum transmission 

power to build the initial topology. 

 The Topology Discovery [67, 161] as this phase is popularly called, the algorithm 

uses the broadcast medium of wireless communication to know the existence of other nodes 

just by listening to the communication channel. The algorithm takes advantage of the fact 

to find a set of neighboring nodes using location information to construct the approximate 

topology of the network. Only neighborhood nodes reply back to the topology discovery 

messages, thereby reducing the communication overhead of the process. These 

neighborhood sensor nodes sometimes can form clusters which in turn can be arranged in 

a hierarchical structure. While implementing the TopDisc [39, 114] distributed algorithm 

there are three methods in which the message passing is done 

1. Direct method: When a node receives a topology discovery request, it forwards this 

message and immediately sends back a response with its neighborhood list along the 

reverse path. 
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2. Aggregated method: A node receives a packet, it forwards the request immediately 

but waits for its children nodes to respond before sending its own response. On 

receiving responses from its children, it aggregates the data and sends it to its own 

parent. 

3. The third approach is a clustered approach, which forms groups or clusters from the 

nodes. One node in each cluster is selected as the leader. Only the leader will reply 

to the topology request. The leader’s reply will include the topology information 

about all the nodes in its cluster. 

There are several solutions for topology discovery. The Topology Discovery 

Algorithm or TopDisc [37] uses of a tree structure, with the root of the tree being the 

monitoring node, to find the network topology. There are three types of nodes: White 

(undiscovered), Black (cluster head) and Grey (neighbor of black node). 

At first all the nodes remain white except the root. The root starts sending 

topology request packets to its neighbors. If a white node receives the packet from a 

black node, it turns grey. If a white node receives the packet from a grey node, then 

it will wait for a specific time. If it gets another request from a black node within that 

time, it will turn grey otherwise it will turn black. The black and grey nodes ignore 

any further request. As the topology request is propagated, neighborhood sets will be 

generated. This is done by finding the set coverage with a greedy approximation 

algorithm. 

Another topology discovery algorithm is Sensor Topology Retrieval at Multiple 

Resolutions or STREAM [38]. Using the Wireless Multicast Advantage, STREAM 

detects the presence of neighboring nodes by eavesdropping on the communication 

channel. This allows STREAM to create an approximate topology by getting 

neighborhood lists from a subset of nodes. 

Evolving networks of ad-hoc wireless sensing nodes rely heavily on the ability to 

establish position information. The algorithms presented [145] herein rely on range 

measurements between pairs of nodes and the a priori coordinates of sparsely located 

anchor nodes. Clusters of nodes surrounding anchor nodes cooperatively establish 

confident position estimates through assumptions, checks, and iterative refinements. 

Once established, these positions are propagated to more distant nodes, allowing the 
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entire network to create an accurate map of itself. Major obstacles include 

overcoming inaccuracies in range measurements as great as 50%, as well as the 

development of initial guesses for node locations in clusters with few or no anchor 

nodes. Solutions to these problems are presented using position error as the primary 

metric. Algorithms are compared according to position error, scalability, and 

communication and computational requirements. Early simulations yield average 

position errors of 5% in the presence of both range and initial position inaccuracies. 

 For GLIDER [48], gradient landmark-based distributed routing in which a 

novel naming/addressing scheme and associated routing algorithm is designed for 

WSN. Here the nodes are fixed (though their geographic locations are not necessarily 

known), and that each node can communicate wirelessly with some of its geographic 

neighbors - a common scenario in sensor networks. In GLIDER which has a 

preprocessing phase that discovers the global topology of the sensor field and, as a 

byproduct, partitions the nodes into routable tiles - regions where the node placement 

is sufficiently dense and regular that local greedy methods can work well. Such 

global topology includes not just connectivity but also higher order topological 

features, such as the presence of holes. GLIDER addresses each node by the name 

of the tile containing it and a set of local coordinates derived from connectivity graph 

distances between the node and certain landmark nodes are associated with its own 

and neighboring tiles. Here the tile adjacency graph is used for global route planning 

and the local coordinates for realizing actual inter- and intra-tile routes. 

 For PEDAMACS [45], the protocol first enables the access point to gather 

information about the network topology based on the location information. It then 

calculates and broadcasts a periodic schedule, which determines when each node 

should listen for incoming packets and when it should transmit its own packets or 

those received from ‘upstream’ nodes; the rest of the time, the node ‘sleeps’. When 

a change in network topology is detected, the access point repeats the process of 

topology discovery and schedule determination. 

 For wireless ad-hoc sensor networks (WASNs) [106], localized algorithms are 

used as a special type of distributed algorithms where only a subset of nodes in the 

WASN participate in sensing, communication, and computation. WASN was 
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developed for generic localized algorithm for solving optimization problems in 

wireless ad-hoc networks that has five components: (i) data acquisition mechanism, 

(ii) optimization mechanism, (iii) search expansion rules, (iv)  bounding conditions 

and (v) termination rules. The main idea is to request and process data only locally 

and only from nodes who are likely to contribute to rapid formation of the final 

solution. The approach enables two types of optimization: The first, guarantees the 

fraction of nodes that are contacted while optimizing for solution quality. The 

second, provides guarantees on solution qualities while minimizing the number of 

nodes that are contacted and/or amount of communication. The localized 

optimization approach in WASN is applied to two fundamental problems in sensor 

networks: location discovery and exposure-based coverage which the algorithm 

solves successfully. 

  So the summary of TopDisc algorithm is that it selects a set of 

distinguished nodes based on location information, and constructs a reachability map 

based on their information. TopDisc logically organizes the network in the form of 

tree of clusters which is rooted at the monitoring node. It’s seen that is TopDisc 

algorithm is very efficient for data dissemination and aggregation, duty cycle 

assignments and network state retrieval. TopDisc is completely distributed, uses only 

local information and is highly scalable. 

 

2.1.2 Topology Clustering Taxonomy 

         Clustering algorithms are used to decrease the number of nodes that transmit 

data to the base station (BS). These algorithms arrange the nodes deployed in the 

WSN into groups or clusters. One node in each cluster is identified as the leader of 

the cluster or the cluster head (CH). The nodes that are in a cluster, but are not cluster 

head, become member nodes of that cluster. The member nodes will transmit their 

data to their cluster head, which is typically within only a short distance thus 

consuming less energy. In this branch of taxonomy the emphasis is on the clustering 

characteristics of the network. The following are listed clustering characteristics for 

protocol design for the network: 
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1. Some clustering protocols [161, 114, 169, 46, 113, 33, 100, 73 ] are used to derive 

hierarchical networks. 

2. Both centralized [107, 73] and distributed [62, 54] computing techniques are used to 

design the clustering protocol. 

3. Some clustering protocols are designed to target specific area for connectivity and 

coverage issues [52] 

4. Some clustering protocols use hybrid schemes like soft computing techniques [52,54], 

Machine learning approaches [8, 150], and physical analysis using Scale free networks 

[124, 190, 73], in order to reduce the topology. 

Using the above techniques for clustering in wireless sensor networks, they are 

sometimes classified as [99] Cluster-Construction Based Clustering Routing 

Protocols and Data-Transmission Based Clustering Routing Protocols or single hop 

clustering and multi hop clustering [114]. But using the later classification one has 

better understanding on the mechanics of clustering rather than using the former as 

used in application. 

1) Single-hop Clustering Algorithms 

 One of the most successful clustering algorithms is LEACH [161]. In LEACH all 

the nodes die at almost same time. It selects the cluster heads based on the remaining 

energy in the nodes and also rotates the cluster heads periodically. Thus it guarantees 

a certain network lifetime while minimizing the energy consumption by the sensor 

nodes. Heinzelman, et. al. [58] has shown that LEACH “successfully distributes the 

energy-usage among the nodes in the network such that the nodes die randomly and 

at essentially the same rate”. Cluster members send the data to its cluster head. The 

cluster head will fuse all the data and then transmit one message to the base station, 

containing the data for its cluster. 

The disadvantage of LEACH is the cluster heads forward the data to the base 

station which is in a single hop distance but may be long. Overhead regarding clusters 

creation is also a drawback. LEACH can also be extended to be hierarchical, so that 

cluster heads communicate with a higher-level cluster head instead of directly with 

the base station. M-LEACH [176] is an implementation of LEACH for multi-hop 

networks, where a node is multiple hops from its cluster head. 
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Hybrid Energy-Efficient Distributed clustering (HEED) [180], introduced by 

Younis and Fahmy, is a multi-hop WSN clustering algorithm which brings an 

energy-efficient clustering routing with explicit consideration of energy. Different 

from LEACH in the manner of CH election, HEED does not select nodes as CHs 

randomly. The manner of cluster construction is performed based on the hybrid 

combination of two parameters. One parameter depends on the node's residual 

energy, and the other parameter is the intra-cluster communication cost. In HEED, 

elected CHs have relatively high average residual energy compared to MNs. 

Additionally, one of the main goals of HEED is to get an even-distributed CHs 

throughout the networks. Moreover, despite the phenomena that two nodes, within 

each other's communication range, become CHs together, but the probability of this 

phenomena is very small in HEED. 

The advantages of the HEED protocol are as follows: (1) It is a fully 

distributed clustering method that benefits from the use of the two important 

parameters for CH election; (2) Low power levels of clusters promote an increase in 

spatial reuse while high power levels of clusters are required for inter-cluster 

communication. This provides uniform CH distribution across the network and load 

balancing; (3) Communications in a multi-hop fashion between CHs and the BS 

promote more energy conservation and scalability in contrast with the single-hop 

fashion, i.e., long-range communications directly from CHs to the sink, in the 

LEACH protocol [58]. 

 ABCP [60] or Access-Based Clustering Protocol designed the clustering 

operation from a protocol point of view. It defines the message formats, describes 

how a node responds when a message arrives, and specifies how a node handles 

errors. This algorithm is a “simple broadcast request-response with first-come-first-

serve selection”.  There are many advantages to using ABCP. It does not require any 

location information. Cluster heads will fuse the data of its member nodes before 

transmitting the data to the base station that shortens the message to be sent and it is 

stable even during topology changes, even during the cluster formation process. 

Another request-response with first-come-first-serve selection for cluster formation 

is ABEE [59] or Access-Based Energy Efficient cluster algorithm. This algorithm is 
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very similar to ABCP but is based primarily on location. ABEE will try to balance 

the residual energy in all the nodes by periodically rotating the role of the cluster 

head. The new cluster head is selecting by treating the “whole cluster as an entity 

and each node stands for particles with equal mass to form the entity” .ABEE 

improves the lifetime of the network when compared to ABCP. According to [59] 

there is  92.3% lifetime enhancement over the ABEE protocol and around  50% gain 

in the lifetime of the network coverage”. 

 Energy Efficient Clustering Scheme (EECS) was proposed by Ye et al. [178, 176], 

is a clustering algorithm which better suits the periodical data gathering applications. 

EECS is a LEACH-like scheme, where the network is partitioned into several 

clusters and single-hop communication between the CH and the BS is performed. In 

EECS, CH candidates compete for the ability to elevate to CH for a given round. 

This competition involves candidates broadcasting their residual energy to 

neighboring candidates. If a given node does not find a node with more residual 

energy, it becomes a CH. Different from LEACH for cluster formation, EECS 

extends LEACH by dynamic sizing of clusters based on cluster distance from the 

BS. 

The advantages of EECS are summarized as follows: (1) Based on energy and 

distance, EECS constructs balancing point between intra-cluster energy consumption 

and inter-cluster communication load; (2) Clustering is performed by dynamic sizing 

based on cluster distance from the BS. This addresses the problem that clusters with 

a larger distance to the BS require more energy for transmission than those with a 

shorter distance, and bring about low message overheads and uniform distribution of 

CHs compared to LEACH 

2) Multi-hop Clustering Algorithms: 

PEGASIS [96] or Power-Efficient Gathering in Sensor Information Systems lowers 

the overhead of cluster formation in LEACH. The key idea of PEGASIS it to form a 

chain among the nodes and take turns transmitting the data to the base station. This 

allows each node to communication only with a closest neighbor, thus consuming 

less energy. 
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There are several assumptions in the PEGASIS algorithm. First, it assumes that all 

nodes have global knowledge of the network. This allows them to create the best 

chain using the greedy algorithm and each node will know its neighbor nodes. It also 

assumes that all nodes employ the greedy algorithm and that the radio channel is 

symmetric. 

The advantage of PEGASIS is since nodes only receive and transmit to its neighbors, 

and they form a chain, each node will only transmit and receive one packet of data 

in each round. If a node fails the chain can be reconstructed with the remaining nodes. 

This makes PEGASIS robust to node failures. 

Another clustering algorithm is the Energy Efficient Clustering Scheme or EECS 

[178]. The goals were to create a fully-distributed, load-balancing clustering 

algorithm that had little overhead. It is very much like LEACH but can better balance 

the load among the clusters and cluster heads. In EECS, there is only one cluster head 

within a certain range with a high probability. According to [178], the control 

overhead across the network is O(n). This chapter also indicated that EECS will 

prolong the network lifetime over 35% when compared to LEACH. The energy 

utilization rate is also better in EECS because “EECS always achieves the well 

distributed cluster heads while considering the residual factor; further, we consider 

to balance the load among the cluster heads with weighted function”. 

Base-Station Controlled Dynamic Clustering Protocol (BCDCP), introduced by 

Muruganathan et al. [107], is a centralized clustering routing protocol with the BS 

being capable of complex computation. The main idea of BCDCP is the cluster 

formation where each CH serves an almost equal number of MNs to balance CH 

overload and uniform CH placement throughout the network. 

At the beginning of cluster setup, the BS receives information on the residual 

energy from all the nodes in the network. Based on this information, the BS first 

computes the average energy level of all the nodes in the network, and then chooses 

a set of nodes whose energy levels are above the average value. Only the nodes from 

the chosen set, i.e., those with sufficient energy, can be elected CHs for the current 

round, while those with low energy can prolong their lifetime by performing the task 

of ONs. Based on the chosen set, the BS computes the number of clusters and 
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performs the task of clustering, which is accomplished in terms of an iterative cluster 

splitting algorithm. This algorithm first splits the network into two sub-clusters, and 

proceeds further by splitting the sub-clusters into smaller clusters. This process will 

be repeated until the desired number of clusters is achieved. At each iteration of 

cluster splitting, two nodes that have the maximum separation distance are chosen 

for CHs from the chosen set where all the nodes are eligible to become CHs. Then, 

each of the remaining nodes in the current cluster is grouped with one CH or the 

other, whichever is closest. After balancing the two groups which have 

approximately the same number of nodes, the two sub-clusters are formed. 

 

In BCDCP, a multi-hop routing scheme is adopted to transfer the sensed data to the 

BS. Once the clusters and the CHs have been identified, the BS chooses the lowest-

energy routing path and transfer information to the nodes along with the details on 

cluster groupings and selected CHs. The routing paths are selected by first 

connecting all the CHs by means of the Minimum Spanning Tree (MST) approach , 

which minimizes the energy consumption for each CH, and then randomly choosing 

one CH to forward the data to the BS. 

 

2.1.3 Topology Sleep Cycle Taxonomy 

         To conserve energy, in a node is to only have it powered on when necessary; 

the node would be powered off or put to sleep all other times. 

          The following are the techniques in this category that are based on the 

following conditions 

1. Synchronized vs. Non-synchronized DC: If global or local synchronization is assumed 

for a DC-WSN, the model is amenable to graph-theoretical characterizations because 

one may augment the original connectivity graph of the WSN by associating a binary 

(active or dormant) state with each node. As a result, most combinatorial solutions 

make such an assumption [173, 175, 138, 68, 165, 88, 77]. If one wants to eliminate 

the overhead for synchronization, the working periods of different nodes may not align 

with each other [70]. Therefore, the residual active/dormant time is a random variable, 

and hence a stochastic modeling technique has to be used [79, 69]. 
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2. Generalized vs. Simplified DC: Though a duty-cycling model often assumes 

an identical and fixed working period T, each node in general can determine its 

active/dormant schedule without any constraints. Such a generalized DC model is 

frequently adopted, as indicated in the literature [173], [138], [77].However, 

simplified DC model is also considered to facilitate algorithm design; such 

simplifications often impose certain restrictions on the active/dormant schedules 

within a working period. For example, a single-active-time-slot model is used in [70], 

[68], [165], i.e., there exists only one active time slot in a working period of any 

node. Both [88] and [170] allow for multiple active time slots but [88] requires the 

(variable number of) active time slots to be consecutive in a working period while 

[137] assumes that the proportion of active time slots in a working period of any node 

equals to a predefined constant. Following the convention of stochastic analysis, the 

work in [137] assumes that each node wakes up independently according to the 

Poisson process. 

3. Static vs. Dynamic DC: Many algorithms we discuss in this here assume that 

the active/dormant time slots of any network node are static, i.e., the active/dormant 

schedule is pre-determined for each node and cannot be changed by the algorithms 

[173], [70], [137], [138]. However, there also exist algorithms adopting dynamic 

duty cycling models, such as [151],[175], [137], [157]. The common idea behind 

these proposals is that the active/dormant schedules of sensor nodes can be 

dynamically controlled such that the nodes are awaken only when they are needed, 

hence more energy can be conserved because the power consumption for idle-

listening is reduced and retransmissions caused by collisions are limited. Besides 

energy conservation, other optimization goals affected by dynamic DC (such as 

latency and capacity) are also considered in these proposals. 

4. Reliable vs. Unreliable Links: As with conventional WSNs, link reliability 

issue persists in DC-WSNs. However, considering both DC and link reliability issue 

may significantly complicates the problem. Therefore, many research proposals 

neglect the latter, with some exceptions [173, 175], [151,174 184]. In particular, most 

combinatorial approaches tends to avoid the link reliability issue [68, 165, 88, 77], 

as it simply adds the dimension of the resulting problems. 
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Using the above formulations some of the well-known protocols have been devised 

along this directions such as  

Asynchronous Duty-cycle Broadcasting (ADB) [149] which uses the asynchronous 

duty cycling in wireless sensor network in MAC protocols, since it can greatly reduce 

energy consumption and requires no clock synchronization. However, existing 

systems using asynchronous duty cycling do not efficiently support broadcast-based 

communication that may be used, for example, in route discovery or in network-wide 

queries or information dissemination. ADB differs from traditional multihop 

broadcast protocols that operate above the MAC layer, in that it is integrated with 

the MAC layer to exploit information only available at this layer. Rather than treating 

the data transmission from a node to all of its neighbors as the basic unit of progress 

for the multihop broadcast, ADB dynamically optimizes the broadcast at the level of 

transmission to each individual neighbor of a node, as the neighbors asynchronously 

wakeup. 

Opportunistic Flooding in Low Duty Cycle with Unreliable Links (OFLDCUL) 

[D29], which flooding service has been investigated extensively in wireless networks 

to efficiently disseminate network-wide commands, configurations, and code 

binaries. However, little work has been done on low-duty-cycle wireless sensor 

networks in which nodes stay asleep most of the time and wake up asynchronously. 

In this type of network, a broadcasting packet is rarely received by multiple nodes 

simultaneously, a unique constraining feature that makes existing solutions 

unsuitable. Starting with an energy-optimal tree structure, probabilistic forwarding 

decisions are made at each sender based on the delay distribution of next-hop 

receivers. Only opportunistically early packets are forwarded via links outside the 

tree to reduce the flooding delay and redundancy in transmission. A forwarder 

selection method to alleviate the hidden terminal problem and a link-quality-based 

back off method to resolve simultaneous forwarding operations. Compared with 

Improved Traditional Flooding, the design achieves significantly shorter flooding 

delay while consuming only 20-60% of the transmission energy. 

Flooding in low-duty-cycle wireless sensor networks is very costly due to 

asynchronous schedules of sensor nodes. To adapt existing flooding-tree-based 
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designs for low-duty-cycle networks, we shall schedule nodes of common parents 

wake up simultaneously. Traditionally, energy optimality in a designated flooding-

tree is achieved by selecting parents with the highest link quality. In this work, we 

demonstrate that surprisingly more energy can be saved by considering link 

correlation. 

. A novel flooding scheme, named Correlated Flooding [57], is then designed so that 

nodes with high correlation are assigned to a common sender and their receptions of 

a broadcasting packet are only acknowledged by a single ACK. This unique feature 

effectively ameliorates the ACK implosion problem, saving energy on both data 

packets and ACKs. It is seen that Correlated Flooding saves more than 66% energy 

on ACKs and 15%∼50% energy on data packets for most network settings, while 

having similar performance on flooding delay and reliability. 

         As all the approaches described above require the system energy to find the 

neighboring nodes and then aggregating or clustering which is one of the greatest 

drawback logically and physically for implementing static wireless sensor network. 

In order to improve upon, the authors in [146] proposed an intelligent method based 

on Self Organizing Map neural networks that optimize the routing in the terms of 

energy conservation and computation power of each node. This algorithm has been 

designed for a wireless sensor node called MODABER. The assumption is that every 

node has an importance due to its role in routing so that the nodes which are used 

more than other nodes in routing have more importance due to their positions. They 

defined a Network Life Time (NLT) parameter which is sum of the nodes importance 

in routing at time t and the amount of energy consumption of node for routing. They 

used a self-organizing (competitive) neural network to decide for every node 

containing the data packet and participate in routing or dropping the packet. The Self 

Organizing Map (SOM) learning algorithm is used for training of neural network. As 

soon as a packet arrives, its feature vector will be extracted and this vector is sent to 

self-organizing NN of that node as input. The goal is to maximize NLT parameter. 

After winning of node in competition against other nodes, it is allowed to send the 

packet and participate in routing. Otherwise it should drop the packet. Since the 

learning algorithms of SOM’s generally obey from linear computations, they believe 
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that this method can be efficient to wireless nodes due to their limited computation 

and energy powers. While implementing SIR [15], SOM neural network is 

introduced in every node to manage the routes that data have to follow. Here they 

have implemented SOM using QoS metrics viz. latency, throughput, error-rate and 

duty-cycle related to each node as input samples with an output layer neuron. The 

samples allocated in the SOM form groups, in such a way that all the samples in a 

group have similar characteristics (latency, throughput, error-rate, and duty-cycle). 

This approach is used to obtain clusters with specific QoS values, lower value of QoS 

should be avoided as it depicts the worst case scenario. 

All the above two schemes have shown their respective success but the parameters 

or metrics assumed are not difficult but time consuming to evaluate. This situation 

adds up to the cost of computation. 

So in this regard we [118] have designed an approach using Self Organizing Map 

(SOM) which makes the necessary high cost computation offline and only the 

implementation online. The scheme details can be found below. 

This approach is selection by Self Organizing Map, in which a continuous input 

space of activation patterns (the spatial co-ordinates of sensors) is mapped onto a 

discrete output space of neurons (the would be selected spatial co-ordinate of 

sensors) by the process of competition among the neurons in the network. At the 

same time if the coordinate obtained do not map to the original ones, then by using 

k-nearest-neighbor algorithm the mapping is done as well we can iteratively remove 

the redundancy from the list of spatial coordinates. 

Important advantages of this scheme is in addition to low power consumption include 

simplicity, inherent robustness to node or link failure and changing network 

geometry (in case of battery depletion), reduced redundant packet transmissions and 

implicit network reconfiguration. The only disadvantage is the need for sufficient 

density to maintain network operation. 

The primary use of energy in WSN’s is the transmission of data. Another way to 

conserve energy is to have fewer nodes transmit data to the base station, which is the 

device collecting the application data. Clustering algorithms are used to decrease the 

number of nodes that transmit data to the base station (BS). These algorithms arrange 



  

 Chapter 2 

27  

the nodes deployed in the WSN into groups or clusters. One node in each cluster is 

identified as the leader of the cluster or the cluster head (CH). The nodes which are 

in a cluster, but are not cluster head, become member node of that cluster. The 

member nodes will transmit their data to their cluster head, which is typically within 

only a short distance thus consuming less energy. The cluster head will then forward 

the data received from each of its member nodes to the base station. Only the cluster 

heads will transmit data to the base station. Many clustering algorithms will also 

aggregate or fuse the data received from the member nodes at the cluster head 

resulting in less data being transmitted from each cluster head to the base station. As 

less data is transmitted, less energy is used. 

So in order to minimize the energy consumption authors [31, 154] have proved SOM 

to be an effective platform for visualization of high dimensional data and hence SOM 

as the first level of abstraction in clustering has some clear advantages. First the 

original data set is represented using smaller set of prototype vectors, which allows 

efficient use of clustering algorithms to divide the prototypes into groups. Secondly, 

reduction of the computational cost/transmission power is especially important for 

hierarchical algorithms allowing clusters of arbitrary size and shape. 

In another approach the authors [30] have analytically used the theory of complex 

network to quantify some of the observed properties of topology control algorithms. 

To build this framework, probabilistic approach of Li-Chen model [167] of Local 

world model is used to mimic the wireless sensor network. And the dynamics of 

clustering was addressed by the concept of preferential and anti-preferential 

attachment. The anti-preferential removal mechanism is more reasonable for deleting 

links that are anti-parallel with the preferential connection [30, 167, 2]. It is also 

consistent with the functioning of clustering algorithms that runs in rounds in 

wireless sensor networks. The wireless nodes that do not have enough energy, that 

is, the dead nodes, are to be removed from the system. Thus, anti-preferential [30] 

removal phenomenon is reasonable for clustering algorithms. Finally combining the 

mathematical realizations of the above mentioned facts in mean field theory, we 

obtain the distribution function as the degree distribution P(k) , where P(k)is the 

probability of the node has k edges. This distribution is further minimized with 
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respect to the anti-preferential attachment , which during the evolution process tends 

to zero as this phenomenon of non-attachment to a preferential neighbor is absent for 

wireless sensor networks. This consideration reduces the distribution function to 

yield. 

     𝑝 = 0.5 ∗ ⌊√
 𝑘+3

𝑘−1
− 1⌋………………… (1) 

The above expression is called the probability of clustering in the network. 

Now using the above expression in optimizing matrix [30] the NLT of one of the 

most widely used clustering protocol LEACH and LEACH-C have increased by 

300% and 150% respectively, which is best by any standards over any protocol built 

over LEACH. 

As it can be seen through the above discussion that energy conservation is critical in 

all WSN’s, but may be more critical in a long-term deployment. If the intended 

lifetime of the WSN is relatively short, then an algorithm that conserves less energy 

but sacrifices less latency may be appropriate. This characteristics may be understood 

through the discussions pertaining to the next sections which deals with the topology 

of perseverance. 

2.2 Techniques of Topology Perseverance: 

There are three topology perseverance techniques 

1. Static 

2. Dynamic 

3. Hybrid 

Static Topology Perseverance 

In static topology perseverance technique all possible topologies are calculated and 

stored. The topology just switched from one to another when needed. 

Advantage: As all the topologies are pre-calculated, so the transition among the 

available topologies is fast. It also saves the overhead of topology construction every 

time the switching is happened. 

Disadvantage: But it has some disadvantages also, it cannot be known in advance 

that how the nodes will lose their energy. Due to extensive use of some nodes in one 
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topology makes them unavailable for the next. It also takes some more time at the 

beginning to calculate all the possible topologies. 

• Dynamic Topology Perseverance 

Dynamic topology perseverance technique creates a new topology when necessary 

on the fly. 

Advantage: It has the current information about the network that helps it to make an 

appropriate reduced topology. 

Disadvantage: It takes more resource and time every time it runs. 

• Hybrid Topology Perseverance 

It uses both static and dynamic techniques. It calculates all the possible reduced 

topologies at the beginning that is during the first topology construction phase (static 

approach), but if it cannot implement it because of the node failure or connectivity 

failure, it creates a new topology on the fly (dynamic approach). 

It inherits the advantages and disadvantages of both the techniques. 

Design Issues: 

The following are important considerations for effective topology perseverance 

mechanisms: 

• Distributed: Being distributed rather than central, the algorithms can save more 

energy because in central approach some nodes may have to communicate long 

distances, whereas in distributed approach there are more sinks and base stations 

resulted in communications with only the closest ones. So there will be even 

distribution of energy among the sensor nodes. 

• Local information: Nodes should be able to make topology control decisions 

locally. This reduces the energy costs and makes the mechanism scalable. 

• Need of location information: The need of extra hardware or support mechanisms 

adds to the cost in terms of dollars and energy consumption. One example is the need 

of location information, which might be provided by GPS devices or localization 

protocols. 

• Robust to node failures and node mobility: The algorithm will be more successful 

if it is robust to node failures. Sensor nodes are often prone to failure due to running 

out of energy, hardware failures or simply the node being destroyed due to harsh 
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conditions. Sometimes these sensor nodes move by nature of application or by 

accidentally. The protocol or algorithm should be developed so it is robust to node 

mobility and node failures. 

• Low overhead: Topology management mechanisms must work with very low 

message overhead, so they are energy-efficient and can be run many times as part of 

the topology maintenance cycle. 

• Low Complexity: Topology management algorithms must have a low 

computational complexity, so they can be run in wireless sensor devices. 

• Low Convergence Time: During the topology perseverance process a current 

topology will be replaced by a new one, therefore there will be a transition time 

during which the network might not be active. This time must be as small as possible. 

Static techniques offer a clear advantage in this aspect, as the new topology has 

already been calculated. In dynamic techniques, this time will be longer and depends 

on the convergence time of the topology construction mechanism. 

• Memory Consumption: The memory of wireless sensors devices is limited. The 

topology maintenance static techniques need to have a considerable amount of 

memory to store all the pre-calculated topologies. 

2.2.1 Triggering Criteria 

The topology perseverance mechanism may be static, dynamic, or hybrid, global or 

local, there is one important question related to all: what is the criterion or criteria 

that will be used to trigger the process of changing the current topology? The 

triggering criteria, which may have important implications in terms of energy savings 

as well as coverage, reliability, and other important metrics, may be based on one of 

the following choices: 

• Time based: In time-based topology perseverance, the current topology is changed 

every time a timer expires. The amount of time is usually fixed and pre-defined. This 

is a very critical variable. It can’t be too short or too long. As being too short the 

switching of the topology perseverance algorithms will be very often, resulted in a 

waste of energy of the sensor nodes. On the other hand too long a time can make 

some important nodes unavailable. 
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• Energy based: Sometimes we can use the remaining energy of the nodes as the 

triggering criterion of the topology perseverance techniques. There should be a 

threshold value, on reaching it the topology will be triggered to change. Again this 

value is critical too for same reasons explained before. 

• Random based: In random based topology perseverance a random variable is used 

to switch the current topology. 

• Failure based: The failure based technique triggers the topology change only if one 

or some of the wireless sensor nodes failed. But failure detection and notification 

technique should be there. 

• Density based: In density based triggering criterion the node degree of the nodes 

can be an important metric. 

• Combinations: The criteria can be used in combination as well. Such as we can use 

energy and time or energy and failure to change the wireless network topology 

 

     The following were the issues pertaining to perseverance issues of wireless sensor 

network which makes it possible to increase the NLT of the network with seamless 

connectivity and coverage. 

2.2.2 Examples of Topology Perseverance Methods 

Span [D31], a power saving technique for multi-hop ad hoc wireless networks that 

reduces energy consumption without significantly diminishing the capacity or 

connectivity of the network. Span builds on the observation that when a region of a 

shared channel wireless network has a sufficient density of nodes, only a small 

number of them need be on at any time to forward traffic for active connections. Span 

is a distributed, randomized algorithm where nodes make local decisions on whether 

to sleep, or to join a forwarding backbone as a coordinator. Each node bases its 

decision on an estimate of how many of its neighbors will benefit from it being 

awake, and the amount of energy available to it. We give a randomized algorithm 

where coordinators rotate with time, demonstrating how localized node decisions 

lead to a connected, capacity-preserving global topology. Improvement in system 

lifetime due to Span increases as the ratio of idle-to-sleep energy consumption 

increases. Simulations show that with a practical energy model, system lifetime of 
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an 802.11 network in power saving mode with Span is a factor of two better than 

without. Additionally, Span also improves communication latency and capacity. 

 T-Man [75] a gossiping based framework for topology management which is 

mainly used for constructing and maintaining a large class of topologies. In this 

framework, a topology is defined with the help of a ranking function. The nodes 

participating in the protocol can use this ranking function to order any set of other 

nodes according to preference for choosing them as a neighbor. This simple 

abstraction makes it possible to control the self-organization process of topologies in 

a straightforward, intuitive and flexible manner. At the same time, the T-Man 

protocol involves only local communication to increase the quality of the current set 

of neighbors of each node. On the similar approach [116] a probability based 

gossiping framework is created which helps in reducing the control messages in the 

network and, thereby reducing the energy consumption in the network. 

    Forcing all IP packets to carry correct source addresses can greatly help 

network security, attack tracing, and network problem debugging. However, due to 

asymmetries in today's Internet routing, routers do not have readily available 

information to verify the correctness of the source address for each incoming packet. 

A new protocol, named SAVE [92], which can provide routers with the information 

needed for source address validation. SAVE messages propagate valid source 

address information from the source location to all destinations, allowing each router 

along the way to build an incoming table that associates each incoming interface of 

the router with a set of valid source address blocks.  

Another important aspect of WSN is the deployment of sensor networks which is 

concerned with setting up an operational wireless sensor network in a real-world 

setting. Unfortunately, deployment is a labor-intensive and cumbersome task as 

environmental influences often degrade performance or trigger bugs in the sensor 

network that could not be observed during lab tests.  
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Chapter 3 

Energy Efficient Topology Management  

using ML in WSN 

 

Preserving the energy or battery power of a wireless sensor network is of 

major concern. In such types of network, the sensors are deployed in an ad 

hoc manner, rather than in any deterministic way. This chapter is concerned 

with applying standard routing protocols into wireless sensor networks by 

using neural network modified topology, which proves to be energy efficient 

as compared with unmodified topology. Neural networks have been proved to 

be a powerful tool in the distributed environment. Here, to capture the true 

distributed nature of the Wireless Sensor Network (WSN), the neural 

network’s Self-Organizing Feature Map (SOFM) is used. 
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3.1. Introduction 

 

Sensors in the Wireless Sensor Networks mainly use batteries. Very often these 

batteries are non-rechargeable or non-replaceable due to the geographical location 

of those sensors. Therefore, energy preservation of sensor nodes is a crucial issue in 

reducing the quick exhaustion of the energy of sensor nodes and thereby in 

prolonging the overall network lifetime. The limited resources of the sensor nodes 

need to be spent judicially so that the minimum energy for this energy-consuming 

task is required. Several techniques have been proposed so far, which emphasize the 

energy-efficient routing protocol. Most of them tend to utilize the same single 

optimal path for each communication time [63, 24]. A straight line routing protocol 

has been mentioned in [22] which achieves routing in WSN without broadcasting. 

But using only a single path is prone to node and link failures because of the 

depletion of batteries. In case of failure due to any reason, an alternative route has 

to be discovered for maintaining the continuous transmission from source to 

destination. This technique requires extra energy for the route discovery process. 

Using multiple paths in the wireless sensor network can enhance the overall 

efficiency, reliability, and integrity of the network. It can prove to be an effective 

way of distributing the traffic load evenly over the network. Most of the multiple 

paths routing protocols to date are based on the classic on-demand single path 

routing methods [140, 103] such as AODV and DSR. They have their own technique 

of selecting multiple routes. Some papers are concerned with the node energy in the 

construction of multiple paths [85, 1]. 

 

But all the aforementioned approaches are most suitable for static topologies and 

have some problems in common. They flood the route request to the network at the 

same time over the whole network, thus increasing the overhead and so the 

probability of route congestion becomes high. They also waste the sensor node’s 

energy unnecessarily. Moreover, when several alternative paths transmit data 

packets arbitrarily, there exists a probability of high packet loss rate even if node-
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disjoint multi paths are used, resulting in a suboptimal Computation-

Communication trade-off. For dynamic topology an efficient distribution method to 

form a weighted connected dominating set (the backbone) could be achieved 

through constant approximation ratio on cost optimization [181]. Whereas some 

researchers believe the shape of the topology is as important as topology control for 

3D sensor networks, it has been proved that some of the structures could guarantee 

the power efficiency of all paths. 
 

Any kind of time development (be it deterministic or essentially probabilistic) 

which can be analysed in terms of probability deserves the name of stochastic 

process. This process offers a simple, robust, and ultra-low-power solution for many 

sensor network applications. A “stochastic” sensor network is proposed in [84] in 

which a sensor node operates normally and consumes stored energy in the wake 

mode until the energy is depleted, and then ceases processing and reverts back to the 

sleep mode while scavenging the environment for usable sources of energy. When 

the recharging process is complete, the node resumes normal operation. This 

behaviour of having asynchronized wake-sleep modes among sensor nodes 

constitutes a stochastic sensor network. One of the biggest problems with stochastic 

sensor networks is redundant packet transmissions to sustain network traffic via 

stochastic flooding [139]. 
 

Keeping the degree of complexity of the above-mentioned approach in mind, the 

concept of SOFM from a neural network is taken. The unique property of SOFM is 

the mapping of continuous input space of some certain distribution functions to a 

discrete output space. This discrete output space consists of the modified topology 

of the network that will be used for information dissemination [35]. 

 The rest of this chapter is organized as follows; we briefly discuss a Self-

Organizing Feature Map (SOFM) network model and assumptions in Section 2 and 

an algorithm formulation in Section 3. Here we also have a target system which will 

be discussed in Section 4 and have discussed implementation details through proper 
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interpretation of the output graphs from PROWLER in Section 5. Finally, we 

conclude in Section 6, pointing out future research directions. 
 

 

3.2. Related Reviews: 
 

3.2.1. Flooding Protocol 

 
The first category of routing protocols are the multi-hop flat routing protocols. In 

static flat networks, each node plays the same role and sensor nodes help in the 

sensing activities. Due to the large number of such nodes, it is not feasible to assign 

an identifier with respect to position and energy. This consideration has led to data-

centric routing, where the sink or the base station sends queries to certain regions 

and waits for data from the sensors located in the selected regions. Since data is 

being requested through queries, attribute-based naming is necessary to specify the 

properties of data. 
 

3.2.2. Spanning Tree Protocol 

 
    Spanning Tree Protocols are the most common routing trees in the networks and 

particularly in WSNs, because they represent the routing structure in terms of time 

and energy. These time and energy representations are efficient in a way. There are 

many algorithms used to construct Spanning Tree Protocols, including the 

algorithms of Bellman–Ford and Dijkstra. Moreover, WSNs in general do not have 

centralized management and fixed infrastructure. The authors Bertsekas and 

Gallager proposed a distributed asynchronous version of the Bellman–Ford 

algorithm for distribution systems such as wireless sensor networks. This variant of 

Bellman–Ford (BF) presents fast convergence, in the absence of any 

synchronization overhead, and easy adaptation to topological network changes, but 

it is not efficient for networks composed of a large number of nodes or dense 

networks, because of the excessive number of messages required for the tree 

construction. 
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3.2.3. K-Nearest Neighbour Algorithm (KNN)[15] 

    The K-Nearest Neighbour (KNN) algorithm is used to perform the classification. 

This decision rule provides a simple nonparametric procedure for the assignment of 

a class label to the input pattern based on the class labels represented by the closest 

(say, for example, in the Euclidean sense) neighbours of the vector. K-Nearest 

Neighbour is a classification (or regression) algorithm which, in order to determine 

the classification of a point, combines the classification of the K nearest points. It is 

supervised because the attempt is made to classify a point based on the known 

classification of other points. 

It is also a lazy algorithm. What this means is that it does not use the training data 

points to do any generalization. In other words, there is no explicit training phase, or 

it is very minimal. This means the training phase is relatively rapid. Lack of 

generalization means that KNN keeps all the training data. More exactly, all the 

training data is needed during the testing phase (this is arguably an exaggeration, but 

not far from the truth). This is in contrast to other techniques such as SVM, in which 

all non-support vectors can be discarded without any problem.  Most of the lazy 

algorithms – especially KNN – make decisions based on the entire training data set 

(or, in the best-case scenario, a subset thereof). 

Here are the steps to follow the KNN algorithm 

1. Determine parameters K=numbers of nearest neighbours. 

2. Calculate the distance between the query instance and all the training samples. 

3. Determine the distance and the nearest neighbours based on kth minimum 

distance.  

4. Gather the category of nearest neighbours. 

5. Use the simple majority of the category of nearest neighbours as the prediction 

value of the query instance 

3.2.4. Approximate Nearest Neighbour Algorithm (ANN) [11] 

The approximate nearest neighbour problem has been considered by Bern [1993]. 

He proposed a data structure based on quad trees, which uses linear space and 
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provides logarithmic query time. However, the approximation error factor for his 

algorithm is a fixed function of the dimension. 

Computing exact nearest neighbours in dimensions much higher than 8 seems to be 

a very difficult task. Few methods seem to be significantly better than a brute-force 

computation of all distances. However, it has been shown that by computing nearest 

neighbours approximately, it is possible to achieve significantly faster running times 

(on the order of 10's to 100's) often with relatively small actual errors. ANN allows 

the user to specify a maximum approximation error bound, thus allowing the user to 

control the trade-off between accuracy and running time. 

The search algorithm begins with a point p selected by choosing a point from a 

bucket of a k-d tree that contains the query point. We maintain a set of candidates to 

the nearest neighbour (maintained using a heap) initially containing p. We select the 

nearest of the candidates that has not already been visited. The algorithm is outlined 

below: 

function NN 2(p, q) { 

C := {p}; 

nn := p; 

while (C 6= ∅ and termination condition 

not yet met) { 

p := the point of C minimizing dist(q, p); 

C := C − {p}; 

for each undiscovered r in N[p] { 

Mark r discovered; 

C := C + {r}; 

if (dist(q, r) < dist(q, nn)) nn := r; 

} 

} 

return(nn); 
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} 

 
3.3. SOFM Network Model and Assumptions 

The network under consideration consists of N number of sensors nodes scattered 

over 2-dimensional space. For network analysis with Kohonen’s Self-Organizing 

Map, let us assume that the Kohonen’s layer consists of N neurons. Here we 

represent a neuron of the neural network to a sensor node of the wireless sensor 

network (WSN). In this context, we will use the terms neurons and sensor nodes to 

describe the same thing. Furthermore, we assume the two-dimensional lattice of 

Kohonen’s map represents the area of a wireless sensor network. Input spatial data 

of the 2-dimensional space as described is assumed to follow Poisson’s distribution 

function for obvious reasons [139]. From the concept of Kohonen’s Self-Organizing 

Feature Maps (SOFM) these input spatial data act as input vectors that learn to 

classify according to how they are grouped in the input space. They differ from 

competitive layers in that neighbouring neurons in the self-organizing map learn to 

recognize neighbouring sections of the input space. Thus, self-organizing maps learn 

both the distribution (as do competitive layers) and topology of the input vectors on 

which they are trained. 

Learning in a Self-Organizing Feature Map (SOFM) occurs for one vector at a 

time, independent of whether the network is trained directly or whether it is trained 

adaptively. 

First, the network identifies the winning neuron. Then the weights of the winning 

neuron, and the other neurons in its neighbourhood, are moved closer to the input 

vector at each learning step. The winning neuron’s weights are altered in proportion 

to the learning rate. The learning rate and the neighbourhood distance are used to 

determine which neurons in the winning neuron’s neighbourhood are altered during 

training. 

Thus, through Kohonen’s learning the winning neuron will be selected which 

will be treated as a speaker node for a region. 
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Now this speaker node of the described network has a specific coverage region. 

All the neighbour nodes reside at a certain distance from a speaker node. It is found 

during the cooperative process of SOFM that the topological neighbourhood 

function satisfies the requirement of Gaussian function [135]. So, it may be 

concluded that the speaker node is surrounded by those nodes which fall in the 

Gaussian range as decided by previous competitive processes. Lastly, the synaptic 

adoption process enables the exited neighbouring nodes to increase their individual 

values of the discriminant function in relation to the input pattern through suitable 

adjustments applied to their synaptic weights. The adjustments made are such that 

the response of the speaker nodes to the similar input pattern is enhanced. 

Mathematically, it can be simplified as follows: 

Step 1. Initialization. Choose random values for the initial weights w j (0). 

Step 2. Finding the Speaker. Find the winning unit j∗ by using the minimum-distance 

Euclidean criterion j∗ = arg min ||x j(t) − w j|| , j = 1, . . . , N, where x j(t) represents 

the input pattern, N is the total number of units, and · indicates the Euclidean norm. 

Step 3. Weights Updating. Adjust the weights of the winner and its neighbours, using 

the following rule: w j(t + 1) = w j(t)+αN j∗(t)(x j(t)−w j(t)), where α is a positive 

constant and N j∗(t) is the topological neighbourhood function of the winner unit j∗ 

at time t. The neighbourhood function is traditionally implemented as a Gaussian 

(bell-shaped) function: 

                            𝑁𝑗∗(𝑡) = (
1

𝜋𝜎√2
 )

∗

exp {−(𝑗∗ − 𝑗)/2𝜎2} 

with σ a parameter indicating the width of the function, and thus the radius in which 

the neighbours of the winning unit are allowed to update their prototype vectors 

significantly. It should be emphasized that the success of the map formation is 

critically dependent on how the values of the main parameters (i.e., α and N j∗(t)), 

initial values of weight vectors, and the number of iterations are pre-specified. The 

Kohonen SOM mainly has implementations based on a single-processor, centralized 

method. 

The adjustments of the speaker nodes produce results; that is, spatial coordinates, 

which are not amongst any of the input coordinates. So, in order to map the speaker 

coordinates with respect to input data we use the nearest-k neighbour algorithm. The 
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value of k for the nearest neighbour algorithm is incremented by one iteratively until 

the redundancies in the list of participating nodes are removed. 
 

3.4. SOFM Topology Building (SOFMTB) Algorithm 

 3.4.1. Proposed SOFM Topology Building (SOFMTB) Algorithm. 
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ALGORITHM 1 

Algorithm SOFMTB (Input Vector) 

//Input Vector file contains spatial  

//coordinates for 

 //sensor distribution on the field. 

{ 

Load Invec: = Input Vector; 

SOFM:= Create SOM(n, m); 

//Define a SOM whose input data points vary 

// from -n to n,  with m nodes. 

SOFM:= Train(SOFM, Invec); 

//Train the SOM with value from Invec. 

FOR i := 1 to m 

Save new set points post training in array x; 

 Set Actual data := Invec; 

Set Ideal data := x; 

WHILE (duplicate coordinate) 

   t: = KNearestNeighbor/ApproximateNeighbor (Actual data, 

Ideal data); 

 //Ideal data points are mapped with input iteratively  

//by means of KNN/ANN until the duplicities are removed. 

topology:= t; 

Set Node IDs from 1 to m; 

Present the topology to link layer protocol 

 such as Spanning Tree; 

 

} 
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The following are the steps of the SOFM topology building algorithm: 

Step 1. Spatial coordinates for sensor distribution on the field are taken as input 
vectors. 

Step 2. SOFM algorithm is used to train the spatial coordinates with the number of 
neurons equal to the desired number of speaker nodes at the output. 

Step 3. An array of new set points in the spatial dimension is returned. 

Step 4. The returned array is mapped for real spatial coordinates with the help of the 
K-nearest neighbour algorithm with respect to speaker nodes. 

Step 5. The output contains duplicated spatial coordinates. To remove this 

duplication, we iteratively run the K-Nearest-Neighbour algorithm (KNN) or 

Approximate Nearest Neighbour (ANN) for subsequent values of K until the 

duplication is removed. 

Step 6. An array of non-duplicated set points in the spatial dimension is returned. 

Step 7. This topology is presented to the link layer protocol, such as a Spanning Tree 
Protocol. 
 

3.5. Target System  

 A very successful, low-cost prototype field-node (mote) family was developed 

at Berkeley. The used variant (MICA) of the Berkeley motes includes an 8-bit, 4 

MHz Atmel ATMEGA103 microcontroller, 128 kB program memory, 4 KB RAM, 

and an RFM TR1000 radio chip capable of providing a 50 kbit/s transmission rate 

at 916.5 MHz. The motes can also accommodate a set of interchangeable sensors 

(temperature, light, magneto, sound, etc.) [19]. 

The motes use a small operating system called TinyOS, designed to provide the 

necessary services despite very limited hardware resources. It contains a complete 

network stack with bit-level error correction, medium access layer, network 

messaging layer, and timing. 

 The Medium Access Control layer uses a simple Carrier Sense Multiple 

Access protocol. This waits for a random duration before trying to transmit a packet 

and then waits for a random backoff interval if the channel is found to be busy. It 

keeps trying until the transmission can be performed. This simple approach is not as 

effective as the more sophisticated protocols (e.g., IEEE 802.11, [19, 51]) in terms 

of collision avoidance, but it certainly consumes less energy and the communication 

overhead is much smaller. 
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3.6. Implementation Details 

     3.6.1 Illustration of the Algorithm: 

     The Dataset Input_data1.txt contains a random set of 50 points in space without 

any defined topology. The execution of the algorithm will lead to defining a 

topology that can be viewed through various steps as depicted in the figures below. 

 

Figure 3.1 Plot of the Data Set Input_data1.txt in an X-Y Plane 
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Figure 3.2 Plot of the SOFM generated points (in blue circle) and Data Set 

                         Input_data1.txt (red cross) in an X-Y Plane

 
Figure 3.3 Plot of the matched SOFM generated points (in blue circle) and Data Set 

Input_data1.txt (Red Cross) in an X-Y Plane using k-Nearest Neighbour algorithm. 
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Figure-3.4 Plot of the Self-Organizing Map used to generate the topology. 

Sequentially following through Figures 3.1 to 3.3 we can understand clearly the 

plotting of the SOFM points to the input space. However, Figure-3.4 can be 

attributed as the Input variables namely as the X, Y coordinate (the data points in 

Input_data1.txt) and the corresponding weight matrix, which is followed by a 

single layer of 25 neurons with an objective of producing the output of 25 such 

points in input space (shown in Figure-3.2).  

Furthermore, the usage of MATLAB built-in functions helps to explain the above 

diagram explicitly. 

net = newsom(PR,[D1,D2,...],TFCN,DFCN,OLR,OSTEPS,TLR,TND) 

where PR - R x 2 matrix of min and max values for R input elements., Di - Size of 

ith layer dimension, defaults = [5 8].,TFCN - Topology function, default 

='hextop'.,DFCN - Distance function, default ='linkdist'.,OLR - Ordering phase 

learning rate, default = 0.9.,OSTEPS - Ordering phase steps, default = 1000.,TLR - 

Tuning phase learning rate, default = 0.02;,TND - Tuning phase neighbourhood 

distance, default = 1.,and returns a new self-organizing map. 

Here we have used the Di as [1, 25] which represents the single layer with 25 

neurons, [D1,D2] are used as [-10,10] as this is our range of the numbers in our 

data set and all remaining are used with defaults. 

After this network is built we set the number of epoch needs to calculate the 

convergence, which is 100. Now we train the network with the input vectors from 

the Input_data1.txt and finally we obtain the output in terms of layer weights. 

When these layer weights are plotted in SOM space the out topology can be 

visualized as depicted in Figure 3.5  
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Figure 3.5 Plots the input vectors as green dots and shows how the SOM 

classifies the input space by showing blue-grey dots for each neuron's weight 

vector and connecting neighbouring neurons with red lines (right hand shows 

SOFM (KNN) and left hand shows SOFM (ANN)) 
 

 In Figure-3.5 we can see the connecting blue dots with red lines passing 

through those parts which have a high concentration of points, so in case of failing 

nodes the nearest nodes can be considered without much searching the input space. 

Thus, we can see the coverage of the area is ensured for considering the range of 

nodes such as 20 nodes, 25 nodes, 30 nodes, etc.  

3.6.2 The Simulation: 

 Due to the stochastic nature of the environment, a useful performance metric 

is typically not the result of a single experiment, but rather an average value, a 

minimum or maximum. Thus, a single function call of the optimizer algorithm can 

be very expensive. Other problems include no prior knowledge of error surface so 

that efficient error surface calculation cannot be determined. As a result, the number 

of experiments to be done is not known. 

In order to overcome such problems and keeping the considerations of the target 

system we use PROWLER—PROBABILISTIC WIRELESS NETWORK 

SIMULATOR V1.25 with a test bed of 50 sensors placed in a matrix of 10 × 10 sq 

units, the positions of various sensors were recorded previously and supplied to the 

simulator as input. 

The input spatial distribution of sensors under test consideration as viewed in 

MATLAB 7 and shown in Figure 1 is taken as the input topology file. 
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The topology file is modified according to the algorithm in Section 3.1. Step 2. 

Figure 3.2 describes the outcome. 

Now using Step 4 of Section 3.1 we remap the circle coordinates to the cross-

coordinates as shown in Figure 3.3. 

From Figure 3.3 it is clear that due to some duplicate values the number of 

remapped values is less than what is expected. Now, by using Step 5 of Section 3.1, 

we can remove these duplicate values and finally obtain unique values from the input 

topology file. Now, as described in Step 7 of Section 3.1, we use PROWLER V-

1.25 for simulating with Spanning Tree Protocol (STP), with the centre as root node. 

 The list of assumptions made while running the simulation on PROWLER-

V1.25 [13] are as follows.: 

(1) Each node has the following fields in the routing table. 

xID: The identifier of the neighbour. 

InLink: Quality of the directed link (xID → ID). OutLink: Quality of the directed 

link (ID → xID). 

Hop: the hop-number of mote xID. 

Note: Each node is assigned a unique ID, hop number (initially NaN except where 

the root node is zero). 

(2) Each node wakes up periodically and transmits its ID, hop number, and table data. 

Upon receipt of message from node i, node j updates its own table. 

(i) Updates the InLink property of i. 

(ii) Updates the Hop property of i. 

(iii) Updates the OutLink property of i, if the received table contains information 

  about j (the InLink value is used). 
 

(3) Each node transmits the table data with certain finite probability. The transmission 

probability is the function of the design parameter and the content of the table. 

(a) Initially p = P/8. 

(b) For all the nodes with a hop-number NaN, p =P/8. 

(c) If the hop-number of the node changes, p is set to P. 
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(d) If a mote j receives a message from node i, indicating that i has no information 

  about j, but j has a good InLink property of i, then node j sets p = P. 

(e) After each transmitted message p = P/2.  

Using the above considerations, the Spanning Tree algorithm was run on the test 

bed; Figures 4-9 are the performance graphs obtained. 

In order to interpret them we use a performance metric derived from the number 

of receiving motes. In the network, the more the motes receive the better and the 

consumed power which is proportional to the settling time, that is, in the time to 

build the Spanning Tree, the less power that is used the better. 

Considering Figure 3.6, we have a very small region around p = 0.3 and p = 0.6, 

1. The participating motes are around +90%, which shows maximum coverage over 

the test area and the settling time is around 0.25 seconds, which in terms of the 

energy metric is appreciable. But the steady state in the receiving nodes has not yet 

been achieved. 

A similar explanation applies to Figure 3.7. But considering Figure 3.8, we find that 

there is a stable number of receiving nodes for p = 0.1 to p = 0.8 and the settling 

time is around 0.3 seconds, and considering Figure IX, we find that there is a stable 

number of receiving nodes for p = 0 to p = 0.4 and p = 0.6 to p = 0.1 and the settling 

time is around 0.35 seconds; both these cases are good examples of a simple trade-

off between energy consumed and the mean receiving nodes. So, in regard to the 

input topology as presented, the saving in terms of nodes is 20% to 30%; these nodes 

can be used when the depletion of energy in other nodes occurs and hence the 

lifetime of the network can be increased. Though a saving of about 20%–30% is not 

enough for any sensing mission, this saved percentage could reduce the number of 

sensors to be deployed/used for the next time. The savings in terms of nodes is absent 

if we use all the 50 sensors at a time; the performance characteristics as depicted in 

Figure 3.10 show no steady region for mean receiving nodes versus p as in Figure-

3.8 or Figure 3.9, but in terms of settling time Figure 3.9 shows the optimized 

settling time as compared to Figure 3.10. 
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Figure 3.6 The 

performance graph with 

20 neurons in the test 

condition.  

Figure 3.7 The performance 

graph with 25   neurons in the test 

condition. 

 

Considering the case for Figure 3.7 we have the following node ID generated while 

running the simulation of PROWLERV-1.25 for transmission probability ranging 

from 0 to 1. Referring to the Figure 3.8, the node IDs from p = 0.1 to 0.8 can be used 

for information dissemination efficiently over the network covering the test area. 

The combination from p = 0.9 is omitted due to inadequate coverage because a lesser 

number of participating nodes are seen from Figure 3.8. Now, if we consider time  
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Figure 3.8  The performance graph 

with 30 neurons in the test condition. 

Figure 3.9   The performance graph with 40 

neurons in the test condition 

 

Figure 3.10 The performance graph 

without SOFM topology building 

algorithm in the test condition 
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          Figure A        Figure B 

  

Figure C  Figure D 
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Figure E Figure F 

  

Figure G Figure H 

Figure 3.11 The Figures A through G show the performance of the SOFM (KNN) 

created topology for 20, 25, 30, 35, 40, 45 and 50 nodes. Figure H is performance 

without using SOFM (ANN). All the outputs refer to the usage of Flooding 

Protocol. 

varying usage of the paths as shown in Table 1, as in each p being selected for 

5 runs as done in our simulator, we would obtain the node usage (i.e., number 

of times a …….It can be easily seen that all the SOFM generated topologies 

do have the same nature of graph and each has the best coverage for the range 
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of probability around 0.6 to 1. However, it can also be implied that the choice 

of considering a particular set depends upon the user and how long does he/she 

want the network to perform. It should be considered that the lower number 

of nodes at the start will prolong the network functioning for a long time. 

Another important observation is that by considering SOFM algorithm for 50 

nodes it’s seen that the maximum of 30 nodes are sufficient for covering the 

area and a saving of 20 nodes is observed in the flat sense. Rest 20 nodes will 

be used to back up the network in case of node failure. Figure H of Figure 

3.11 shows the performance of the network without using SOFM in which the 

maximum number of nodes used to cover the topology is around 42, but by 

using SOFM this usage of the nodes drops down to 30. Similarly, Figure H of 

Figure 3.12 shows almost all the nodes are used to cover the area but by using 

SOFM of 50 nodes only 30 nodes are used to cover the network. 

  

Figure A Figure B  
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Figure C Figure D 

  

Figure E Figure F 
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Figure G Figure H 

Figure 3.12  The Figures A through G show the performance of the SOFM 

(KNN) created topology for 20 ,25, 30, 35, 40, 45 and 50 nodes. Figure H is 

performance without using SOFM(ANN). All the outputs refer to the usage 

of Spanning Tree Protocol. 

It can also be seen for Figure A through G of Figure 3.12 that there is a jittery 

state of the number of nodes covered in range probabilities, which is one of 

the difficulties of considering the above model as it will not be able to cover 

the network every time.  

A similar caveat follows for SOFM (ANN), which is as depicted in the figure 

below: 

 

Figure A 

 

Figure H 
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Figure B 

 

Figure I 

 

Figure C 

 

Figure J 

 

Figure D 

 

Figure K 
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Figure E 

 

Figure L 

 

Figure F 

 

Figure M 

 

Figure G 

 

Figure N 

Figure 3.13  This plot represents the performance of SOFM (ANN) for 

Spanning Tree Protocol (Figure A to G) and that of SOFM (ANN) for 

Flooding Protocol (Figure H to N) 
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Figure A Figure B 

    

   Figure C 

Figure-3.14 This plot shows the topology generated using SOFM (KNN) 

(Figure A,) without using SOFM (Figure B) and SOFM (ANN) (Figure C). 

This plot refers to the execution of the Spanning Tree Protocol. 

This Figure 3.14 (Figure A and C) clearly shows the pendent-like topology as 

predicted by Figure 3.5, whereas the one without the use of SOFM builds a 

haphazard structure and hence more nodes are required to cover the 

designated area. However, as a result these structures are not stable. This 

might not be the case when there may be another execution of the same 

algorithm with the same settings. In contrast, the SOFM generated topology 

is stable and will be the same with the same settings at any instant of time. 
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3.7. Results and Discussions 

The random distribution of nodes is finally given a definite energy-efficient 

topology building algorithm; that is, a SOFM topology building algorithm. 

Though it may seem that the training and retraining required by SOMTB 

algorithm would require energy, this can be utilized to generate alternate 

routing paths very easily with low energy expense, which is not suitable for 

small pilot areas but effective for larger geographical areas. 

During the simulation process the SOMTB algorithm which forms the 

backbone of the Spanning Tree Protocol here will have the sender node 

forwarding the routing table to its immediate neighbour. This immediate 

neighbour will update its own table, discarding the redundant information. 

Thus, each table will contain only the information about the immediate 

neighbours. This partial information in a larger sense will be accumulated and 

delineate the complete network picture. So, the routing table will remain 

manageable in terms of size and computation time. 

Important advantages, in addition to low power consumption, include 

simplicity, inherent robustness to node or link failure, changing network 

geometry (in case of battery depletion), reduced redundant packet 

transmissions and implicit network reconfiguration. The only disadvantage is 

the need for sufficient sensor density to maintain network operation. 

Simulations conform well and illustrate the promise of SOFMTB algorithms 

for applications such as event detection and monitoring over a large 

distribution area. This algorithm can be extended for use with other protocols 

used for WSN. 
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Figure-3.15: Various Node Usages through simulation (node ID versus 

frequency). 

As it shows all the promise of efficiency and low power consumption, the 

implementation of synchronization should be done as future work. 
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Chapter 4 

Energy Efficient Hierarchical Topology Building 

Schemes 
 

In spite of the various constraints present in wireless sensor networks (WSN), their functionality 

has become popular across multiple application domains that require the transmission of 

information. Of these limitations, energy conservation is the most critical aspect, and a known 

strategies to save energy and to prolong the lifetime of WSNs is topology control. This chapter 

presents two schemes, a reliable energy-efficient topology control algorithm and a minimum 

transmission level algorithm, for use in wireless sensor networks. The reliable energy-efficient 

topology control algorithm considers the residual energy and number of neighbours of each node 

in terms of cluster formation, which is critical for well-balanced energy dissipation within the 

network. Within this, a knowledge-based inference approach is employed to select cluster heads, 

as reliable cluster heads maintain connectivity and coverage with respect to time. The algorithm 

thus not only balances the energy load of each node but also provides global reliability for the 

whole network. The simulation results demonstrate that the proposed algorithm efficiently 

prolongs network lifetime and reduces energy consumption. In the other scheme, a minimum 

transmission level algorithm for wireless sensor networks, the farthest node is determined based 

on local positional information, thereby eliminating the process of searching for the most distant 

node, which in turn saves energy. 
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4.1 Introduction 

 

A wireless sensor network consists of a large number of tiny, low-powered, energy-constrained 

sensor nodes that nevertheless each have a full complement of sensing, data processing, and 

wireless communication components. The sensor nodes in WSNs are small battery powered 

devices with limited energy resources, and their batteries cannot be recharged once the sensor 

nodes are deployed. Thus, minimisation of energy consumption is one of the primary goals in the 

design of network topology. Clustering is one of the practical solutions that helps to prolong the 

lifetime of a network and hence provides network scalability [58]. In the process of clustering, the 

sensor nodes may form groups with respect to physical distances or energy or sensor types; these 

groupings can also be based on a linear combination of any of these properties. Each cluster has a 

cluster head, which represents the set of nodes in a cluster. A cluster head can collect data from 

nodes within the cluster before aggregating the data and forwarding it to the base station. If the 

data sent to the cluster head is reduced, then the overhead can also be significantly reduced in 

terms of energy, and bandwidth can thus be saved [41]. 

Extensive research has been devoted to ad hoc sensor networks in terms of using power control to 

reduce interference and improve throughput, as addressed in [188, 179]; topology control by tuning 

transmission powers as discussed in [82, 128, 130]; and the ways in which both IEEE 802.11 and 

Bluetooth support low-power modes [41, 65]. Ways to design low-power motes on IEEE 802.11-

based multi-hop networks are also addressed in [172]. Among the many challenging issues these 

pieces of research raise, in this context, the fundamental and practical problems to be addressed 

are how to build an effective topology for the sensor nodes, and how to identify a node-deployment 

function that is optimal for sensors. In most current designs, random and uniform distributions are 

popular due to their simplicity. However, as will be shown later in this chapter,  node deployment-

related issues have a serious impact on system functionality and thus on the lifetime of sensor 

networks. Traditional random and uniform distributions are thus not suitable because of the sink 

routing-hole phenomenon.  Instead, a non-uniform, power-aware node deployment scheme is 

proposed as the primary focus in this work. 

Connecting features such as node energy constraints, node distribution, and scalability means that 

WSNs are inherently different from existing systems and networks. Unlike the patterns seen in 

traditional mobile ad-hoc networks (MANETs), in WSNs, one or several nodes (called a sink) are 
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designated as a gateway between the networked system and users. Such sinks play a critical role 

in the network; their loss directly leads to failure of the entire WSN. Furthermore, not only the 

sink but also the direct neighbours of the sink are essential for network functionality. These are 

required to establish and maintain connectivity between the sink and more distant data nodes. 

When these set of nodes fail, no data can be delivered to the sink due to the lack of forwarding 

nodes, and thus the whole system fails. Sinks may be designed to be more powerful and may have 

permanent power sources to minimise failure rates. However, their nearby neighbour nodes are 

generally common sensor nodes with limited resources, making them vulnerable to failure by 

running out of energy. For most data gathering applications, the forwarding workload of sensors 

increases inversely with their distance to the sink. A node closer to the sink usually has a higher 

relay workload than that of farther away nodes. Accordingly, the direct neighbours of the sink have 

the greatest transmitting workload, and are thus likely to deplete their energy rapidly. When they 

fail, no matter how many remaining nodes are still active, there can be no communication with the 

sink. From the sink and the user’s perspective, the whole system fails if the sink is isolated from 

the rest of the sensor nodes. Multiple sinks or mobile sinks cannot eliminate this problem, as 

multiple sink routing-holes will be generated accordingly. Data funnelling and aggregation [123] 

techniques may alleviate the problem to some extent, but these cannot completely eliminate the 

problem The main objective of this work is thus to provide a long-term continuous connectivity 

scheme, attempting to address the problem by designing a power-aware topology management 

scheme. The majority of attention is thus paid to the connectivity of the network, as this is a 

prerequisite for its other purposes such as sensor coverage. Without a valid data path, an active 

node has the same role as a dead one, and any sensing area covered by unconnected nodes is 

inaccessible [5, 90]. Traditional approaches as described above do not take the differential loss of 

energy in different sub-areas into consideration, and consequently, while they may work well for 

some snapshots of the network such as the initial stages, they are unlikely to guarantee quality of 

service throughout the system lifecycle. This Chapter's contributions are thus mainly in two areas. 

Approach I: 

1. Production rules are mapped to create an adequate representation of a network topology. 

2. A cluster-head selection mechanism is developed to consider the residual energy, number of 

neighbours, and centrality of each node, using production rules to facilitate cluster-head selection. 
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3. A reaoning mechanism, used to create a reliable multi-hop routing algorithm that creates 

efficient routes among cluster heads, is developed. 

4. The resulting reliable energy-efficient two-tier routing protocol is implemented and evaluated 

through simulation. 

Approach II: 

1. Local information, such as the positions of nodes, is used to calculate the distances between the 

nodes. 

2. As a result, the communication range of each nodes to its farthest neighbour is reduced so that 

all neighbours remain covered, reducing the energy required for the construction of the 

topology. 

 

4.2 Background Ideas 

 

 4.2.1 Production Rules 

The main reason for using production rules is the simplicity of achieving the desired goal for the 

system. The production rules used here were based on the parameters of the WSN under 

consideration. These parameters included the number of neighbours and the residual energy of 

each node under consideration. The justification for these considerations is as follows: 

 1. The Residual Energy, Er, represents the remaining energy of each node. The higher the Er, the 

more data that can be processed and transmitted, and the longer the lifetime that can be expected 

for the node; 

2. The number of neighbours, N, affects proper cluster head election. It is reasonable to select a 

cluster head in a region where the node has more neighbours to facilitate message transference. 

 

Before firing, W1 and W2 are set as weight values; the associated truth degrees are a1 and a2 

respectively for Er and N; after firing, physically and logically permissible combination rules can 

thus be formed. 

 

Rule 1. 

 

𝐴 = 𝑎1 ∗ 𝑊1 + 𝑎2 ∗ 𝑊2 
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Rule 2. 

 

    𝑎1 = 𝐴 ∗ 𝑊 

 

                                                𝑎2 = 𝐴 ∗ 𝑊 

 

Rule 3. 

                                       𝐴 = max (𝑎1 ∗ 𝑊1, 𝑎2 ∗ 𝑊2) 

 

 

In terms of 𝑎1 and 𝑎2, the truth values of Er and N may be defined as 

                                                            𝑎𝑖 =
𝑃𝑟𝑒𝑠𝑒𝑛𝑡 𝑉𝑎𝑙𝑢𝑒

𝑀𝑎𝑥 𝑉𝑎𝑙𝑢𝑒
 

Thus, the 𝑎1 truth value may be defined as 

𝑎1 =
𝑃𝑟𝑒𝑠𝑒𝑛𝑡 𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙 𝑒𝑛𝑒𝑟𝑔𝑦 𝑜𝑓 𝑡ℎ𝑒 𝑆𝑒𝑛𝑠𝑜𝑟 𝑛𝑜𝑑𝑒

𝑈𝑛𝑢𝑠𝑒𝑑 𝑠𝑒𝑛𝑠𝑜𝑟 𝑛𝑜𝑑𝑒 𝑒𝑛𝑒𝑟𝑔𝑦
 

Similarly, the 𝑎2 truth value can be obtained per Kleinrock et al: 

𝑎2 = (𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡ℎ𝑒 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠 𝑜𝑓 𝑡ℎ𝑒 𝑆𝑒𝑛𝑠𝑜𝑟 𝑛𝑜𝑑𝑒) = 6 

  

A is defined as the Chance function which maps places to real values from zero to one. The higher 

the value of A, the higher the preference for the node becoming the cluster head. 

 

 

4.2.2 Minimum Common Transmission Level 

 

The assumptions for executing the minimum common transmission level are as follows: 

1. Each node has exactly one parent. 

2. The QoS features are affected by reducing the redundancy caused by clustering. 

3.  The energy wasted or precipitated by unnecessary transmissions is cut off due with avoidance 

of redundant clustering. 



  

 Chapter 4 

66  

4. As the connectivity between the nodes is based on a limited value of communication radius, 

message transmission is error free, and the noise value from to signal strength drop is minimised. 

 

4.3 Assumption for the Algorithms 

 

 4.3.1 Assumptions due to Production Rules 

 

The considerations of the cluster head selection algorithm are as follows: 

1. The nodes do not know their positions or orientation; hence, the prior idea of topology is 

unknown. 

2. All nodes are located in a two-dimensional space and each has a perfect communication 

coverage disk. 

3. Every node starts in an unvisited site 

4. The sink is the initiator of the process, and thus has a significant amount of energy such as 

a base station. 

5. The time ti of the ith node broadcasting the CH (Cluster Head) msg (message) is ti = Ai *T 

where T = predefined max time allowed for CH competition. 

6. When the cluster heads change after time T +D, where D= the interval between two runs 

of CH selection algorithm, to connect the cluster heads a connected dominating set 

algorithm must be used to form a reliable multi-hop connection. 

7. There is no packet loss at the Data Link Layer. 

 

4.3.2 Assumptions due to Minimum Common Transmission Level 

 

The proposed protocol is a hierarchical topology construction protocol based on the 

growing tree technique. The idea is to illustrate some common message exchange 

sequences, to explore the use of timeouts, and to note how modification of the status of the 

node modifies the execution of the protocol. The protocol is based on the following 

assumptions 

         1. The nodes know their positions but have no list of neighbours. 

         2. Every node starts in an unvisited state. 
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         3. The sink is the initiator of the process. 

         4. The protocol ends when every node is in active mode or in sleeping mode. 

 

 4.4 Algorithm Descriptions 

 

  4.4.1 Algorithm from Production Rules 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

    Cluster head Selection Algorithm 

                         

 

After the clusters are formed, it is important to connect the cluster heads to aggregate the 

data and forward it to the base station through a multi-hop path. As the cluster heads 

change over time T, a connected dominating set algorithm must be used to form a reliable 

multi-hop connection among these cluster heads. 

 

 

 

INPUT: the cluster head election chance Ai of each 

node Ni. 

OUTPUT: the set of cluster heads. 

Step 1: Set the timer ti of the node Ni  

Step 2:  

While (ti is not expired) 

 if (Ni does not receive CH msg) 

 Ni broadcast CH msg to neighbors 

  else if (Ni receive 1 CH msg from Nj) 

   Ni selects Nj as CH 

   Ni transmits the Msg JOIN to Nj 

  else if (Ni receives m CH msgs from other 

   m nodes) 

  from m nodes Ni selects Nk with highest 

  cluster head election chance as CH 

  Ni transmits the msg JOIN to Nk 

 End if 

     End While 
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Cluster head Connecting Algorithm 

  

4.4.2 Algorithm from Minimum Common Transmission Level 
 

Below is the list of the steps for the algorithm thus produced :  
 

Step 1 

1.  The sink node initiates the protocol by sending a Hello message to all the nodes in its 

communication range. A Hello message includes the node's address and level (number of 

hops from the sink); in the case of the sink, this is equal to 0. 

2. The sender node programs a timeout to stop listening for answers from its neighbours. 
 

Step 2 

1.  All unvisited nodes within the transmission range of the sender node that received the 

Hello message answer back with a Reply message to set the sender as their default gateway, 

changing their status to In-Process mode; previously visited nodes will not respond. 

2. The receiver nodes calculate their distances from the sender node and send these as the 

metric within the Reply messages. 

3. The receiver nodes simultaneously set a timeout in case they do not receive an 

acknowledgment from their default gateway, which is now the sender node. 

Step 3 

1. Once the timeout of the sender expires, the node checks the list of neighbours that 

answered with a Reply message 

2. If the sender node did not receive any answers, it turns itself off and changes its 

status to Sleeping mode. 

1. Calculate d, xi(a) (maximum degree of neighbours of distance 

2, a value set by the primal-dual algorithm [11]) 

 2. Become a dominator by going to the dominating set with 

probability pi = min(1;xi(a):ln(d+1)) 

3. Send status (dominator or not) to all neighbours 

4. If no neighbour is a dominator, then declare as a self-

dominator 
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3. If the sender node received at least one answer back, it goes into Active mode and 

i. Adds the neighbours as its Children. 

ii. Sorts these children based on their metrics. 

iii. Reduces the communication range of the node to the distance between it and its farthest 

child. 

iv. Declares itself as Parent and sends a unicast message to each child in the 

sorted order to let them know they were selected. 

Step 4 

1. Once a node receives a confirmation message from its default gateway, it waits for a 

random amount of time before sending its own Hello message to discover new unvisited 

nodes. 

2. If the timeout of a node in In-Process mode expires, it means that the node was not 

selected; it turns itself off and goes into Sleeping mode 

4.5 Simulation and Results 

The above protocol was simulated using Atarraya [60], a generic, Java-based, event-driven 

simulator for topology control algorithms in wireless sensor networks. The advantage of 

using Atarraya is its GUI, which is based on the real-time display of the network during 

execution of the routing protocol.  In figure 4.1, the testing and comparison of the new 

protocol is displayed with a standard Energy Efficient Connected Dominating Set 

(EECDS) [182] protocol used as a reference. 

The Energy Efficient Connected Dominating Set (EECDS) algorithm creates a maximal 

independent set in the first phase and then selects gateway nodes to connect the 

independent sets during the second phase, allowing them to connect and form a connected 

dominating set. The main disadvantage of the EECDS algorithm is its message complexity. 

In both phases of the algorithm, competition is used to determine the best candidates to be 

included in both the independent sets and the final tree. This process is very costly in terms 

of message overhead, because each node must consult its neighbours for their status in 

order to calculate its own metric. The execution stages of the new protocol do not require 

this phase; thus, it inherits all the advantages of the simple, yet robust features of other 

simple routing protocols. Figure 4.2 depicts how the energy of the modified EECDS 

algorithm by common minimum transmission level acts to judiciously spend energy to 
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build the topology with additional cluster heads. Similarly, the A3 [121] belongs to a family 

of protocols which use the “growing tree” technique to build a connected dominating set; 

here, connectivity is the main objective. The Reliable Two Tier Energy Efficient (RTTEE) 

algorithm uses production rules to select the cluster heads as the first tier and CDS based 

cluster head connections as the second tier. In Figure 4.2, a comparison between the 

RTTEE algorithm and A3 can be seen: this shows that RTTEE algorithm performs better 

in terms of energy saving, but that the number of dead nodes with respect to time is higher 

due to higher operational energy thresholds. These algorithms thus seem to compensate for 

one another in Figures 4.2 and 4.3 respectively. 

 

 

Figure 4.1 Number of Nodes versus Energy Spent ratio using Algorithm from Minimum 

Common Transmission Level 
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Figure. 4.2 Energy Spent Ratio versus time comparison between A3 and RTTEE 

algorithms 

 

 

Figure 4.3 Number of dead Nodes versus time comparison between A3 and RTTEE 

algorithms 

 

4.6 Conclusions and Future Scope 

 

There remains huge scope for working towards the development of the relevant protocols 

using neural networks, fuzzy nets, genetic algorithms, and similar methodologies. 

However, the protocols as examined already throw some light onto the question of energy 

efficiency factor by using totally different methods.  Future work must therefore be done 
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on testing the above protocols in large scale sensor networks to mimic the current thrust of 

the development of advanced wireless sensor networks. 
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Chapter 5 

Topology Management and analysis using Network 

Evolution Model 
 

 

In the study of Wireless Ad hoc and Sensor Networks, clustering is a significant research problem 

as it aims at maximizing network lifetime and minimizing latency. A large number of algorithms 

have been devised to compute ‘good’ clusters in a WSN. In this chapter, by using the concept of 

local world model the natural functional mechanism of clustering in wireless sensor networks is 

deduced analytically which resulted in the relation between the numbers of connections of a node 

to the probability of clustering. This theoretical framework based on a complex network model is 

found to have reasonably matched with measures obtained by simulation studies conducted on 

tree-based clustering algorithms. 
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5.1 Introduction 

Wireless sensor networks (WSNs) are made up of a large number of sensor nodes. 

These nodes are usually deployed in the environment to monitor several physical 

phenomena. However, sensor nodes heavily depend on batteries as they are the only 

source of energy in many WSN applications. As a result, one major problem in 

WSNs is known as topology management that leads to energy efficient transmission 

of data. In this regard, connections are set with nodes that are close enough for a 

radio signal to arrive with acceptable signal strength. However, to improve energy 

efficiency, topology control process helps in reducing the connections with other 

neighbors of the node in the network. Topology control is an insistent process in 

which there is an initialization phase ,which is common to all WSN deployments. In 

the initialization phase, nodes make use of the revelation process by using maximum 

transmission power to build the initial topology. The initial network topology 

includes of connections and nodes that allow direct communication and every node 

communicates with a subset of the nodes according to the distance between them. 

 

Often, the topology of a large wireless network is structured regarding a hierarchy 

where the network is viewed as some clusters, and in each cluster there is a cluster 

head and other normal members. Normal members in a cluster communicate only 

with the cluster heads and the cluster heads communicate with the sink in one or 

multi-hop manner. There are many challenges in finding out the “best” set of cluster 

heads in a given network and in many formulations; these problems turn out to be 

intractable. Consequently, there are many algorithms to select the cluster heads and 

the clusters in a WSN that minimizes latency and maximizes network lifetime. 

 

 It has seen that the traditional network Topology Management in WSN is 

influenced by the concept of UDG (unit disk graph) [162, 74]. This idea of UDG 

actually reduces the given topology into Flat Networks and Hierarchical Networks 

with clustering [74].In Flat networks, all the nodes are considered to perform the 

same role in topology and functionality. Some of the well-cited examples are 
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Euclidean minimum spanning tree (MST)[4], cone-based topology control algorithm 

(CBTC),k-nearest neighbor (KNN)[18],directed relative neighborhood graph 

(DRNG)[93],TopDisc[37] and local Euclidean minimum spanning tree (MST)[94]. 

TopDisc discovers topology by sending query messages and describing the node 

states using three or four color system. It is a greedy approximation method based on 

minimum dominating set. In EMST or LEMST, each node builds its overall or local 

minimum spanning tree based on Euclidean distance and only keeps nodes on a tree 

that is one hop away from its neighbors. In DTG, a triangle formed by three nodes 

u,v, and w belongs to topology if there are no other nodes in the scope of the triangle. 

In KNN, a node sorts all other nodes in its transmission range in Euclidean distance 

and then links the k-nearest nodes as neighbors in the final topology. It is a scalable, 

parameter-free in WSNs, and effortless to implement. In DRNG, a link connects 

nodes u and v if and only if there does not exist a third node w that is closer to both 

u and v in the distance. CBTC uses an angle α as a key parameter. In every cone of 

angle α around node u, there is some node that u can reach. 

. In many cluster head selection algorithms, every node is selected as the cluster head 

in different rounds and the probability of selecting a node as a cluster-head is the 

same for all nodes. In  this method, the chances of energy dissipation in cluster heads 

reduces if we consider large homogeneous WSNs. There are other approaches where 

the idea of dominating set of graphs is used to devise an algorithm. Some of these 

methods are tree based. Most of these algorithms are distributed and they work with 

local (at the most 2-hop) information available from any given node. In case of 

hierarchical networks with clustering are homogeneous in functionality as cluster 

heads or cluster members. LEACH [105] is an excellent example of this kind in 

which the clusters are constantly updated . On the similar lines like the TEEN [3], 

APTEEN [97] , PEGASIS [58] are evolved mainly by the LEACH. In these 

protocols, the topology is updated through rounds as the energy of the sensor nodes 

gets depleted. However, LEACH uses a probabilistic model to select the cluster head 
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for each round. In this chapter, we have considered three such topology construction 

protocols, namely simple tree, CDS-Rule K, and A3 protocols for further exploration 

All the models described above shows a high degree of distribution for the nodes, 

which implies to present homogeneity in the graph properties [34]. 

Mathematically one can consider the unit disk graph case, in which we can assume 

that all nodes are randomly distributed in region S. Each node is positioned in a 

particular subarea with independent probability 𝝋 =
𝝅𝒓𝟐

𝑺
 where r is the transmission 

range. The probability that a subarea has k nodes is given by the binomial  𝒑(𝒌) =

𝑪𝒌
𝒏𝝋𝒌(𝟏 − 𝝋)𝒏−𝒌 where n is the total number of nodes in the network. With the 

increase of n, this probability becomes the Poisson distribution 𝒑(𝒌) =
(𝒏𝝋)𝒌𝒆−𝒏𝝋

𝒌!
 

then the average number of neighbor nodes is close to nφ−1.This shows that the UDG 

model has high concentration of connections when in large network that might 

promote excess energy consumption for the periodic topology maintenance and route 

selection process. Therefore, this is an inefficient way of topology construction. 

Hence one can consider other efficient option like scale free concept of analyzing the 

network when large number of nodes are considered. 

Based on the above mathematical logic the application of Scale-Free Network 

concepts are used in the development of understanding the topological structure, 

functions and dynamical properties of wireless ad hoc networks. One of the most 

important models that can be used to characterize clustering algorithms formally is 

known as B-A model [2]. This model is based on two foundational mechanisms: 

growth and preferential attachment. A new node is added to the network at each step 

and connects with an existing node with a specific probability, which is related to the 

degree of the current node. The B-A network has the scale-free property and follows 

the power-law distribution.  
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The B-A network model is capable of capturing some underlying mechanism that is 

responsible for the power-law degree distribution. Still, it had many limitations. Li-

Chen model [168] has improved upon B-A model. This model has been able to 

capture better the dynamics of networks constructed with a local preferential 

attachment mechanism.  

 

The local preferential attachment model [159] is based on common sense that people 

can collect information quickly from their local community than from far away 

environment. Using preferential connection as the fundamental basis, many 

variations of the scale-free network model has been proposed during recent years 

such as comprehensive multi-local-world model [47]. Similar to preferential 

attachment model, the physical position neighborhoods model [55] mimics the actual 

communication network. The Poisson growth model [147] uses the number of edges 

added at each step as a random variable that corresponds to Poisson distribution. This 

model can generate many types of networks by controlling the random number. 

 

Chen et al. [86] have studied an evolving mechanism for formalizing fault-tolerant 

communication topology among cluster heads with complex network theory. Based 

on the B-A model’s growth and preferential attachment mechanisms, they not only 

used a local-world strategy for the network when a new node was added to its local-

world but also selected a fixed number of cluster heads in the local world, to obtain 

a good performance regarding random error tolerance. 

 

Luo et al [171] performed theoretical analysis and conducted a numerical simulation 

to explore topology characteristics and network performances with different energy 

distributions among nodes. Their results have shown that the network is better-

clustered and average path length for transmitting data is reduced when energy 

distribution among nodes is more heterogeneous. 

 

In [171], a new dimension is added as the nodes are not only allowed to join the 

network through preferential attachment but they are also allowed to leave the 
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network or not join the network through non-preferential attachment. Further, the 

nodes distinguish themselves as cluster head nodes and normal nodes which is 

consistent with the function of many clustering algorithms in WSNs. 

 

In this chapter, a formalism for some algorithms which compute clusters in a WSN 

using a modified local network model based on similar models proposed in [168], 

[136] and [171]. In particular, we have used three tree-based clustering algorithms, 

namely, simple tree, CDS Rule K and A3. Using our theoretical framework, we have 

also tried to quantify some of the observed features of these algorithms such as a 

number of cluster heads, the average degree of the resultant graph. The theoretically 

obtained measures have reasonably matched with measures obtained by simulation 

studies. 

 

The chapter is organized as follows. Section 5.2 describes a very brief review of the 

local world model. In Section 5.3, we have defined the application of local world 

model to provide a framework to explain the functioning of three clustering 

algorithms. In Section 5.4, results of theoretical results and simulation studies are 

jointly presented. Section 5.5 concludes the Chapter. 

 

5.2. A Brief Review of Topology Control Protocols, Scale-Free 

Networks and Local World Network model 

 

In this section, we shall discuss very briefly the Li-Chen model [168] and two topology 

control protocols which are used in this chapter. 

 

5.2.1 A3 Protocol [163] 

The A3 protocol uses four types  of messages: Hello message, Children recognition message, 

Parent recognition message and sleeping message. The sink node starts the protocol by 

transmitting an initial hello message to its neighboring nodes. Nodes accept the message if 

another node has not covered them; they set their states as covered, select the transmitter as 
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its parent node and answers back with a Parent Recognition message. If a parent node does 

not get any Parent recognition messages from its neighbors, it turns off. The parent node sets 

a timeout period to accept answers from its neighboring nodes. Once the timeout occurs, the 

parent node sorts the list of neighbor receiving its message in decreasing order of some 

selection metric. Then, parent node broadcasts a children recognition message that includes 

the complete sorted list to all its candidates. Once the children accept the list, they set a 

timeout period proportional to their position on the candidate list. During that timeout nodes, 

they wait for a sleeping message from their brothers. If a node accepts a sleeping message 

during the timeout period, it turns itself off. 

 

5.2.2 CDS Rule k Protocol [72] 

 The CDS Rule k algorithm utilizes Connected Dominating Set algorithm and pruning rules. 

The idea is to start from a big set of Dominating nodes that produces a minimum criterion 

and prune it according to a particular rule. In the first stage, the nodes will interchange their 

neighbor databases. A node will remain progressive if there is at least one pair of separated 

neighbors. In the second stage, a node chooses to unmark itself if it determines that marked 

nodes cover all its neighbors with higher precedence, which is given by the degree of the 

node in the tree. Lower level implies higher precedence. The ultimate tree is a more compact 

version of initial one with all redundant nodes with higher or equal priority removed. 

5.2.3 Scale-Free Networks 

Graphically [2, 83] the main difference between a random and a scale-free network 

comes in the tail of the degree distribution, representing the high-k region of p(k) . 

To illustrate this we have a  plot Figure-5.1 between k and p(k) in log-log form which 

shows the following properties  

1. For small k the power law is above the Poisson function, indicating that a scale-

free network has a large number of small degree nodes, most of which are absent in 

a random network. 

2. For k in the vicinity of the Poisson distribution is above the power law, indicating 

that in a random network there is an excess of nodes with degree k ≈ <k>. 
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Figure 5.1    The log – log plot of p(k) vs k (grey stands for possion distribution 

;black stands for power law) 

3.  For large k the power law is again above the Poisson curve. This is particularly 

due to the higher probability of finding a higher degree of node. This node may be 

some times called as HUB. This hub is several orders of magnitude higher in a scale-

free than in a random network. 

Mathematically [2] to understand the meaning of the scale-free terminology we need 

to find the moments of the degree distribution.  

The expression for the nth moment degree of distribution is given by  

⟨𝑘𝑛⟩ = ∫ 𝑘𝑛𝑘max

𝑘min
𝑝(𝑘)dk=C

𝑘max
𝑛−y+1

−𝑘
min

𝑛−y+1

𝑛−y+1
--------(1) 

the lower moments have their own values as  

1. When n=1: The first moment is the average degree, ⟨ k ⟩ . 

2. When n=2: The second moment, ⟨ k 2 ⟩ , helps us calculate the variance σ 2 = ⟨ k 2 

⟩− ⟨ k ⟩ 2 , measuring the spread in the degrees. Its square root is standard deviation. 

3. When n=3: The third moment, ⟨ k 3 ⟩ , determines the skewness of a distribution, 

telling us how symmetric is p(k) around the average ⟨ k ⟩ . 

Generalization of the equation1 would lead to the following consequences [51] 

While typically kmin is fixed, the degree of the largest hub, k max , increases with the system 

size Hence to understand the behavior of ⟨ k n ⟩ we need to take the asymptotic limit k max → 
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∞ in probing the properties of very large networks. The above equation predicts that 

the value of ⟨ kn ⟩ depends on the interplay between n and γ 

1.If n − γ + 1 ≤ 0 then the first term on the r.h.s. of the above equation, k max, goes to 

zero as k max increases. Therefore all moments that satisfy n ≤ γ −1 are finite. 

2.If n− γ +1 > 0 then ⟨ k n ⟩ goes to infinity as k max → ∞. Therefore all moments 

larger than γ −1diverge. 

          For many scale-free networks the degree exponent γ is between 2 and 3 . Hence 

for these in the N → ∞ limit the first moment ⟨ k ⟩ is finite,but the second and higher 

moments, ⟨ k 2 ⟩ , ⟨ k 3 ⟩ , go to infinity. This divergence helps us understand the origin 

of the “scale-free” term. 

Figure-5.2 depicts graph between the the average number of neighbors  versus 

standard deviation of the numbers of neighbors  is plotted to give the visual of the 

different real world networks .This evidence comes not only from better maps and 

data sets but also from the agreement between empirical data and analytical models 

that predict the network structure [21, 26]. 

  

5.2.4 Local Network Model  

We have used Li-Chen Model [168]. This model is used to form a generalized local 

world model. Using the generalized model, we have analyzed clustering algorithms 

of wireless sensor networks. In this model, each node has only local connection 

information. Nodes connect only in their local world based on their local 

connectivity. The following parameters are required to explain the dynamics with 

reference from Figure 5.1. 

 

1. We start from a small number of nodes m0  and grow at each time step t. 
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2. When a new node chooses a connection to other nodes, the probability, ∏ 𝒌𝒊, that 

a new node is connected to a node i, depends on the degree ki of node i. This 

probability is defined as follows. 

∏(𝒌𝒊) =
𝒌𝒊

∑ 𝒌𝒋𝒋
 

3. We select M nodes randomly from the existing network which is referred to as the 

local world of the new node. 

4. When a new node arrives, we add that node with m edges, linking the new node to 

m nodes in the local world determined in (3) using the preferential attachment with 

a probability ∏local(ki). This probability is defined as follows at every time step t.  

∏ 𝒌𝒊

𝒍𝒐𝒄𝒂𝒍

= ∏  
′

 

𝒌𝒊

∑ 𝒌𝒋𝒋
 

Where  ∏ (𝒊 ∈ 𝑳𝒐𝒄𝒂𝒍 − 𝑾𝒐𝒓𝒍𝒅)′
 =

𝑴

𝒎𝟎+𝒕
 

After t time steps, there will be a network with M = t+m0 nodes and m ∗ t edges.

 

Figure 5.2:  Illustration of various parameters in their roles as describing the local 

world and the universe 

Local World 

M=nodes in local world 

m=edges which connects M nodes in local world 

m0= universal set of nodes 
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5.3.  Applying Local World Model in WSN Topology Control 

Algorithms 
 

To use Local World Model to capture functioning of WSN clustering algorithm, the 

model has to take into account two types of nodes: normal nodes and cluster nodes. 

The cluster nodes are the cluster heads, and the normal nodes are members in a 

cluster. There is only one cluster node attached to a normal node; in other words, the 

normal node has only one edge, which means that the normal node cannot relay data 

from other nodes. A cluster node can integrate and transmit data from other nodes. 

Both of these two types of nodes can connect to a cluster node, and the number of 

edges is limited in every cluster node because of its energy consideration. When a 

new cluster node joins the network, it is randomly assigned an initial energy Ei from 

the interval  [Emin, Emax]. The limited number of edges in every cluster node is 

represented by k max_i, which is based on the initial energy of the cluster nodes Ei 

where kmax [9] is given as follows. 

 

 

𝒌𝒎𝒂𝒙_𝒊 = 𝒌𝒎𝒂𝒙 ∗
𝑬𝒊

𝑬𝒎𝒂𝒙
 

 

kmax_i reflects the ability to have the maximum number of edges for cluster node i. 

 

The growth model is described as follows. Starting with a small number of nodes, 

(all of them are cluster nodes), they randomly link each other. This results in an initial 

network. 

 

1. Growth:  At every time step, a new cluster node or a normal node with one edge 

enters into the existing network with a probability p or 1-p respectively.If the new 

node is a cluster node, then it is assigned a random energy value of Ei as discussed. 

A small number of cluster nodes would cause many sensor nodes to link to them, 

which results in faster energy consumption; But a large number of cluster nodes 
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would be more wasteful regarding energy efficiency. Thus, the value of p is assumed 

to be in the range as 0<p<0.5. 

 

2. Preferential Attachment: A new node arriving at the network links to an old cluster 

node that is selected randomly from the already existing network. Nodes in WSNs 

have the constraint of energy and connectivity and only communicate data with the 

cluster nodes in their local area. First, M cluster nodes are selected randomly from 

the network as the new incoming node’s local world; then, one of the cluster nodes 

is chosen to link with the new node according to the probability ∏local(ki). 

 

If the new incoming node is a cluster node, then the probability is set as follows. 

 

∏  𝑘𝑖 = (1 −
𝑘𝑖

𝑘max 𝑖
)

𝑘𝑖

∑ 𝑘𝑖𝑗∈𝑙𝑜𝑐𝑎𝑙
.  ………………………….(1) 

In this case, when the value of ki is high, the probability that it will be chosen to 

connect to the new node is higher. 

If the new incoming node is a normal node, then the probability is defined as 

follows:  

∏  𝑐𝑖 = (1 −
𝑘𝑖

𝑘max 𝑖
)

𝑐𝑖

∑ 𝑐𝑖𝑗∈𝑙𝑜𝑐𝑎𝑙
 ……………………(2) 

 

Where ci is the number of edges of the cluster node i. The higher the value of ci is, 

the higher the probability that it will be chosen to connect to the new node. Only 

through this approach we can adjust the number of cluster nodes that are linked to 

one cluster node (cluster head). 

Total Preferential probability is given as follows. 
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∏   
𝒌𝒊 = ∏  𝒌𝒊 + ∏  𝒄𝒊  ………………………………(3) 

 

In [9], authors have considered the expenditure of energy in the process of linking 

nodes together. The disadvantage is that the energy in a cluster node will be 

exhausted in only few rounds if self-organization is allowed. In fact, the energy 

consumption will be relatively low; if only k max_i is considered to be the limit for a 

cluster node to connect to others randomly. 

Anti-Preferential Attachment: Let us consider a parameter z called the deletion 

rate or anti-preferential attachment factor, which is defined as the rate of links 

removed divided by the rate of connections added. It’s observed that lesser the energy 

of the node, the more will be the probability of it being deleted. Let this probability 

be denoted as  
*

ik . 

For the outgoing cluster nodes, we have 

∏(𝒌𝒊)

∗

 

≈
𝟏

𝒎𝟎 + 𝒑 ∗ 𝒕
 

For the outgoing normal nodes, we have 

. 

∏(𝒄𝒊)

∗

 

≈
𝟏

𝒎𝟎 + (𝟏 − 𝒑) ∗ 𝒕
 

So the total anti-preferential probability is given as follows. 

∏(𝒌𝒊)

∗

 

+ ∏(𝒄𝒊)

∗

 

= ∏  

∗

𝒌𝒊
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∏  

∗

𝒌𝒊

=
{(𝟐 ∗

𝒎𝟎

𝒕
) + 𝟏}

𝒕 ∗ (
𝒎𝟎

𝒕
+ 𝒑) ∗ (

𝒎𝟎

𝒕 + 𝟏 − 𝒑)
 

The anti-preferential removal mechanism is more reasonable for deleting links that 

are anti-parallel with the preferential connection. It is also consistent with the 

functioning of clustering algorithms that runs in rounds in wireless sensor networks. 

The wireless nodes that do not have enough energy, that is the dead nodes, are to be 

removed from the system. Thus, anti-preferential removal phenomenon is reasonable 

for clustering algorithms. 

Using mean field theory [144][83] a qualitative analysis of  dynamic characterization 

of a wireless sensor network can be given. By the mean-field theory, the preferential 

and non-preferential attachment may be combined in the following differential 

equation. 

𝜹𝒌𝒊

𝜹𝒕
= 𝑴 ∏  

𝒖

𝒌𝒊

− 𝑴 ∗ 𝒛[∏  

∗

𝒌𝒊

+ ∑ ∏ 𝒌𝒋
−𝟏

∗

𝒌𝒊𝒋∈𝒍𝒊𝒏𝒌𝒆𝒅

∏  

∗

𝒌𝒊

] 

From Li-Chen model we have, 

∏  

𝒖

𝒌𝒊

= ∏(𝒍𝒐𝒄𝒂𝒍 𝒘𝒐𝒓𝒍𝒅) ∏  

 

𝒌𝒊

 

∏(𝒍𝒐𝒄𝒂𝒍 𝒘𝒐𝒓𝒍𝒅)

 

 

=
𝟏

𝒎𝟎 + 𝒑𝒕
 

For a single node in local world 

∏  

𝒖

𝒌𝒊

=
𝟏

𝒎𝟎 + 𝒑𝒕
[∏  

𝒌𝒊
+ ∏  

𝒄𝒊
] 
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* * *
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t m p t m p t









 
   

   
    ----------------

----- (4) 

By mean field theory,  

∑ ∏ 𝒌𝒋
−𝟏

∗

𝒌𝒋( )j linked i

 ≈ 𝟏 

 

Therefore the above equation can be rewritten as 

𝜹𝒌𝒋

𝜹𝒕
=

𝑴

𝒎𝟎 + 𝒑 ∗ 𝒕
∗ ∏  

𝒌

−
𝑴 ∗ 𝒛

𝒎𝟎 + 𝒑 ∗ 𝒕
[∏  

∗

𝒌

+ ∏  

∗

𝒌

] 

Using equations 1,  2 , 3 we have, 

 

………………………….(5) 

 

where 

1 i

ii
i

k

kk



   and   
1 i

ii
i

c

cc



 

 

5.3.1 Analysis of the Dynamic Equation 

 

CASE I: 

If z=0 , M=1 ie the new node selects node unless it reaches k. Moreover, the 

preferential attachment mechanism does not work. The rate of growth of ki is as  

       
        

    

 t m p t k k m p t m p t m t p t

k k k m tM M z
p k p c

i i

i i i
i i

* * ( * )*( * )

2*2* *
* *(1 )* (1 )*(1 )*
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





 

 

The denominator of the above expression is the number of cluster nodes at time t. 

 

CASE II: 

 

If M=m0+p*t. This means that the local world is the whole network 

1 1 0

max max 0 0 0

2*2* *
*(1 )* (1 )*(1 )*

* ( * )*( * )

i i
i i

i i

k k m tk M z
p k p c

t k k m p t m p t m t p t





   
       

    

 

………………………..(6) 

 

In a network, the degrees ki of most of the nodes are much smaller than their 

maximum kmax_i; thus, we obtain the following formula. 

 

max

1 1i

i

k

k
   ………………………………………………………..(7) 

 

Putting the value of equation 7 in equation 6 we have 

 

𝜹𝒌𝒋

𝜹𝒕
= 𝑝 ∗

𝒌𝒊

∑ 𝒌𝒊𝒊
+ (1 − 𝑝) ∗

𝒄𝒊

∑ 𝒄𝒊𝒊
−

2∗𝑀∗𝑧

𝒎𝟎+𝒑∗𝒕
[

2∗𝒎𝟎+𝑡

(𝒎𝟎+𝑝∗𝑡)∗(𝒎𝟎+𝑡−𝑝∗𝑡)
]---(8) 
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By definition,

0 0 0

0 0

_ deg _ _ _ / _ deg _ _ _

* *

* *

j

j

i

k

k
k

k total ree of node universe total ree of nodes local world

m p t N m p t m t

m p t m p t



 

    
 

 



 

Therefore,  

0

02* *

*

m t p t
k

m p t

 



 …………..(9) 

 

Similarly, we have for ci 

 

0

(1 )*
2

*

j

j

i

c
p t

c k
c m p t


   




 ………………(10) 

(As the cluster node will have one such node attached to  itself the status of that node 

is either another cluster head or normal head hence the count value of c  is 2 ) 

Equations (8) and (9) are used to find the values of c  and  k . 

Finally the following equation is formed after substituting the values of 
j

j

c  and 

j

j

k in equation 8.  

 

0

0 0 0 0

* 2* *(2* )
(1 )*

2* * 2*( * ) ( * )*( * )

i ip k c z m tk
p

t m p t t m p t m p t m t p t






   

     
 

 

At t-> infinity, m0->0. 

 

* 2* *
(1 )*

* 2* * * *( * )

i ip k ck z t
p

t p t t p t p t t p t




   

 
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Reducing the above equation by assuming A=p/1+p B=1-p/p, C=1/p*(p-1) and ci=2 

 

* 2* *iA kk B z C

t t t t




    …………………………………………..(10) 

 

With initial conditions are given as ki(ti) = 1. 

By integration, we have the solution as  

 
1/

* 2* *

2* *

A

i

k t A B z Ct

t A B z C

  
  

  
 

Moreover, to find the degree distribution P(k) i.e., the probability that a node has k 

edges), we first calculate the cumulative probability P[ki(t) < k] . Suppose that the 

node enters into the network at equal time intervals. We define the probability density 

ti of as follows. 

0

1
( )P t

m t



 

So P[ki(t) < k]has the following form 

(1 −
𝑡

𝑡 + 𝒎𝟎
(

𝑘 ∗ 𝐴 + 𝐵 − 2 ∗ 𝑧 ∗ 𝐶

𝐴 + 𝐵 − 2 ∗ 𝑧 ∗ 𝐶
)

1
𝐴

) 

 

Hence, the degree distribution P(k) can be obtained:            

 

𝜕

𝜕𝑡
(1 −

𝑡

𝑡 + 𝒎𝟎
(

𝑘 ∗ 𝐴 + 𝐵 − 2 ∗ 𝑧 ∗ 𝐶

𝐴 + 𝐵 − 2 ∗ 𝑧 ∗ 𝐶
)

1
𝐴

) 

 

=
𝑡

(𝑡 + 𝒎𝟎)
(𝐴 + 𝐵 − 2𝐶)

1
𝐴(𝐴 ∗ 𝑘 + 𝐵 − 2 ∗ 𝑧 ∗ 𝐶)−1−1/𝐴 
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1
1

1/( 2* ) *( * 2* * )A AA B C k A B z C



      ………………………(11) 

 

Equation 11 denotes the degree distribution function to understand the dynamics of 

clustering algorithms. Putting back the values of A, B, C we have the distribution 

function asthe degree distribution P(k) the probability that a node has k edges is   

 

1 2* 1

1 2* 1
( ) * * 2*

1 *(1 ) 1 *(1 )

p p

p pp p z p p z
P k k

p p p p p p p p

  

    
       

      
   

…………(12) 

Next, the value of z is computed that maximizes Equation 12. 

( )
0

dP k

dz
 ………………………………………….. (13) 

By solving Equation (13) we obtain the value of z as 

 

(1 )

2*

A B k
z

C

  
 ……………………………………..(14) 

 

Considering the anti-preferential factor (z) to be minimum, during the evolution of 

the network as the result the value of z will tend to zero. 

By setting the value of z to zero, we have the following relation 

0.5
1 3

1
2 1

k
p

k

  
   

   

…………………………………… (15) 
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Equation 15 states the probability of clustering when the antiprferential attachment 

factor is z is zero. 

 

5.4. Analysis of Toplogy Control Algorithms 

 

In this section, we have carried out a simulation of three localized topology control 

protocols, namely, A3, Simple tree Protocol, CDS Rule K. Simulation was carried 

using the Atarraya [16] Simulator. A total number of nodes was 100, 200, 300, 500 

respectively and they were tested for A3, Simple Tree Protocol and CDS Rule K. 

The output was recorded for the average degree of nodes,  k, for three protocols 

mentioned earlier. 

The following diagram,  Figure 5.3, shows an example of clustering and computation 

of average k value. 

 

Figure 5.3 Clustering as obtained by running simple tree protocol in a network of 

100 nodes 
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This above figure shows the cluster heads in red circles with which normal nodes are 

attached. Taking the number of all the neighboring nodes of every cluster heads and 

dividing by the number of cluster heads we obtain the average value of k. By similar 

procedure we have obtained the average value of k for a different number of nodes. 

 

We have also carried out simulation study using Simple Tree Protocol for a different 

number of nodes. The number of clusters obtained using theoretical calculation 

(Equation 15) is compared against the number of clusters obtained using simulation 

study, which is presented in Table 5.1. 

 

N k  p n(T)=p*N n(E) 

100 3 0.366 37 40 

200 3 0.366 73 71 

300 4 0.263 79 71 

400 4 0.263 105 96 

500 4 0.263 132 130 

Table – 5.1: N= Number of nodes, k=no. of neighbors, p=probability of selecting a 

cluster head (ref. equation 15), n(T)=Theoretically calculated number of clusters, 

n(E)=Experimentally calculated  number of clusters 

 

Similar simulation study was also carried out using CDS-Rule k Protocol for 

different number of nodes. The number of clusters obtained using theoretical 

calculation (Equation 15) is compared against the number of clusters obtained using 

simulation study, which is presented in Table 5.2. 

 

N k P n(T)=p*N n(E) 

100 4 0.264 27 27 

200 6 0.171 35 38 

300 10 0.101 31 33 
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400 10 0.101 41 43 

500 13 0.077 39 43 

Table – 5.2: N=Number of nodes, k=no. of neighbors, p=probability of selecting a 

cluster head (ref. equation 15), n(T)=Theoretically calculated number of clusters, 

n(E)=Experimentally calculated  number of clusters 

 

Similar simulation study was also carried out using A3 Protocol for different number 

of nodes. The number of clusters obtained using theoretical calculation (Equation 15) 

is compared against the number of clusters obtained using simulation study, which 

is presented in Table 5.3. 

 

N k P n(T)=p*N n(E) 

100 4 0.263 27 34 

200 6 0.171 35 40 

300 8 0.126 38 49 

400 10 0.101 41 48 

500 12 0.083 42 46 

Table 5.3: N=Number of nodes, k=no. of neighbors, p=probability of selecting a 

cluster head (ref. equation 15), n(T)=Theoretically calculated number of clusters, 

n(E)=Experimentally calculated  number of clusters 

 

 

5.4.1. Discussion on A3 and Simple Tree Protocol 

 

Next, we plot the theoretically calculated number of clusters, and experimentally 

calculated number of clusters as shown in Table 5.1 and 5.3 for A3 and Simple Tree 

Protocols.  
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Figure 5.4: Number of Nodes vs Number of cluster heads in Simple Tree protocol and A3 

Protocol 

 

We observe the following. 

 

1. In A3 and  Simple Tree protocols, the curves for a theoretically calculated number 

of clusters and experimentally calculated number of clusters follows fourth-degree 

equation. The trend line polynomial options of MS Excel have been used to study 

the degree of curve fit of the curves to obtain the following polynomials. 

      n = -4E-10N4 + 8E-07N3 - 0.000N2 + 0.197N + 12 (A3 protocol) 

      n = -3E-08N4 + 4E-05N3 - 0.016N2 + 3.164N– 148 (Simple tree protocol) 

2. In Figure 5.4, there is gap between the theoretical and experimental curves in case of 

A3 and Simple Tree protocol. This may be attributed due to the  fact that A3 

(approximate CDS) only preserves 1-connectivity whereas the Simple Tree protocol 

has multiple connectivity. So, A3 protocol requires less energy to construct the tree 

as compared to spanning tree which confirms to the experimental results 
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5.4.2. Discussion on CDS  Rule K 

Consider Equation (14) which is mentioned in the following. 

 
(1 )

2*

A B k
z

C

  
  Where A, B, C, k, z have been defined previously.  

Table 5.4 enumerates the value of z for various values of k corresponding to a 

different number of nodes in the network. 

Number of Nodes 

(N) 

k p z 

100 4 0.5 -7 

200 6 0.5 -9 

300 8 0.5 -11 

400 10 0.5 -13 

500 13 0.5 -16 

Table-5.4: Value of z for different k values in networks of dufferent sizes 

 

Combining the results of Table 5.2 and Table 5.4 we obtain the following graph as 

 

 

Figure 5.5: Total Number of  nodes(N) vs Number of  Cluster Heads in A3 

Algorithm 
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In Table 5.4, the minimum value of z corresponds to a probability value 0.5 which 

indicates that the clusters have dissociated into one cluster head and one normal node 

which ideally predicts the case when the energy of the nodes have drained out.  

 In Figure 5.5, it can be seen that the mechanics of clustering in CDS- Rule K 

is in accordance with the assumptions considered while deducing the distribution 

function using mean field theory.  Unlike A3 and Simple tree protocol, CDS-Rule K 

also exhibits a relation of degree 4 as shown (n = -2E-08N4 + 3E-05N3 - 0.012N2 + 

2.085N - 87). The linear graph as shown in the figure represents the situation when 

the value of z is min. This graph is linear due to a constant value of p (0.5 here) where 

as other graphs were drawn on constant z (0 here). 

Above experimental results lead us to the following explanation of the anti-

preferential factor z. 

The anti-preferential factor can have three distinct values 

a. When z = 0 then the effective degree of nodes is equal to the analytically obtained 

degree of a node. Here the number of cluster heads formed will be optimal. 

b. When z > 0 then a node will have fewer connections available. Here the number of 

cluster heads will be higher. 

c. When z < 0 then a node will have more connectivity. Here the number of cluster 

heads will be lowest as a result will lead to the association. 

 

5.5. Conclusions  

 

In this chapter, we have tried to provide a framework to model tree based clustering 

algorithms in a WSN formally. Based on the formalism, we have theoretically 

calculated some parameters such as the number of cluster heads, average number of 

degree for a given algorithm. The theoretical results tally with results obtained by 

simulation studies. We have introduced a factor called z  in network evolution model.  

It seems that the z factor has an impact on the functioning of these protocols. We 

keep that study as a future exercise. The research at the current stage is more suitable 
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for modeling tree-based clustering algorithms that work on the top of Connected 

Dominating Set construction. Algorithms that are based on more parameters have to 

be modeled appropriately in the framework before application.  

 

In recent papers energy distribution has been considered in network evolution model 

for Wireless Sensor Netwroks. But, so far, the framework of network evolution 

model has not been used to capture the characteristics of clustering algorithms.  
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Chapter 6 

Performance Analysis of Some Cluster based 

Topology Management Protocols 
 

In distributed computing, clustering of the nodes is generally used to make the 

communication process energy-efficient. However, in the mechanics of 

clustering, the number of clusters increases as the energy of the nodes gets 

depleted. This dispersive nature of clustering probability leads to the quick 

death of the nodes. This chapter explains the usage of an optimization matrix 

from clustering probability as obtained from a network evolution model. The 

proposed framework of an optimization matrix shows considerable promise 

in boosting the efficiency of data delivery and network lifetime of the 

hierarchical clustering protocols in wireless sensor networks.
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6.1. Introduction 

 

Real large-scale networks – whether biological, social or communication 

– are complex dynamical systems. Studying the properties of these networks 

allows us to control and predict the behaviour of such systems [L8]. The 

networks mentioned above can be roughly split into two types: 1) small-scale 

networks and 2) large-scale networks. In understanding large-scale network 

dynamics, concepts such as preferential attachment and anti-preferential 

attachment, and a mainly probabilistic approach have been used. However, in 

the understanding of small-scale networks, the graph-theoretic approach is 

enriched with the concepts of soft computing and probability. The authors in 

[30] have reasonably succeeded in approximating the usage of large-scale 

networks into small-scale networks of the wireless sensor networks (WSN) 

domain.  

The latest research [148] shows, by combining the concept of 

communication energy principles and the geometry of the field, that clustering 

is independent of network size, and the energy consumed by the transmitter 

circuitry has no impact on the optimal cluster size. Moreover, receiver 

circuitry can influence the clustering that occurs.  

In the existing literature [102, 108] there is evidence of designing newer 

protocols with the scale-free concept, although there is hardly any analysis on 

the improvement or review of the current protocols with complex network 

theories [134]. 

Amongst WSN protocols, the LEACH protocol [158, 166] is one of the 

hierarchical clustering routing protocols in wireless sensor networks which 

uses a probability model in the selection of the nodes to be cluster heads or 

common nodes. This probabilistic approach makes LEACH attractive as a 

system to experiment on using other probability-based models.  
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Although there are many variants of LEACH protocols [50, 104, 132, 183], 

we found that LEACH has a reputation for being versatile and is used in 

numerous real-life applications [28]. This makes it suitable for our endeavour 

to experiment on a Network Evolution Model with LEACH. 

   The remainder of this chapter is organized into the following sections: 

section 6.2 gives a brief introduction to LEACH and the network evolution 

model, section 6.3 discusses the problem statement and the proposed 

framework, section 6.4 gives details on the setup of the experiment, section 

6.5 provides a discussion, and finally section 6.6 explains the conclusions and 

future work. 

 

6.2. Related Reviews: 

6.2.1. LEACH Protocol 

LEACH (Low Energy Adaptive Clustering Hierarchy) [158] is a protocol for 

micro wireless sensor networks that achieves low energy loss with high-

quality application specific delivery. In this architecture, the nodes collaborate 

locally to reduce the amount of data to be sent to the end user. It has been 

found that the proximity of the nodes actively allows the data to be correlated. 

Therefore, clustering architecture is used for data dissemination in the 

LEACH protocol. This design uses a node designated to be a cluster head to 

receive data from the other sensor nodes. This cluster head takes the 

responsibility of reducing the received data signals into actual data while 

maintaining the useful information content. As there is no fixed infrastructure 

to collect the data, the cluster head must be rotated around other members to 

increase the lifetime of the network. For the rotation of cluster heads, the 

cluster forming algorithm should ensure minimum overheads in terms of 

energy and time. 

      Despite all the advantages of the LEACH protocol, it suffers from 

producing quality clusters by dispersing the cluster heads throughout the 
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network. Therefore, LEACH-C (LEACH-Centralized) is a protocol that uses 

the central base station for computing the best cluster heads with an expensive 

algorithm such as simulated annealing or self-organizing maps coupled with 

K-means [66]. These are being used to determine optimum clusters as this is 

an NP-hard problem.  

     To obtain a good cluster, it is fundamental that the base station ensures that 

energy is evenly distributed throughout all the nodes. To achieve this, the base 

station computes the average energy of all the nodes and separates the nodes 

with low energy from the nodes with average energy. These segregated nodes 

with energy higher than the average level run the cluster selection algorithm, 

thereby reducing the computation overhead. 

 

6.2.2. Performance Areas in WSNs Due to Scale-Free Networks 

 

1. Survivability: The applications of WSNs range from important societal 

issues such as environmental and habitat monitoring to economic issues such 

as production control and structure monitoring [101, 192, 152, 16]. WSNs are 

vulnerable to energy depletion due to battery drain or an internal problem in 

the node. In addition, natural disasters and deliberate attacks can lead to 

WSNs being collapsed easily. Therefore, improving the survivability of the 

network is an important concern in the study of WSNs [16]. In [189], the 

authors presented two scale-free topology evolution models based on complex 

network theory. The residual energy, node fitness, node saturation and node 

communication range were taken into account during the topology evolution. 

These models achieved a reasonable distribution of cluster heads in the 

topology via scale-free random walks, thereby ensuring the survivability of 

the network. 

2. Fault Tolerance and Intrusion Tolerance: [98] The authors used the 

mathematical expression of topological degree distribution to analyse its 

effect on the properties of topological fault-tolerance and topological 
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intrusion-tolerance. The optimal scale-free topology for minimizing the fault 

and intrusion was obtained. It could be observed that the scale-free topology 

was more robust against random faults. Moreover, it somewhat mitigated the 

chance of selective remove attacks on the network and enhanced its lifetime. 

In [193] the authors proposed a distributed algorithm, allowing each node to 

control its transmission power and choose its neighbour based on certain 

weights, which are real random numbers following the negative power-law 

probability distribution. This distributed algorithm seems to be scale-free, 

strongly connected and bi-directional. 

3. Localization of Nodes in Sensor Networks: WSNs are normally deployed 

in hostile conditions where human interference is practically impossible. 

Physically, these areas can be referred to as non-uniform anisotropic networks 

with holes. However, this kind of terrain results in a low accuracy of node 

localization due to the existence of holes and the effect of the Euclidean 

distances between nodes. Therefore, in [160] the authors proposed a Heuristic 

Multidimensional Scaling (HMDS) algorithm to improve the accuracy of 

node localization in anisotropic WSNs with holes. In this algorithm, which 

uses the concept of virtual nodes and constructs the shortest possible paths 

between nodes, the Euclidean distances between nodes are obtained by 

employing a heuristic approach. The HMDS algorithm greatly reduces the 

communication complexity and computational complexity compared to the 

MDS-MAP algorithm. Simulation results demonstrate that the HMDS 

algorithm requires a smaller number of virtual nodes to obtain the node 

locations. The HMDS algorithm is suitable for four different topologies, 

including the semi-C-shape topology, the O-shape topology, the multiple O-

shape topology and the concave-shape topology, and is highly successful in 

determining the Euclidian distances between nodes. In [186], the authors 

studied the problem of localizing a large sensor network with a complex 

shape, possibly with holes. A major challenge concerning such networks is to 

establish the correct network layout, for example avoiding global flips in 

which a part of the network folds on top of another. The implementation of 
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the algorithm firstly selects landmarks on network boundaries with sufficient 

density, then constructs the landmark Voronoi diagram and its dual 

combinatorial Delaunay complex on these landmarks. By simply gluing the 

Delaunay triangles onto nicely localized spaces, the rest of the nodes can 

easily localize themselves by trilateration to nearby landmark nodes. 

Therefore, a practical and accurate localization algorithm for large networks 

using only network connectivity can be achieved. 

4. Improved Stability of the Network: In [49, 187], the authors designed an 

epidemic model for WSNs based on limited scale-free networks. This 

implementation led to a positive equilibrium being determined, with some 

restrictions, which in turn proves the stability of the system. The restriction 

on the WSN system was done by partitioning the network into higher-degree 

motes and lower-degree motes and then equating the degrees of all higher-

degree motes with lower-degree motes, yielding a restricted scale-free 

network. The unique portioning of this network reduced the complexity of the 

network under consideration. 

5. Optimal Deployment: Questions such as how many high-end sensors to 

be used and whether to deploy them in an ordered or random manner require 

proper consideration. In [133], the authors describe a novel scheme 

representing a wide variety of scenarios ranging from totally random to 

planned stochastic node deployment, in both homogeneous and 

heterogeneous sensor networks. Using only around 3% of the high-end 

sensors and deploying nodes by using this slightly attractive model, improved 

characteristics of the network topology can be observed, such as (i) a low 

average path length, (ii) a high clustering coefficient, and (iii) an improved 

relay task distribution between sensors. Moreover, the authors also provide a 

model that can improve the network lifetime and diminish the energy hole 

effect. 

6. Energy Efficiency: Based on complex network theory, the authors in [193] 

presented two self-organized energy-efficient models for wireless sensor 

networks in their paper. The first model constructed wireless sensor networks 
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according to the connectivity and remaining energy of each sensor node. In 

the second model, not only the remaining energy was considered, but the 

constraint of links to each node was also introduced. This could therefore 

produce scale-free networks with a performance of random error tolerance. 

This model could make the energy consumption of the entire network more 

balanced. Finally, the numerical experiments of the two models was 

presented. 

7. Performance Enhancement of Existing Algorithms: The authors in [186] 

show that scale-free topologies have a positive impact on the performance of 

gossiping algorithms in peer-to-peer overlay networks. This result is 

important in the context of ad hoc networks, where each node participates in 

controlling the network topology. Therefore, by using the scale-free concept, 

when combined with such topologies, typical gossiping algorithms tend to 

require fewer messages and experience smaller latency than when combined 

with other topologies, such as rings or grids. This suggests that if the topology 

control scheme is aimed at producing scale-free characteristics in an overlay 

network, then the performance of these protocols seems to be better. 

9. Mobility Models: The author in [141] proposed the clustered mobility 

model (CMM), which facilitates the formation of hubs in a network, satisfying 

the scale-free property. With the CMM, it is possible to control the degree of 

node concentration or non-homogeneity to easily assess the strengths and 

weaknesses of the scale-free phenomena. The most important feature of the 

CMM is that it does not possess any unintended spatial or temporal 

characteristics found in other mobility models. 

 

6.2.3. Network Evolution Model  

           In [30], the authors analytically used complex network theory to 

quantify some of the observed properties of topology control algorithms. To 

build this framework, the probabilistic approach of the Li-Chen model [185], 

the local world model, was used to mimic the wireless sensor network. In 

addition, the dynamics of clustering were addressed by the concept of 
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preferential and anti-preferential attachment. The anti-preferential removal 

mechanism is more reasonable for deleting links which are anti-parallel with 

the preferential connection [30, 76]. It is also consistent with the functioning 

of clustering algorithms that run in rounds in wireless sensor networks. The 

wireless nodes that do not have enough energy, also known as the dead nodes, 

must be removed from the system. Therefore, the anti-preferential removal 

phenomenon is reasonable for clustering algorithms. Finally, combining the 

mathematical realizations of these facts with mean field theory, we can obtain 

the distribution function as the degree distribution P(k) , where P(k) is the 

probability that the node has k edges. This distribution is further minimized 

concerning the anti-preferential attachment, which during the evolution 

process tends to zero as this phenomenon of non-attachment to a preferential 

neighbour is absent for wireless sensor networks. This considerably reduces 

the distribution function to yield. 

     𝑝 = 0.5 ∗ ⌊√
 𝑘+3

𝑘−1
− 1⌋………………… (1) 

The above expression is known as the probability of clustering in the network. 

To draw a meaningful graph of the above equation to express the usefulness 

of the wireless sensor network domain, we can convert the p vs. k to the 

number of clusters vs. the number of connections, by multiplying the number 

of nodes in the network (100 nodes in this case) to the probability obtained 

for different connections (k). Figure 6.1 shows the nature of the graph. 

Problem: Show the validity of a random 100-node WSN network simulating 

a 5-cluster head network. 

Solution: the average number of connections in a cluster of a 5-cluster 100-

node network = (100/5) -1=19 connections. 

To check the validity, we therefore put the value of k in equation (1) and 

obtain the value of P as 0.0527707984. Multiplying back with 100 we obtain 
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5.27, approximately 5 (considering the floor value w.r.t 5.5). This is the 

number of clusters possible with a 100-node network. 

For a 6-cluster 100-node network, the clustering probability value is 

0.0627314339. Similarly, following the previous caveat, the number of 

clusters will be 6. Similarly, for a 4-cluster 100-node network, the theoretical 

number of clusters is 4.15 which can be rounded off to 4. For a 3-cluster 100-

node network, the theoretical number of 3.03 is rounded off to 3, and the same 

pattern is followed for 2 and 1. However, for a 7-cluster 100-node network, 

the clustering probability value is 0.0773502692, so the number of clusters 

will be 8. Therefore, there is disparity between the desired number of cluster 

heads to the number calculated (tabular explanation in Appendix C). This 

indicates a deviation from the optimized plane. 

Therefore, good clusters can range from 1% to 6% of the total nodes. This 

result confirms the mathematical deduction of Heinzelman et al. which states 

that the clustering percentage (kopt) lies between 1% and 6% of the nodes as 

cluster heads for the LEACH experiment [158]. With this important success, 

we can now proceed with the application of the equation in modifying the 

LEACH-C protocol for enhancing the energy efficiency, throughput, and 

existing nodes. 

 

     Figure 6.1: Plot showing the number of clusters to number of connections when N=100  
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6.3. Problem Statement and Proposed Framework 

  6. 3.1 Problem Statement 

Consider the simulations of LEACH-C in NS-2 of a 5-cluster 100-node 

random network with the initial simulation parameters as energy per node 2 

Joules. The output of the simulation is alive 4, data transmitted 67800, energy 

expense 198.160, and the number of rounds 510. These simulations have been 

done keeping the cluster heads fixed at 5 by assumption [158, 148].  

On the contrary, we find that as the simulation proceeds, the number of 

existing nodes decreases, therefore variable clustering should be evident to 

maintain the balance between cluster heads and non-cluster heads. For 

implementation, we took the reference of equation (1) regarding wireless 

sensor networks and used it to determine the variable clustering throughout 

the rounds. The details of the implementation algorithm are described in 

Scheme-I of Appendix B. The output of the performance is shown in Table 

6.1. We can observe that there is almost no variation in the values when 

compared to the parameters. Instead, it seems that varying the clusters leads 

to lowering the output characteristics values. The detailed table is shown 

below. 

Parameters Original 

LEACH-C 

Variable 

Clustering 

(diverging) 

LEACH-C 

Alive 4 4 

Data Transmitted 67800 67760 

Energy loss 198.16 199.3258 

Rounds 510 490 

  Table 6.1: Comparison between original LEACH-C and variable clustering  

                   LEACH-C 

 

        To investigate the deteriorating performance more closely, we would use 
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an optimizing table (Appendix A) to visualize the original LEACH-C and the 

variable clustering LEACH-C. The optimizing table has existing nodes as a 

column header and the probability due to connections available as a row 

header. The elements of this matrix constitute the cluster heads for any 

particular node. 

 Therefore, for the variable clustering LEACH-C, the yellow boxes are 

plotted as the clusters that were made available at various times for the 

corresponding live nodes. Similarly, for the original LEACH-C where the 

cluster number was fixed (at five in this case), the number of clusters in the 

optimizing table is plotted as cyan. It is evident that initially both algorithms 

were performing the same, although after 380 rounds the variable clustering 

LEACH-C suffered casualties which it could not recover and finally ended at 

490 rounds, whereas the original LEACH-C carried the simulation up to 510 

rounds. 
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Figure 6.2: Plot showing alive, data transmitted, and energy spent versus rounds 

(200 nodes with 2J each node). [Original Leach-C to variable Leach-C] 

 

So far, we have discussed the use of an optimizing table. The next section 

will address the main question of whether we can improve the output 

characteristic of LEACH-C. It will discuss our improvement using an 

optimization matrix. 

6.3.2 Proposed Solution 

The solution to this problem is more physical than algorithmic. Careful 

observation of the optimization table depicts that movement of the yellow 

boxes and the cyan boxes occurred in a diagonal direction (Appendix-A). This 

implies an increase in the number of cluster heads for the variable clustering 

LEACH-C and that the number is fixed in the case of the original LEACH. 

Another important aspect is that the cluster heads either increased or remained 

fixed for the decreasing number of live nodes which shows that an increase in 

the number of cluster heads leads to the dissipation of more energy. Using this 

observation, we can logically vary our cluster row-wise as shown by the green 

boxes, beginning from the starting point of the variable clustering LEACH-C 

and the original LEACH-C. From the optimization table we can observe that 

as the alive nodes reduce, the number of cluster heads also reduces. 

     As the optimization table does not say anything about the energy of the 

system under consideration, it is difficult to say whether the green path will be 

energy efficient or not, but it is at least the shortest path in terms of the alive 

nodes’ connection space. 
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6.4. Simulation Details 

The simulation of the original LEACH-C, the variable clustering LEACH-

C and the modified variable clustering LEACH-C were simulated in NS-2.34. 

We  installed NS-2.34 on an Intel P-IV, 512 MB RAM 32-bit machine using 

Ubuntu-14.01. This simulator was chosen because it has a proper radio model 

and a mac protocol, and complex scenarios can be easily tested. For our 

experiments, we used a 100-node network where nodes were randomly 

distributed with the BS at the location at the origin. The bandwidth of the 

channel was set to 1 Mb/s, each data message was 500 bytes long, and the 

packet header for each type of packet was 25 bytes long. The following figures 

describe the output of the experiment. 

 

 

 

 

 

 

Table 6.2: A comparison of performance between the original 

LEACH-C and the LEACH-C Modified for 200 nodes, 2J each node 

 

Parameters Original LEACH-C Modified LEACH-

C 

Alive 4 5 

Data Transmitted 679709 693918 

Energy loss 1978.506 1970.248 

Rounds 4850 6000 

Table 6.3: A comparison of the performance between the original 

LEACH-C and the LEACH-C Modified for 100 nodes, 20J each node 

 

We assumed a simple model for the radio hardware energy dissipation, in 

which the transmitter dissipates energy to run the radio electronics and the 

power amplifier, and the receiver consumes energy to run the radio electronics. 

Parameters Original LEACH-C Modified LEACH-

C 

Alive 9 10 

Data Transmitted 56886 61190 

Energy loss 396.613 393.6059 

Rounds 444 720 



  

 Chapter 6 

112  

For the experiments described here, both the free space (power loss) and the 

multipath fading (power loss) channel models were used, depending on the 

distance between the transmitter and receiver. For the experiments described 

in this chapter, the communication energy Eelec =50 nJ /bit,ef=10 PJ bit m, 

parameters were set as emp=0.0013pJ bit m, and the energy for data 

aggregation was set as 5 nJ bit signal [1]. The details of the algorithm for the 

LEACH-C Modified (Scheme II) and the original LEACH-C are explained in 

Appendix B. 

After observing the output characteristics, we found that there was some 

improvement in performance regarding alive nodes, data transmitted and 

energy dissipated. Table 6.1 below shows the vis-a-vis performance. 

Graphically and numerically examining the data, we found that the work of 

the optimization matrix was practical after the death of some nodes (the 73rd 

node in the case of LEACH-C Modified). Instead of stretching the reduced 

number of nodes (alive nodes) to more clusters, we had reduced the number 

of clusters.  

We could roughly say that this procedure was effective with 27 percent of 

the nodes in the last cycle. We then ran the experiments with the nodes with 

higher energy to capture the manifestations at the end of the period. 

Keeping the above observation in mind, we designed another two 

experiments. The first simulation had 100 nodes with 20 joules of energy for 

each node, and the second simulation had 200 nodes with 2 joules for each 

node. The purpose of these operations was to capture the management of 

clustering at the end of the cycle.  

Figures 6.3, 6.4 and Tables 6.2, 6.3 describe the output graphs of the 

experiment mentioned above. The analysis of the operation with 200 nodes at 

2J per node is worth noting, as it explains the effect of the modified LEACH-

C protocol on clustering at the end cycle of the test. The effect is more 

pronounced when there is a large number of nodes, rather than when there are 

fewer nodes with higher energy.  

LEACH was also considered for simulation purposes. The outcome of the 
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simulations is shown in Figures 6.5, 6.6 and Tables 6.4, 6.5 respectively, for 

two different cases. 

 

 

 

Figure 6.3: The plot of alive , data transmitted, and energy spent versus 

rounds (100 nodes with 20J each node) [original LEACH-C to LEACH-C 

modified] 

  

Parameters Original LEACH LEACH modified 

Alive 4 4 

Data Transmitted 519831 543903 

Energy loss 1985.088 1997.186 
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Rounds 5470 8870 

Table 6.4: A comparison between the performance of original LEACH and 

LEACH Modified for 100 nodes, 20J each node 

 

Parameters Original LEACH LEACH modified 

Alive 9 9 

Data Transmitted 18130 31274 

Energy loss 395.136 397.397 

Rounds 280 780 

Table 6.5: A comparison between the performance of original LEACH and 

LEACH Modified for 200 nodes, 2J each node 
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Figure 6.4: Plot showing alive, data transmitted, and energy spent versus 

rounds (100 nodes with 20J each node). [original LEACH-C to LEACH-C 

modified] 

 

Close examination of the data reveals that after the death of 50 percent of 

the nodes, the modified LEACH performs very well in terms of the nodes’ 

energy and life expectancy. However, this is even more evident in the case of 

200 nodes. It is worth noticing that the energy expense graph of the original 

LEACH as described in Figure 6.6 states how abruptly the energy is used up 

by the remaining 50 percent of the nodes. This unexpected energy expense is 

due to the unstable clustering of the nodes, which can be seen as mitigated by 

the smooth graph of the modified LEACH in Figure 6.6. Therefore we can 

infer that proper management of clustering is acheieved at the end of the cycle 

which is reflected by an increased lifetime of the nodes. 
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Figure 6.5: Plot showing alive, data transmitted, and energy spent versus 

rounds (200 nodes with 2J each node). [Original LEACH to LEACH modified] 

 

No. of alive 

nodes in 

LEACH-C 

variable 

clustering 

No. of clusters 

in LEACH-C 

variable 

clustering 

 No. of alive nodes    

in LEACH-C  

No. of 

clusters in 

LEACH-C  

100 5 100 5 

91 5 82 5 

81 5 73 5 

73 5 70 5 

70 6 70 5 

60 6 60 5 

51 6 52 5 

Table 6.6: A comparison showing the variation in the number of cluster 

heads in variable LEACH-C and LEACH-C 
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Figure 6.6: Plot showing alive, data transmitted, and energy spent versus rounds 

 (100 nodes with 20J each node). [Original LEACH to LEACH modified] 

 

6.5. Discussions 

The above experiments suggest that the network evolution model provides 

another way of optimizing the performance of the system. It can be easily 

concluded from section 2.2 that the optimum number of clusters can also be 

obtained from this evolution model without the use of communication energy 

principles. Another important aspect of the Network Evolution Model is the 

optimizing matrix which seeks global optimization rather than local. This 
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matrix, which forms the basis of energy efficient cluster variation, lays the 

possibility of other variations. The main contribution of this framework is the 

management of clusters after the death of fifty percent of the nodes. The 

effectiveness of this framework is strongly confirmed in the case of a large 

number of nodes compared to a small number. Therefore, this framework can 

serve as a useful tool in driving the efficiency of the protocol without too much 

change to the algorithm. 

Figure 6.7 shows the relationship between the number of (cluster-alive) 

nodes spaced through LEACH-C, variable clustering LEACH-C and modified 

LEACH-C. 

 

 

        Figure 6.7: The Cluster Head Vs Alive Nodes 

 

 

 

100 nodes 

20 J/node 

LEACH 

Modified 

LEACH-C 

Modified 

Network 

lifetime 

62% 23% 

Data 

Transferred 

4.6 2% 

Energy 

dissipated 

Same same 
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200 nodes, 2 

J/node 

LEACH 

Modified 

LEACH-C 

Modified 

Network 

lifetime 

178% 62% 

Data 

Transferred 

72% 23% 

Energy 

dissipated 

Same same 

Table 6.7: Percentage of various performance parameters for modified LEACH 

and LEACH-C. 

From Table 6.7 we can easily see that the framework has a larger effect on 

the performance of the LEACH protocol compared to the LEACH-C protocol 

due to the formation of less stable clusters in the original LEACH. Therefore, 

the use of an optimization matrix provides an easy transition from one 

clustering setup to another as seen in Figure 6.8 (the green line). Moreover, it 

can be observed that as the number of nodes increases, the performance in 

terms of network lifetime and data transfer improves. The efficiency boost of 

72% and 178% of data transferred and network lifetime is one of the best 

performances among the protocols developed around LEACH. 

 

6.6. Conclusions and Future Work 

The experimental simulation described in this chapter indicates that the 

fixed type of clustering which exists in LEACH, LEACH-C and similar 

protocols forbids performance at a system level. This framework is successful 

in understanding the clustering dynamics of a system; it predicts the efficient 

scheme of clustering, which is dependent on taking the total number of nodes 

into consideration rather than the geometry of the field or the electronics used 

in sensor nodes.  

The variable clustering schema, the network lifetime in the case of LEACH 

and LEACH-C, the electronics of the sensor node and the geometry of the test 

field could be used to find out how efficiently the perfect clustering schema 
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could be implemented. Future work could be in the direction of a system with 

soft computing-based cluster forming protocols. 
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Chapter 7 

Effect of Gossiping on Some Basic Wireless  

Sensor Network Protocols 

 

           It has been found that almost all routing protocols suffer from message complexity. To 

overcome this complexity, we use various optimization processes. One such process is gossiping, 

where each node forwards a message with some probability, to reduce the overhead of the routing 

protocols. In this chapter it is shown how gossiping can be used to improve the performance of 

protocols such as angular routing and spanning tree protocol. It can be seen that in gossiping 

frameworks the best performance is obtained when the probability of gossiping is 0.6 to 0.9. It can 

also be seen that there is a reduction of around 25% in the message generation during the execution 

of the protocols for 100 node random or grid-based networks. 
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7.1. Introduction 

Distributed systems, such as those of ad hoc networks, do have difficulty in 

having the nodes reach an agreement. As a result, during the execution process, 

there is a surge of unnecessary messaging in the network, which in turn increases 

the traffic of the network and a loss of energy is indicated.  

In order to mitigate this issue, a gossiping framework is adopted because, as it 

provides in-network processing in sensor networks, there is no bottleneck or 

single point of failure, and they do not require any specialized routing and are 

resistant to failure in unreliable wireless network conditions [127, 80, 110]. 

Gossip’s inherent robustness comes from this random communication pattern 

that routes new messages around both communication and process failures. 

Much like real-life gossip- and epidemic-spreading, information disseminated 

by a gossip protocol spreads quickly and reliably with high probability [112]. 

Gossip-based algorithms to achieve consensus over a set of agents were initially 

introduced by Tsitsiklis [7] and have recently received renewed attention from 

several other researchers [25, 156, 143]. Gossip algorithms for in-network 

processing have primarily been studied as solutions to consensus problems [32], 

but until recently they have been used for optimization purposes. 

To understand the gossip framework, let us assume the gossip probability is p, 

and let Pr be the fraction of the nodes that receive messages and Ps be the 

fraction of nodes which successfully run the gossip executions. Therefore, the 

fraction that fail to run gossip executions is 1-Ps; similarly, the fraction that do 

not receive the gossip messages is 1-Pr. It is interesting to note that the case of 

Pr =1 is only considered. Ideally the fraction of executions Ps where the gossip 

dies out should be relatively low, while also keeping the gossip probability p 

low is considered to reduce the message overhead for the implementation of the 

gossip framework. 

In [153] the authors apply gossiping to ad hoc unicast routing. In their work, the 

authors try to ensure that messages are delivered with conformity even if there 
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is no connected path between the source and the destination at any given point 

in time. As long as there exists a path due to communication links at some point 

in time, messages can be delivered through random pair-wise exchanges among 

mobile hosts. 

In [125] the authors use a gossiping framework to improve multicast reachability 

in ad hoc networks; the authors do not use gossiping to reduce the number of 

messages sent. In contrast the authors start with an arbitrary, possibly unreliable, 

multicast protocol to multicast a message. They then use the gossiping 

framework to randomly exchange messages between nodes in order to recover 

lost messages. Their premise of assumption is that the routes are known. 

In [142] the authors put forward ideas that can reduce the redundancy of the 

messages used in broadcasting. One of the ideas described is that of a gossiping 

framework. However, they do not study the properties of a gossiping framework 

and their implications. 

This chapter is divided into six sections. The  section 7.1 is a brief introduction 

to the gossip framework; the section 7.2 deals with a brief review of the 

protocols on which the gossip framework will be applied; the section 7.3 gives 

a list of assumptions and the theoretical framework of gossiping; the section 7.4 

deals with simulator specifics built on MATLAB; the  section 7.5 deals with 

results and discussions regarding the data generated by the simulator; and the  

section 7.6 offers conclusions to the chapter and suggestions for future work. 

7.2. Brief Overview of Routing Protocols 

Angular Routing — The first category of routing protocols are the multi-hop flat 

routing protocols. In static flat networks, each node definitely plays the same 

role and sensor nodes help in the sensing activities. Due to the large number of 

such nodes, it is not feasible to assign an identifier with respect to position and 

energy. This consideration has led to data-centric routing, where the sink or the 

base station sends queries to certain regions and waits for data from the sensors 

located in the selected regions. Since data is being requested through queries, 
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attribute-based naming is necessary to specify the properties of data. In addition 

to the flooding mechanism another scheme adopted for experimental purposes 

is the introduction of the angle to which the flooding will occur. The relative 

merits and demerits with respect to flooding are yet to be determined. 

Spanning Tree Protocol: Spanning Tree Protocols are the most common routing 

trees in the networks and particularly in WSNs, because they represent the 

routing structure in terms of time and energy. These time and energy 

representations are an efficient means of description. There are many algorithms 

for the construction of Spanning Tree protocols, including those of Bellman–

Ford and Dijkstra. Moreover, WSNs in general do not have centralized 

management and fixed infrastructure. The authors Bertsekas and Gallager 

proposed a distributed asynchronous version of the Bellman–Ford algorithm for 

distributed systems such as wireless sensor networks. This variant of Bellman–

Ford (BF) presents fast convergence, in the absence of any synchronization 

overhead and easy adaptation to topological network changes, but it is not 

efficient for networks composed of a large number of nodes or dense networks, 

because of the excessive number of messages required for the tree construction. 

This is the area where we intend to use gossiping frameworks to reduce the 

number of messages.  

 

7.3. Assumptions and Theoretical Background 

Any protocol that guarantees certain properties has to make certain valid 

assumptions. However, if the assumptions are explicit then it becomes the 

responsibility of the developer to satisfy the assumptions. These assumptions are 

mostly network latency and bandwidth, processing time, failures, and so on. 

Therefore, in the premise of gossiping frameworks the following are the 

assumptions: 

1. Participants gossip with one or more partners at fixed time intervals. 

2. There is a bound on how many updates are concurrently propagated. 
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3. Every gossip interaction is independent of concurrent gossiping between other 

processes. 

4. Any two processes can discover each other independently of the gossip 

mechanism. 

5. Processes select gossip partners within a round in an unpredictable random-like 

fashion. 

Based on these assumptions we proceed with the theoretical definition of a 

gossip framework [7]. 

We start by considering the source or the start point as the point of initiation. Let 

the source send the route request with probability 1. When the node receives the 

route request then it can accept it with probability p and disregard with 

probability 1-p. However, if the same node receives the request again, it rejects 

this request. So, a node can broadcast the route request only once. This is the 

simple representation of a gossip framework and is denoted by G(p). 

But the above representation of a gossip framework has some problems with 

initial conditions. If there are fewer neighbours, then the gossip should die out. 

In order to counter this situation we have to include hops in the basic definition. 

Thus, we rewrite as the first k hops before continuing to gossip with probability 

p.  Therefore the gossip framework is G(k,p). 

In this communication we focus on the calculation of G(k,p) on various 

protocols and their  effect on different topology properties. 

7.4. Simulator Specifics 

In order to test the gossiping framework a probability-based environment to 

simulate the nondeterministic nature of the communication channel and the low-

level communication protocol of the motes has been developed using MATLAB. 

We can visualize the underlying topology that is presented to the protocols and 

include an arbitrary number of nodes. In this simulator we have designed a 

probabilistic radio channel model to encounter the non-deterministic nature of 

the radio channel. This framework can also accommodate an arbitrary number 
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of nodes, an arbitrary (possibly dynamic) topology, and it was designed so that 

it can easily be embedded into optimization algorithms. 

A simplified but fairly accurate model of the MAC layer is designed for the 

simulator. In the application layer, event-based methods and functions are 

written on the line of TinyOS environment. The optimization framework is the 

core to the development of the gossip framework. The main idea behind these 

methods is some kind of exploration of the error surface; either a gradient-based 

method, Monte-Carlo search, or a simulated annealing method [143]. The error 

function of the optimization framework can have any performance metric 

defined in the parameter space, such as time, energy, throughput or any 

combination thereof. Due to the stochastic nature of the environment some a 

priori knowledge is required on the error surface for the convergence of the 

algorithm. The better the a priori information, the better the convergence of the 

error surface. To overcome the noisy error surface the simple brute force 

algorithm is applied to scan the parameter space on a finite grid and thus the 

optimum value can be found. The detailing of the radio propagation model, the 

MAC layer and the optimization frame is discussed in Appendix D. The user 

may supervise the required number of experiments, so that the error surface can 

gradually improve. Before using the simulator, some of the terminology 

employed should be defined, such as: 

Probability: This is the chance of a neighbour being selected for the reception of 

the broadcast messages. 

Settling Time: This is the time required by the protocol to execute all its methods 

and functions on the given set of nodes. 

Below we depict some of the screen shots of the simulator used. In Figure 7.1 

we can see the sensor nodes in blue rectangular boxes. S is the source and D is 

the destination. We can see that the arrows emanating from the source are 

directed towards the destinations by the method of broadcasting. 
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Figure-7.1. The screen shot of angular routing in the simulator display window. 

 

Figure 7.2. The screen shot of the Spanning Tree Protocol in the simulator 

display window. 

7.5. Results and Discussions 

The Simulator as described is used with two kinds of protocol 

1. Angular Flooding 

2. Spanning Tree Protocol 

We have used the simulation results of angular flooding with and without a 

gossiping framework. (Fig-I) 

 Below we present the table of results. 
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Messages Nodes 

Settling 

Time 

495 96 0.455 

659 96 0.559 

379 94 0.382 

455 93 0.416 

303 83 0.286 

384 95 0.4 

489 98 0.402 

371 84 0.328 

304 79 0.376 

309 79 0.382 

   Table 7.1 The angular flooding without gossip framework. 

Message Nodes Settling Time Hops 

17 22 0.024025 1 

62 32 0.0797 3 

39 28 0.05445 2 

17 16 0.024025 1 

24 23 0.024025 1 

110 69 0.14465 6 

62 39 0.0869 3 

73 51 0.0833 3 
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13 12 0.024025 1 

36 26 0.053225 2 

Table 7.2 The angular flooding with gossip framework G (0.1, hops) 

In Table 7.1 we find the number of nodes involved in angular flooding is 

definitely greater than what we see in Table 7.2. But the objective of flooding 

from the source to the destination is not fulfilled by considering G (0.1, hops). 

As a result, we see that the flooding seems to become controlled in the situation 

presented in Table 7.2. 

Now, as we increase the probability we are certain to find that there is a success 

in the dissemination of packets from source to destination. 

Below we shall depict the Tables for G(0.2, hops) and G(0.3, hops) to justify our 

case 

Message Nodes 

Settling 

Time Hops 

141 67 0.143 8 

105 68 0.11413 5 

88 44 0.1158 4 

83 37 0.11595 4 

22 21 0.024025 1 

258 85 0.26015 13 

181 76 0.1598 8 

287 81 0.29188 14 

127 68 0.17465 6 

270 76 0.31917 15 
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Table 7.3 The angular flooding with gossip framework G(0.2, hops) 

In the Table 7.3 scheme we have only 50% of the protocol executions meeting 

the conditions for source to destination. 

Message Nodes 

Settling 

Time Hops 

192 77 0.21243 8 

23 22 0.024025 1 

98 61 0.11323 5 

294 87 0.2989 17 

73 47 0.08645 4 

229 91 0.1972 14 

234 82 0.22585 13 

96 43 0.1059 6 

230 81 0.2197 13 

96 62 0.11613 8 

Table 7.4 The angular flooding with gossip framework G(0.3, hops) 

Similarly, in the Table 7.4 scheme we have only 60% of the protocol executions 

meeting the conditions for source to destination. 

 One interesting fact that can be noted is that as the number of hops increases 

the settling time increases and is independent of the number of participating 

nodes. 

So, finally, we choose the condition G (0.6, hops) to justify our result. 
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Messages Nodes 

Settling 

Time Hops 

409 84 0.39135 29 

327 76 0.3858 23 

247 82 0.2377 15 

160 73 0.20172 16 

340 91 0.3234 25 

414 95 0.37833 27 

220 77 0.2323 17 

468 92 0.35823 31 

288 92 0.273 24 

437 91 0.38288 30 

   Table 7.5 The angular flooding with gossip framework G(0.6, hops) 

Table 7.5 depicts 100% success in the representation of the task accomplishing 

source to destination. In this process there is an average message saving of 23% 

(i.e. less message is generated in the gossiping framework) and a 21% saving in 

terms of settling time. As the total of nodes in the network is 100 the saving 

seems not greatly significant. However, it will be substantial when the number 

of nodes in the network is greater than 500; i.e. in the case of a dense network. 

Now we use the Spanning Tree Protocol (Figure-7.2) on a grid-based network 

of 100 nodes and obtain the results with or without a gossip framework. 

Messages Nodes 

Settling 

Time 

889 100 0.50938 
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751 99 0.48013 

819 100 0.49712 

793 100 0.51095 

793 100 0.47242 

795 100 0.49262 

788 99 0.48862 

842 100 0.54755 

755 100 0.4902 

810 100 0.5169 

   Table 7.6 The Spanning Tree Protocol without a gossip framework  

 

Messages Nodes 

Settling 

Time Hops 

599 100 0.50095 96 

608 100 0.46885 98 

614 100 0.49357 98 

623 100 0.511 95 

610 100 0.4832 96 

618 100 0.5001 97 

609 100 0.4588 95 

597 98 0.4326 91 

622 100 0.4567 92 
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619 99 0.4677 96 

Table 7.7 The Spanning Tree Protocol with a gossip framework G(0.6, hops) 

Similarly, we can see that there is a message saving up to 24% while using the 

gossip framework, and the settling time is lessened by 4%.  

The primary difference between the two protocols is that one is used for source 

to destination routing and the other is used for coverage of the network purposes. 

Hence, we obtain the contrasting figures in both cases. 

In addition to the individual performance of probabilities we provide a snapshot 

of the performance of various probabilities ranging from 0 to 1. 

 

 

Figure 7.3 The performance of the various Gossip Probabilities for Spanning 

Tree Protocol. 

It can be seen how the receiving nodes settle down to 100 and the settling time 

is reduced after P=0.6. 

Similarly, the same caveat follows from the graph depicted by angular routing 

protocol. 



  

 Chapter 7 

134  

 

Figure 7.4 The performance of the various Gossip Probabilities for Angular 

Routing Protocol 

 

7.6. Conclusions and Future Work 

As predicted by the theory, the gossiping framework is useful in not only 

reducing the message generation but also helpful in reducing the throughput 

time. It can be seen that the savings in message generation is around 25%, but 

this can increase if the density of the nodes and/or the number of nodes in the 

network is increased. 

In future work, we intend to develop protocols which will have inbuilt gossip 

frameworks. This is akin to the way the modification of proactive protocols can 

be done. Because in a proactive routing protocol, every node maintains one or 

more tables representing the entire topology of the network. These tables are 

updated regularly using the network information with messages such as the 

Optimized Link State Routing protocol (OLSR). 
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8.1 Conclusions 

Topology management has been seen as an area of continuous increase in interest 

during the last decade, the fact that is shown by the amount of published papers and 

books in this area. The solutions provided in the topology management are mostly 

theoretical and centralized approaches, which were based on traditional graph theory, 

which then slowly evolved into the current state with a fully distributed and simple 

protocols that can run effectively in resource constrained devices. In addition to the 

offering, connectivity and coverage in the network, is also guaranteed to the area of 

interest, with different levels of accuracy, which in many cases, without the need of 

local information of the nodes in the network. 

The SOFMTB algorithm reduces the computational overhead by computing the 

necessary backbone for the protocol (like span tree) under consideration. This makes 

the routing table manageable in terms of size and computational time. Other 

advantages include, inherent robustness to node or link failure, changing network 

geometry (in case of battery depletion), reduced redundant packet transmissions and 

implicit network reconfiguration. Only disadvantage is the need for sufficient sensor 

density to maintain network operation. Thus for random distribution of sensor nodes 

a definite energy efficient topology building algorithm has been developed. 

SOFMTB it is very easy to implement topology building algorithm which rather 

becomes a complex one using graph theory. The perseverance of the topology will 

depend on the number of times the SOFMTB algorithm will be called during the 

operation of the network. 

For hierarchical topology network, production rules are implemented in the context 

of residual energy and the number of neighbors to find the cluster head of such 

network. This knowledge based approach was found to perform better than some of 

the well-known protocols such as A3. In another approach, during initialization 

process the local information about nodes is used to reduce the maximum power to 

discover the neighboring nodes. This local information based approach was found to 

Chapter 8 
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perform better than EECDS (Energy Efficient Connected Dominating Set 

Algorithm). 

For generalized approach towards topology building, the concept of complex 

networks is used to deduce network evolution model. This framework is formally 

used to model tree based clustering algorithms in WSN. This formalism theoretically 

predicted the parameter such as number of cluster heads when the average degree of 

the node was given for a network. When this prediction was used on the alive nodes 

in the network implementing LEACH and LEACH-C using optimizing matrix, the 

network life time efficiency bettered by 178 % and 62 % and that of data transfer rate 

bettered by 72 % and 23 % respectively. The performance regarding the network life 

time and the data transfer in case of LEACH is one of the best among the protocols 

developed over LEACH. 

In general the topology building process generates messages, the number of 

messages depends on functions of the implemented protocol. Thus excess message 

generated creates computational complexity and leads to drainage of the unnecessary 

energy.  To address this perseverance issue for topology management, gossiping 

framework is implemented for basic protocols like span tree and angular routing 

where there is a reduction of around 25% in the message generation during the 

execution of the protocols for 100 node random or grid-based networks. 

  Thus with the above mentioned schemes as presented in this dissertation is able 

to reduce the energy consumption while keeping the important characteristics of 

network lifetime, connectivity and coverage. 
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As expected, the following dissertation cannot cover all possible insights from all the 

directions presented. Some of the areas in which there could be some extension are 

the following: 

1. The most critical drawback of SOFMTB algorithm is that it fails to address 

synchronization issues which is one of the important aspect for topology survival. 

This algorithm becomes ineffective when the node density is reduced. This allows 

researchers  to exploit the above mentioned aspects along with other flavors of neural 

network based on unsupervised to supervised learning.  

2. While mentioning the production rules, it is emphasized on the linear combination 

of the node characteristics viz. residual energy and the number of neighbors. But 

there can be other node characteristics like average distance of the neighbors from a 

node, node type and make, power efficiency, scalability, responsiveness, reliability 

and mobility which can be combined using production rules throws an open problem 

to the theory of production rules itself for combining many characteristic as a single 

equation. 

3. In the study of network evolution model, the anti-preferential attachment factor has 

some influence on the network building dynamics. The statements like whether the 

anti-preferential attachment is complement to preferential attachment and the 

validity of the routing protocols on extent of variation of anti-preferential attachment 

factor are very fundamental questions to be researched. On the application of network 

evolution model via optimization matrix there is considerable success is boosting the 

network life time and the data transfer over the network for LEACH type protocols, 

so the challenge remains to implement the optimization matrix for other class of 

protocols. 

4. With the implementation of gossiping framework there has been considerable 

success in reducing the message complexity by 25% for some well- known basic 

protocols. As because for a proactive routing protocol, every node maintains one or 

more tables representing the entire topology of the network. These tables are updated 

regularly using the information of network using messages like Optimized Link State 

Routing protocol (OLSR). So there remains an open research problem to implement 

8.2 Future Work  
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gossip framework in proactive protocols to reduce the message complexity which in 

turn will be useful in managing the energy of the network. 

 


	01  TILTLE
	Appendix
	References_without tags

