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ABSTRACT

The traditional healthcare system is primarily structured and optimized for illness manage-
ment rather than wellness management. Due to this, the current healthcare scenario is facing
two primary challenges: increase in life expectancy and rising healthcare costs. In addition,
in recent years there has been a sudden increase in largely lifestyle-related chronic health
conditions, from diabetes and dementia to coronary heart disease and cancers. Personal
health systems through wearable healthcare monitoring is a key solution that will enable the
transition to a more proactive, affordable, and ubiquitous healthcare. Recent advances in
integration and miniaturization of physical sensors, embedded microcontrollers, wireless
technologies, and radio interfaces on a single chip, have greatly expanded the ability of
wireless sensor networks to closely monitor and track conditions of patients in healthcare
area. Such network consisting of wireless sensors that are implantable, wearable or placed
within the close proximity of the body, providing timely data is called a Wireless Body Area
Network (WBAN). In a WBAN, the sensor nodes wirelessly send their data to a hub/ Body
Network Controller (BNC) (e.g. smart watch, smart phone) present close to body. IEEE
has recently standardized WBAN communication by releasing IEEE 802.15.6 standard that
provides the Physical (PHY) and Medium Access Control (MAC) layer guidelines for efficient
WBAN communication. The fundamental philosophy behind this access layer communication
of a standalone WBAN is to allow a person to monitor and have more control over his health.
Moreover, blessed with Internet and Communication Technologies (ICT) convergence, the
ability of a standalone WBAN is enhanced manifold with its integration to an e-healthcare
architecture. An e-healthcare architecture allows small amounts of WBAN captured data to
be transferred in near real-time or Non Real-Time (NRT) by the BNC over a convergence
or backhaul link to remote end like a database or healthcare monitoring center. Thus, by
leveraging the e-healthcare architecture in general, and the convergence layer in particular,
a WBAN allows a patient/citizen to be mobile and also facilitate ubiquitous remote health
monitoring. However, every rose has its own thorn, and WBAN is no exception. In particular,
there are specific challenges to deployment of highly energy-efficient access layer/backhaul
data transmission, as well as spectrum efficient and cost-effective convergence layer com-
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munication. This thesis primarily addresses these challenges through the use of Cognitive
Radio (CR) technology.

One of the primary objectives of effective WBAN access layer (or simply WBAN) com-
munication is to make it energy-efficient, thereby enhancing the sensor node battery life
time. However, the non-ideal nature of WBAN channels such as varying Signal-to-Noise
Ratio (SNR) affect the latency, reliability, energy-efficiency of WBAN communication. CR
is a suitable technology that can allow the sensor nodes to adapt their communication
parameters based on the current channel conditions with the overall objective of maximizing
the energy-efficiency while still satisfying the frame delay and reliability requirements as
stated in IEEE 802.15.6 standard. However, considering the significance of such a system,
prior to CR based optimization, there is an immediate requirement to study the standalone
WBAN performance under varied channel conditions ultimately leading to efficient test-bed
implementation following the IEEE 802.15.6 standard.

Considering the challenges from convergence layer perspective, the proliferation of the
wireless communication services coupled with the fixed spectrum allocation policy has led to
spectrum scarcity crisis. The situation is likely to be aggravated with the exponential increase
of the Internet-of-Things (IoT) devices and applications (like WBAN based e-healthcare),
which are supposed to be connected to the mobile networks worldwide. In addition to
the spectrum scarcity problem, the traditional licensed Wide-Area Access Network (WAN)
technologies also pose cost-efficiency issues. More specifically, unlike the cable Internet
connectivity which is widely spread and low cost, mobile Internet connectivity is yet to go
long way for low cost solution, especially in developing countries. Subsequent studies on the
search for potential solutions to the afore-mentioned spectrum scarcity and cost-efficiency
issues have led to the birth of Cognitive Radio Networks (CRNs) that leverage CR technology
to facilitate Dynamic Spectrum Access (DSA). CRNs use DSA to exploit different under-
utilized spectrum bands in order to increase the overall spectrum utilization and subsequently
reduce the issues of spectrum congestion. Moreover, the cost of DSA is expected to be much
lower than the cost of purchasing a licensed band. Therefore, using CRN for backhaul
communication would allow the network operators efficiently use the available spectrum
and also make fundamental IoT services like healthcare monitoring affordable to public
particularly in developing nations, where the cost of data transfer is still high. Hence, CR
technology based DSA will act as a driving factor not only from the network operator and end
user’s perspective but also for the IoT and healthcare industry. Considering the enormous
significance of such a system, there is an immediate requirement to explore the possibilities of
implementing NRT applications like WBAN enabled remote health monitoring over CRN. The
focus lies on developing device level and network level policies toward ensuring cost-efficient
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and reliable backhaul communication, while maximizing the Secondary User (SU) (e.g. BNC)
energy-efficiency and protecting the incumbent Primary User (PU) from interference at the
same time. Thus, WBAN communication (access and backhaul) over CR Platforms is truly a
challenging yet promising aspect, both for the next generation healthcare industry as well
the next generation wireless communication networks.

It is evident that IEEE 802.15.6 standard plays a crucial role in the designing of efficient
WBAN communications. Hence, the first objective of this thesis is to conduct in-depth studies
of WBAN communication as per the IEEE 802.15.6 standard. Among the different MAC
protocols of IEEE 802.15.6, we select Time Division Multiple Access (TDMA) based Sched-
uled Access MAC (SAM) for our work. We select SAM because it is an energy conserving
protocol having reduced duty cycle, with no contention, idle listening, and overhearing
problems. It also provides good solutions to high traffic correlation, which often arises in
WBAN that needs to track multiple physiological signals at the same time. However, this
study is hindered by the lack of a comprehensive simulation platform for IEEE 802.15.6
based WBAN in literature. Accordingly, we propose an accurate OPNET simulation model to
analyze and evaluate IEEE 802.15.6 SAM performance. In this regard, models of superframe
generation, packet transmission and calculation of sensor node energy consumption are
established at the OPNET process layer of the sensor nodes and hub through an interrupt
based design. Using the designed model, simulations are made to study the performance in
terms of frame delay, throughput and energy consumption of the sensor nodes with respect
to system parameters like allocation intervals and traffic loads. The results show that the
OPNET model can effectively describe the behavior as per the IEEE 802.15.6 SAM, and set
up a good basis for future study such as validating analytical observations and also facilitate
performance analysis and optimization of designed WBANs. To achieve the latter objective,
we implement a complete WBAN that is capable of monitoring multiple physiological signals
of a patient by means of IEEE 802.15.6 SAM. In the WBAN setup, data from multiple sensors
are sent to a BNC using low power transceivers. To this end, the BNC is designed to multiplex
the data from multiple sensors and send them to a remote server over the Internet using
cellular communications, thereby enabling ubiquitous remote health monitoring. The remote
server is further configured to accept data from multiple patients, de-multiplex different
data of a single patient and store them in a database for pervasive access. Issues related
to the hardware implementation of sensor nodes and BNC, and the design of the SAM are
addressed. Detailed performance analysis of the WBAN is performed in our developed
OPNET simulator model to determine the optimum Allocation Intervals (AIs) for the sensor
nodes that maximizes network capacity while maintaining a frame delay constraint. Further,
in order to prolong the battery life of sensor nodes, we obtain the optimal Payload Sizes
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(PSs) that maximize their energy-efficiency. The developed test-bed model for WBAN also
provides important insight into the sensor node mechanism and resources, which we later
exploit for embedding CR enabled adaptability.

To introduce CRN at the backhaul of WBAN and truly take advantage of DSA, the
first step should be the proper design of a real-time CR interface (i.e. SU) that can be
used for opportunistic IP enabled communication over PU channels in a CRN. To this
end, we perform analytical and simulation study of the performance of energy detection
based spectrum sensing under sensing uncertainties and varied PU activities particularly
taking into consideration the peculiarities of a traditional Software Defined Radio (SDR) like
Wireless Open Access Research Platform (WARP). In addition, we evaluate the normalized
interference metric so as to keep the interference to PU channels within predetermined limit.
The practical realization of Real-Time (RT) CR interface is fulfilled through the design of
Energy Detection based CR MAC (ECR-MAC) at the Embedded Processor (EP) of WARP.
It incorporates our proposed Practical Energy-Efficient Energy Detection (PED) method,
that uses already available Field Programmable Gate Array (FPGA) resources for practical
realization of energy detection. From simulation study we also infer that the PED method
leads to significant reduction in energy consumption for spectrum sensing at higher detected
PU SNRs. Subsequent validation in test-bed confirms the ability of ECR-MAC in facilitating
opportunistic IP enabled SU communication over PU activity channels. We use the developed
CR test-bed in future proof of concepts to validate the research findings and render them
suitable for widespread deployment.

After the initial simulation based performance analysis and test-bed design of WBAN
and backhaul CRN, the focus shifts towards a finer level of study and optimization followed
by related design and implementation. To this aim, first we present an analytical model for
the scheduled access mechanism of IEEE 802.15.6 based WBAN taking into account the
impact of non-ideal transmission channel. We provide a thorough analysis and closed form
expressions for the frame delay; reliability of data transfer; throughput; energy consumption
and energy-efficiency of the sensor nodes with medium to high data rate applications. We
validate our theoretical derivations through simulation results obtained from our designed
OPNET model. The results show the variation in the performance indicators with respect
to different system parameters, such as beacon period, data transmission rate, traffic loads,
channel SNR, AIs and PSs. Our results indicate the tradeoff between average frame delay
and energy-efficiency with respect to selection of AIs and PSs. Thus, through this analysis
we show how a network designer can prepare a look-up table that would allow our already
developed sensor nodes to leverage their CR capabilities to sense the channel SNR and
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adapt their AIs and PSs to achieve maximum EE under average frame delay and reliability
constraints.

After the incorporation of CR in the WBAN access layer, the next important objective
is to design and implement a BNC as a gateway between WBAN and backhaul CRN. To
this end, in this thesis we design and implement an intelligent WBAN gateway that uses
CR to opportunistically access licensed PU channels to facilitate spectral-efficient, cost-
efficient and reliable NRT backhaul transmission of WBAN data. The gateway is termed
herein as BodyCog-BNC. For this, we develop and implement a cross-layer based modified
protocol stack at the BodyCog-BNC comprising of BodyCog-BNC Management Entity (BME)
and BodyCog-BNC CR Medium Access Control (BCR-MAC) units. The BME and BCR-
MAC together exploit cross-layer message passing to facilitate the novel idea of spectrum
agility. A spectral agile BodyCog-BNC in case of lack of proper PU channels or occurrence
of successive handoffs in multiple PU channels is capable of intelligently switching to
conventional licensed WAN technology. Furthermore, the cross-layer based modified protocol
stack facilitates session management and energy-efficient backhaul CR transmission over
a PU channel employing a proposed Inter-Sensing Time Optimization (ISTO) algorithm.
ISTO leverages on convex optimization to select the optimum inter-sensing time for a PU
channel to maximize the energy-efficiency within a PU interference constraint under sensing
uncertainties. Closed form analytical expressions are also derived to estimate the average
consumed energy, switching probability, switching time and the cost-efficiency of BodyCog-
BNC. The cost-efficiency metric encompasses both the data transfer costs as well as the
electricity costs incurred to recharge the BNC for replenishing the extra energy consumed due
to cognitive actions. Exhaustive performance analysis shows that the BodyCog-BNC (WBAN
gateway), provides a cost-efficient solution for varied healthcare applications under varied
operating conditions and CR cost regimes. Finally, by leveraging i) our already developed
WBAN BNC, ii) the real-time CR terminal created earlier and iiii) our proposed BME and
BCR-MAC architectures, we implement a prototype of BodyCog-BNC and provide a proof of
concept of the feasibility of BodyCog-BNC in enabling NRT remote health monitoring.

So far, we have shown the integration of the BodyCog-BNC into a basic CRN as envisioned
in IEEE 802.22, where CBS allocates channels to SUs based on whitespace database, and
the additional protection to incumbent PU communication needs to ensured by SUs through
spectrum sensing. However, we now consider the alternate popular CRN policy where
the Cognitive Base Station (CBS) performs all necessary cognitive actions for PU channel
access, thereby simplifying the SU (BNC) design. It is intuitive that this method will be more
energy-efficient for the SUs but at the cost of increased resource requirement at the CBS. Thus
considering that resource is not a constraint for the CBS, the last phase of the thesis proposes
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a framework for centralized CRN that facilitates better spectrum utilization and low-cost
opportunistic NRT data transfer (e.g. BNC of WBAN) with high energy-efficiency. The
novelty of this framework is to incorporate Hidden Markov Model (HMM) based prediction
within the traditional CR sensing-transmission cycle. To minimize the prediction time, we
design a Hardware based HMM engine (H2M2) to be used by the CBS. The CBS exploits
the H2M2 engine over high PU activity channels to minimize the collisions between PUs
and NRT SUs, thereby reducing the SU energy consumption. However, this is at the cost of
reduced throughput. Taking this into account, we propose an Inter Sensing-Prediction Time
Optimization algorithm, that identifies the predictable PU activity channels and maximizes
the throughput within a PU interference threshold. Furthermore, to minimize the total battery
consumption of all the SUs within CRN, a Battery Consumption Minimizing Scheduler
is designed at the CBS that efficiently allocates the predictable PU channels to the NRT
SUs. By exploiting the un-utilized high PU activity channels the proposed Centralized
Scheduling, Sensing and Prediction (CSSP) framework improves the spectral efficiency of
the CRN. Exhaustive performance studies show that CSSP outperforms traditional non-
predictive sensing techniques in terms of energy-efficiency and interference management.
Finally, the practical utility of the system is established with respect to WBAN based remote
health monitoring by developing a prototype model of H2M2 in FPGA board and using it
in association with the CRN test-bed, developed earlier, through a hardware co-simulation
environment, that shows a suitable direction of use for future IoT applications.
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Chapter 1

Introduction

❝ Fundamentally, the answers to our challenges in healthcare relies in engaging and
empowering the individual.❞

-Elizabeth Holmes, CEO, Theranos

A healthy nation is often regarded as a wealthy nation. In 1948, the World Health Organization
(WHO) defined health as more than just the absence of illness; a state of complete physical,
mental and relational well being. It’s about taking care of the body and mind to prevent
future illness, and being resilient enough to bounce back easily if one gets sick. However, as
mankind is getting sucked into the ‘doing’ society, it is getting difficult to disconnect from
the technologies like phones, tablets, stress, pressure which pushes everyone to be constantly
‘doing’. This culture of stress, the constant need to be ‘doing’, compounded by the feeling of
a lack of time affects every aspect of the health.

As a result, in recent years there has been a sudden increase in largely lifestyle-related
chronic health conditions, from diabetes and dementia to coronary heart disease and many
cancers. Millions of people die every year from cancer, Cardio Vascular Disease (CVD),
asthma, Parkinson’s, diabetes, obesity, and many more such chronic or fatal diseases. For
example, there are roughly 30 million heart patients and about two lakh surgeries being
performed every year in India. Four out of five CVD deaths are due to heart attacks and
strokes. According to the latest statistics from WHO, due to the burden of CVD, India
may have lost $237 billion from the loss of productivity and spending on health care over
a 10-year period (2005–2015) [1]. Individuals at risk of CVD may demonstrate abnormal
heart rhythm and cardiac symptoms. Identifying the patients with these symptoms indicating
highest risk of CVDs and ensuring they receive appropriate treatment can prevent these
premature deaths. This is also true for most of the diseases. Research has shown that most
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diseases can be prevented if they are detected in their early stages. Therefore, future health
care systems should provide proactive management of wellness rather than illness, and focus
on prevention and early detection of disease.

The present healthcare systems which are structured and optimized for illness manage-
ment are also facing two major challenges- increase in life expectancy and rising healthcare
costs. According to the reports of World Health Organization (WHO), in India the overall
life expectancy has increased from 66.4 years in 2010 to 68.3 years in 2015, whereas in
United States (US) from 78.7 years in 2010 to 79.3 years in 2015 [2], and the global change
is from 68 years in 2009 to 71.4 years in 2015. Going by the current estimates, the worldwide
population over age 65 years is expected to more than double from 357 million in 1990
to 761 million in 2025. Also, according to the World Bank data [3] the overall healthcare
expenditure (in % of Gross Domestic Product (GDP)) in India has increased from 4.0% in
1995 to 4.7% in 2014, whereas in US it has increased from 13.1% in 1995 to 17.1% in 2014,
and the global change is from 8.5% in 1995 to 9.9% in 2014. It is projected that health care
expenditures in US will reach almost 20% of the GDP in less than 10 years, threatening the
well being of the entire economy [4]. Similar trends are also predicted for other countries.
These statistics necessitate the need to shift towards more scalable and affordable solutions.
Another major challenge is to provide better low-cost healthcare services to an increasing
number of people using the limited financial and human resources.

Personal Health Systems (PHS) through wearable healthcare monitoring is considered as
a key solution to all these problems enabling proactive, affordable and ubiquitous healthcare
monitoring. It is considered as a possible future of healthcare services [5]. It allows moni-
toring of one’s vital physiological signals like electrocardiograms (ECG), electromyogram
(EMG), pulse oximeters, dosimeters, movement alarms and many more, while allowing them
to engage in their normal activities instead of staying at a hospital or home or close to a
specialized medical device. This can be achieved through a network consisting of intelli-
gent, low-power, micro and nano-technology sensors and actuators, which can be placed on
the body, or implanted in the human body (or even in the blood stream), providing timely
data. Such networks are commonly referred to as Wireless Body Area Networks (WBANs).
They allow citizens/patients to have more responsibility in managing their own health and
interacting, whenever is necessary, with care providers. In addition to proactive healthcare,
long-term use of WBANs also reduces healthcare costs by removing the need for costly
in-clinic visits or in-hospital monitoring of patients.

Further, due to the remarkable progress in Internet and Communication Technologies
(ICT), WBANs can be integrated with Internet by transmitting the data using long distance
communication technologies comprising Wide-Area Access Networks (WANs) like cellular
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communications, e.g. GSM, GPRS, 3G, 4G. This is termed as the convergence layer or back-
haul of a WBAN. Whereas, the WBAN comprising of the sensors and hub communicating
over short distance close to the body is also termed as the access layer. The convergence
layer provides mobility to the patients allowing them to carry on their daily activities in both
outdoor as well as indoor environments while still facilitating ubiquitous remote monitoring
of the patient’s health over the Internet. Importantly, as WBANs provide large time intervals
of medical data, doctors will have a clearer view of the patient’s status [6].

However, the advantages of WBANs do not come without its own challenges both at
the access and convergence layer. Specifically, at the WBAN access layer most of the on-
body and implanted sensor nodes are battery operated, and cannot be used indiscriminately
because of the limited energy sources. Therefore, the access layer communication needs
to energy-efficient so as to prolong their battery life. Furthermore, depending on different
e-health applications WBAN access layer communication needs to meet different Quality of
Service (QoS) requirements like low frame delay, high reliability. Such an access layer can be
realized if sensor nodes have the ability to efficiently adapt their own radio resources based on
the radio environment, type of applications and network parameters. This include sensor node
resources such as packet size, transmission power, modulation levels or network resources
like allocation intervals. This enhanced quality of information and experience for the user,
with cognition and reconfigurable capabilities can be achieved by means of Cognitive Radio
(CR). U.S. Federal Communications Commission (FCC) defines [7] “A Cognitive Radio
(CR) is a radio that can change its transmitter parameters based on interaction with the
environment in which it operates”. Apart from this, WBANs also impose other constraints
like the scarcity of hardware and radio communication resources which need to be taken into
account.

Similarly, the convergence layer communication also faces some major challenges. More
specifically, the proliferation of the wireless communication technologies has put a serious
question mark on the availability of licensed spectra for admission of new services. Industry
analysts predict that by 2020 about 50 billion devices are supposed to be connected to mobile
networks worldwide, which include devices/sensors sending information between Machine-
to-Machine (M2M), to servers, or to the cloud [8]. This will lead to severe spectrum scarcity,
which will be a limiting factor to new services like WBAN based e-healthcare. However, an
examination by FCC [7] revealed that the temporal and geographical variations in utilization
of the fixed licensed spectrum band ranges from 15% to 85%. Consequently, there has been
tremendous interest in exploiting the unoccupied wireless spectrum also known as ‘white
spaces’ using “Dynamic Spectrum Access (DSA)” policies [9–11]. CRs through efficient
implementation over Cognitive Radio Networks (CRNs) have the potential to realize DSA by
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sensing and accessing the white spaces while minimizing the interference to the incumbent
Primary Users (PUs).

In addition to the spectrum scarcity issue, the licensed WAN technologies also pose
cost-efficiency issues. More specifically, unlike the cable Internet connectivity, which is
widely spread and low cost, mobile Internet connectivity is yet to go a long way for low cost
solution, especially in developing countries. CR technology that enables opportunistic DSA
can make low cost long distance data transfer possible while still giving the same level of
mobility and connectivity as licensed WAN. This is because the cost of DSA is expected
to be much lower than the cost of purchasing a licensed band [8, 12]. This would make
fundamental Internet-of-Things (IoT) services like healthcare monitoring more affordable
to public particularly in developing nations, where the cost of data transfer is still high.
Therefore, CR technology based DSA will act as a driving factor not only from the network
operator and end user’s perspective but also for the IoT and healthcare industry.

It is, therefore, imperative from these discussions that CR is a promising technology for
efficient design of both WBAN access layer communication as well as WBAN backhaul
transmission. The WBAN communication at access layer presents specific challenges
that need to be alleviated using CR technology. For example, the WBAN access layer
communication needs energy-efficient real-time capture of data with high reliability and low
delay. Whereas, for backhaul transmission, incorporation of CR and WBAN brings with
them additional challenges that must be fulfilled to realize the true potential of CRN as a cost
effective backhaul technology. For example, for long-term remote health monitoring, WBAN
backhaul transmission needs to be highly reliable and cost-efficient, while ensuring maximum
energy-efficiency for longer battery life of WBAN hub. CRN on the other hand tend to
disrupt this communication due to its inherent property of opportunistic channel access,
leading to reduced reliability. Hence, the aim of this thesis is to address these challenges
using CR technology for building an energy-efficient WBAN (including both access and
convergence layer) and facilitate cost-efficient pervasive remote health monitoring.

In accordance with the focus of research in this thesis, this chapter provides a brief
introduction to the overall research problem as dealt with in this thesis. Thereafter, the state-
of-research activities in this problem domain are discussed in detail. Based on the limitations
of the existing studies in the literature, the motivation behind the proposed research in
the thesis is duly established and the objectives are subsequently formulated to address
the different aspects of the problem domain. Finally, a general discussion on the overall
organization of the thesis is provided, followed by an outline of the flow of the thesis along
with a summary of the significant outcomes.
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1.1 Overview of the Research Problem

Healthcare industry is experiencing new trends of delivering healthcare across the entire
range of services, from primary to tertiary care, in which the individual patient has a stronger
role to play in the healthcare process. These trends arise mainly from the need to meet
major socioeconomic challenges related to: citizens’ expectations for high-quality care,
demographic changes (the ageing population), increased prevalence of chronic diseases and
rising healthcare costs [13]. To this end, the concept of Personal Health Systems (PHS)
was introduced in the late 1990s. It is enabled by significant progress in sciences and
technologies like biomedical sciences, micro and nano-technologies as well as ICT. PHS
place the individual citizen/ patient at the center of the healthcare process. In doing so,
PHS provide benefits to both the individuals as well as the authorities: first, by improving
the quality of individual healthcare, and secondly, by containing the rising healthcare costs
through efficient use of technology.

This need for proactive and affordable healthcare systems led to the origin of Wearable
Health Systems (WHS), which are a specific category of PHS. WHS comprises of body-worn
sensors in the form of wrist watch or “biomedical clothes”. It provides continuous health
monitoring and helps change personal habits. Further through application of ICT, if WHS is
integrated into a telemedicine system, it opens possibilities for sending alarms to caregivers
or emergency response teams when life-threatening changes occur. In addition, patients
can benefit from long-term monitoring as a part of a diagnostic procedure, for assessing
the efficacy of treatments and outcomes of clinical trials, or supervision during recovery
from an acute event or surgical procedure or can achieve optimal maintenance of a chronic
condition. Furthermore, the circadian and diurnal variations in physiological signals can
be captured during long-term health monitoring. These variations, for example, are a very
good recovery indicator in cardiac patients after myocardial infarction [14]. Some of the
additional benefits of long-term health monitoring are- i) the ability to confirm the adherence
to treatment guidelines (e.g., regular cardiovascular exercise), b) monitoring the effects
of drug therapy, for example, the monitors can be used during stroke rehabilitation, or
brain trauma rehabilitation, or physical rehabilitation after hip or knee surgeries. However,
traditionally the wired WHS like Holter monitors [15] which comprise of unwieldy wires
between the sensors and the monitoring system that limit the patient’s activity and level
of comfort and thus negatively influencing the measured results [16]. Also, the WHS
discussed till now do not facilitate communication of implantable sensors to outside world,
e.g. monitoring of pacemaker activities.

The recent advancement in embedded electronics and wireless sensor networks have
facilitated a revolution in WHS that precisely addresses the aforementioned problems of wired
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WHS. The miniaturization and integration of physical sensors, embedded microcontrollers
and radio interfaces on a single chip, wireless networking and microfabrication have resulted
in a shift from the traditional wired WHS to Wireless Body Area Networks (WBANs) [17].
WHS using WBANs allow patients to engage in their normal activities instead of staying
at home or close to a specialized medical service. WBAN basically comprises of several
miniaturized sensors attached to or implanted in the body and wirelessly sending data to a
hub, also known as Body Network Controller (BNC), which is also located close to the body.
A standalone WBAN can be represented as in Figure 1.1.

Fig. 1.1 Standalone WBAN illustrating placement of sensors and BNC.

As WHS have evolved into WBANs, similarly, advances in mobile technology have led to
the transformation of a basic cellphone into a smartphone. The shift in mobile computing and
applications have further transformed a smartphone into a digital hub enabling it to collect
and store data from a variety of sensor-based devices [18, 19]. Therefore, with additional
WBAN capabilities, a smartphone can readily serve as a BNC. Consequently, intelligent
integration of WBAN with smartphone applications can provide real-time feedback to the
user about the current health status [20]. Several healthcare applications are already available
that leverage short distance Wireless Personal Area Network (WPAN) technologies like IEEE
Bluetooth [21] or 802.15.4 (Zigbee) [22] to obtain data from sensors or smart watch and
present interactive display of one’s physical conditions on smartphone. However, current
personal area network communication technologies such as Bluetooth or ZigBee are not
meant for WBAN communications. More in detail, they do not meet the medical (closeness
to human tissue) requirements. Additionally, it does not support increase in data rate, QoS
and reliability needs of WBANs. To address this, IEEE 802.15.6 [23] Task group has recently
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developed a short range WBAN standard. Figure 1.2 provides a comparison of the data
rates and power requirements among the different technologies [24]. As shown in Figure
1.2, the current technologies meet the data rate requirements but they do not satisfy the
power requirement of less than 10mW in WBANs. Moreover, IEEE 802.15.6 specifies other
stringent requirements in terms of the low latency, high reliability and power requirements for
different modes of channel access. Also, since the IEEE 802.15.6 is relatively new, there are
no available WBAN hardware setups following this standard. Hence, there is need to study,
design, implement and further optimize WBAN as per the recent IEEE 802.15.6 standard.

Fig. 1.2 Power requirements and data rates in WBANs [24].

Medium Access Control (MAC) protocols are one of the key enabling techniques of
WBANs [25]. They play a vital role in determining the performance of WBAN in terms
of the battery life of the energy constrained sensor nodes and the delay in sending a data
packet to the hub. Contention free Time Division Multiple Access (TDMA) and contention
based Carrier-Sense Multiple Access with Collision Avoidance (CSMA/CA) or Slotted
Aloha are the two basic MAC mechanisms used in WBANs to support variety of periodic
and urgent traffic [26]. Both of these access mechanisms have their own advantages and
shortcomings which depend on factors like data rate and network conditions [27]. Usually,
CSMA/CA is considered to be appropriate for low, urgent, adaptive, scalable traffic patterns
and frequent network changes, whereas the TDMA is recommended for high correlated
traffic and infrequent network changes [28–30]. In most of the cases of patient monitoring
the traffic is often correlated [31]. For example, to get a clearer picture of a patient’s overall
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health, a physician requires a complete view of the patient’s vitals namely temperature, blood
pressure, ECG which have to be recorded simultaneously at periodic intervals. Similarly, for
tracking the performance of an athlete, a WBAN need to continuously track high data rate
applications like EMG, ECG, along with low data rate signals like temperature. Contention
based MAC is not suitable in such cases of high traffic correlation [31] as they encounter
heavy collisions and extra energy consumption. Schedule-based protocols such as TDMA,
provide good solutions to the traffic correlation. These protocols are energy conserving
protocols because the duty cycle is reduced and there are no contention, idle listening, and
overhearing problems [31]. A comparison between TDMA and CSMA protocols is reported
in [32]. It is shown that TDMA method is more suitable for nondynamic types of networks.
Fortunately, WBAN has a nondynamic network structure (fixed network topology) [33]. To
integrate their advantages, IEEE 802.15.6 provides a hybrid MAC protocol that supports both
CSMA-CA, Slotted Aloha and TDMA based Scheduled Access MAC (SAM). As will be
shown later in Section 1.2, in-depth study of SAM is still limited. This calls for its detailed
analytical modeling, performance analysis and optimization for maximum energy-efficiency.

The goals of WBAN are to achieve (a) improved mobility, and (b) service flexibility.
However, as WBANs rely on the wireless medium for communication they are affected by
variations in the wireless channel Signal-to-Noise Ratio (SNR). Channel SNRs are subject to
variations due to relative changes in the channel between sensors and BNC arising as a result
of movements in human body, or collective movement of the entire WBAN through different
environments due to mobility of the patients, or due to interference from other co-existing
systems on the same channel as the WBAN. The fluctuations in channel SNR affect the
latency, reliability, energy-efficiency of WBAN communication. Therefore, the MAC layer of
a WBAN has to be carefully designed to adapt to the varying channel conditions. Cognitive
Radio (CR), which is implemented based on Software Defined Radio (SDR) [34], is a
promising technique to improve the efficiency of wireless communications by intelligently
adapting to channel conditions. A CR transceiver can observe and learn the status of the
operating environment, make a decision, and adapt the wireless transmission parameters
accordingly. Therefore, leveraging on the adaptive and intelligent capabilities of CR, in
this thesis we apply it to the WBAN communications based on scheduled access MAC to
facilitate healthcare applications by taking into account the stringent constraints on latency,
reliability and energy-efficiency under varied system parameters like applications, data rate,
modulation levels etc.

WBANs are capable of transforming how citizens interact with and benefit from ICT and
manage and think about their health. One major step towards this goal is integrating WBAN
within a e-healthcare 3-tier architecture as shown in Figure 1.3. Within a WBAN based
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e-healthcare system, the WBAN communication illustrated earlier in Figure 1.1 constitutes
Tier-1 referred as the WBAN access layer. Whereas, the Tier-2 comprises the long distance
WBAN convergence layer or backhaul. The backhaul communication is between BNC and
one or more access point (APs). Tier-2 communication aims to interconnect WBANs with
various networks, which can be easily accessed in daily life as well as cellular networks and
the Internet [35]. The last tier/ Tier-3 is known as the service layer and is application specific.
It can comprise of database for storing patient information, medical server for pervasive
data access etc. A detailed discussion on the design and development of the service layer is
beyond the scope of this thesis.

Fig. 1.3 WBAN as part of 3-tier e-healthcare architecture.

The backhaul layer facilitates transfer of WBAN data over the Internet and can provide
Real-Time (RT) or near real-time (also termed as Non-Real Time (NRT)) updates to user’s
medical records. RT patient monitoring is mainly applicable for home and hospital environ-
ments, which have free Wireless Local Area Network (WLAN) technology [36] to provide
Internet access. Though not limited by technology, RT monitoring over licensed Wide-area
Access Network (WAN) technologies like 3G or 4G involves high data transfer costs and
thus are impractical. The long distance licensed WAN technologies are more suited for NRT
long-term periodic pervasive monitoring of patients who are not severely ill but still needs to
have an extensive record of their physiological conditions, for e.g. as an alternative to regular
and rather costly in-clinic follow-ups. With large time intervals of medical data, doctors will
have a clearer view of the patient’s status [6].
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The use of licensed WAN technologies can provide guaranteed QoS [37]. Although
these licensed spectra generally served well in the past, there is a phenomenal increase
in their access due to increase in the wireless subscribers and the swift integration of
bandwidth-intensive applications with respect to communication, gaming, social networking
and other interactive multimedia services. Due to this, the problem of spectrum congestion
has increased manifold in fixed spectrum assignment policy based licensed WANs [10].
Additionally, the advent of IoT is set to create an explosion of devices that also requires
access to mobile networks for pervasive connectivity. This would further aggravate the
issue of spectrum scarcity. This problem severely limits system capacity and degrades the
transmission for ongoing users. Consequently, this has led to various studies on spectrum
usage. Recent studies by FCC have pointed that large portions of spectrum are left unutilized
both in frequency and time domain (for example, television broadcasting bands) [38]. Dy-
namic Spectrum Access (DSA) through the use of CR aims to solve the spectrum scarcity by
opportunistically providing access to these unutilized frequency slots. This has led to the
emergence of Cognitive Radio Network (CRN) that promises to increase the overall spectrum
utilization by allowing opportunistic transmissions of different applications.

Apart from improving spectrum utilization, another vital advantage of CRN that can
be a major driving factor for essential services like long-term health monitoring is the cost
effectiveness of DSA. Since DSA is based on the basic ideology of opportunistic access of
licensed spectrum, the cost of accessing a CRN will be lower as compared to using the same
spectrum as a licensed user [8]. The cost-efficiency is particularly beneficial to people of
developing nations where the cost of mobile internet is still considerably high. Furthermore,
it will provide real cost incentives for basic healthcare services to penetrate rural areas which
lack proper healthcare infrastructure. Moreover, the payoff from the CR users will add to
the profit of the network operators and healthcare service providers. Therefore, CR is a
promising technology that can be exploited in the form of CRN for cost-efficient WBAN
backhaul communication to facilitate NRT remote health monitoring.

The basic idea of CRN is to allow unlicensed users, also known as Secondary Users
(SUs) to opportunistically transmit in the available licensed spectrum bands that are allocated
to incumbent Primary Users (PUs), when the corresponding PUs are absent or idle. The
exploitation of these ‘white spaces’ by SUs in the absence of PUs is highlighted in Figure
1.4. It comes as a straightforward deduction that when WBAN uses CRN as backhaul, the
BNC serves as the SU.

The general architecture of CRN that is deployed to exploit the unused spectrum holes in
the licensed spectrum band is shown in Figure 1.5. As illustrated, the CRN coexists with
the primary network at the same location and on the same spectrum band. The CRN can be
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either centralized or adhoc. In case of a centralized CRN, a Cognitive Base Station (CBS)
serves as the central managing unit and coordinates all the SUs which can also be a WBAN
BNC attempting to send NRT data over the CRN backhaul. In case of adhoc CRN, the SUs
coordinate among each other for PU channel access. Since, we are concerned with remote
health monitoring using WBAN, we will focus on centralized CRN and unless specifically
mentioned otherwise, the term CRN will refer to the centralized infrastructure as in Figure
1.5.

Fig. 1.4 Spectrum hole concept [10].

Fig. 1.5 Architecture of a CRN.



12 Introduction

The first worldwide standard based on this CRN architecture is the IEEE 802.22 standard
[39, 40] that mainly focuses on the UHF (Ultra High Frequency)/VHF (Very High Frequency)
TV bands between 54-862 MHz. The project is also formally called the standard for Wireless
Regional Area Networks (WRANs). However, the broad domain of CRN is not only limited
to TV bands. It also extends to different licensed bands. In general, DSA based CR systems
can be classified into two broad spectrum sharing scenarios [10], namely underlay spectrum
sharing, and overlay spectrum sharing.

In an underlay based spectrum sharing scheme [41], SUs spread their transmission over
a wide range of frequency bands while maintaining the interference with PUs below the
noise floor. On the other hand, the overlay based spectrum sharing policy [42–45] supports
opportunistic usage of idle channels by SUs in the absence of PUs and is considered in
this thesis for further evaluation of spectral efficient and cost-efficient WBAN backhaul
communication.

Taking into account the absolute priority of PU over a SU with respect to channel access
in overlay based CRN, a SU must vacate itself on PU arrival and perform spectral handoff to
shift to another idle channel for its transmission. In the absence of a suitable idle channel,
this SU is dropped from the network. Thus arrival of a PU triggers unwanted disruptions in
SU transmissions, which may affect the reliability of the sensitive applications like healthcare
monitoring. Therefore, use of CRN as a backhaul needs to take into account such disruptions
and the designed BNC should be intelligent enough to detect such scenarios and take suitable
actions. Real-world implementation of WBAN over CRN backhaul, therefore, faces unique
challenges in spectrum sensing and analysis, spectrum mobility and sharing [10], along with
the appropriate tuning of wireless device parameters and regulations on spectrum usage.

In addition, to the spectrum sensing and sharing challenges, another crucial aspect that
affects efficient design of backhaul CRN for WBAN is the energy-efficiency of the BNC
that serves as a SU. A high energy-efficiency ensures prolonged battery life of the BNC, i.e.
more time between two recharge cycles. Interestingly, implementation of WBAN over CRN
in general, and achieving high energy-efficiency in particular, depends on the CRN policy.
More in detail, if the CRN is designed to have a CBS that is resourceful enough in terms of
higher computation capabilities it may perform spectrum sensing and resource scheduling
on behalf of all the SUs, making the entire process centralized and very energy-efficient.
However, if the CBS is part of a basic CRN as envisioned in IEEE 802.22 [46], where the role
of the CBS is limited to assigning PU channels to the SUs based on information derived from
a whitespace database. Then the spectrum sensing operations required to provide additional
protection to PUs need be performed individually by the SUs while still ensuring maximum
energy-efficiency of the SUs. Accordingly, in this thesis, we consider both centralized
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sensing at CBS and individual SU sensing scenarios for energy-efficient WBAN deployment
over backhaul CRN.

Thus it is inferred from the discussion in this section that the use of CR in- i) WBAN
for health monitoring as a standalone network as per the IEEE 802.15.6 standard and/or,
ii) a CRN backhaul for WBAN as part of e-healthcare architecture, can prove to be a
determining factor towards ensuring energy-efficient and cost effective ubiquitous health
monitoring which will ensure better quality of life and provide proactive and affordable
healthcare for all. To this end, in this thesis we focus on the “Design and Implementation of
Energy Efficient Wireless Body Area Network over Cognitive Radio Platforms” where the
design and implementation issues are suitable addressed to maximize the energy-efficiency
of communication while maintaining the QoS and reliability requirements of WBAN and
ensuring that interference to PU is kept within a tolerable limit in the backhaul CRN. More
specifically, the design and implementation aspects focused in this thesis as follows:

• Simulation, characterization and implementation of a practical energy-efficient
WBAN as per IEEE 802.15.6 based Scheduled Access MAC (SAM) protocol for
e-healthcare while satisfying the QoS requirements of physiological signals.

• Analytical modelling and performance evaluation of the WBAN as per IEEE 802.15.6
SAM under non-ideal channel conditions and thereby incorporating CR capability
in WBAN sensor nodes to facilitate adaptation of parameters to achieve maximum
energy-efficiency.

• Characterizing and developing an energy-efficient practical real-time CR system in
test-bed for dynamic spectrum access capable of hosting IP based communication
while keeping interference to PUs within acceptable limit.

• Cross-layer design and implementation of an intelligent BNC that serves as a gate-
way between the developed WBAN access layer and backhaul CR terminal to facilitate
reliable, cost-efficient and energy-efficient NRT backhaul transmission of medical
signals. In this regard, the issues related to deployment of the BNC over CRN are also
addressed through individual sensing and optimization.

• Design of centralized framework for a CRN leveraging prediction and scheduling
strategies at the CBS to enable energy-efficient NRT transmission of data by the BNCs.
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1.2 State-of-Art of the Research

As already discussed in the previous section, the proposed research work in this thesis pro-
vides design and implementation solutions after conducting extensive study on the prospect
of IEEE 802.15.6 in WBAN with added CR capability and the prospect of using CRN as
backhaul for WBAN in a 3-tier healthcare architecture. This section provides a brief overview
of these studies and thereby establishes the motivation for the proposed work in this thesis.

Existing wireless healthcare monitoring systems using WBANs exploit the short-range
wireless systems such as ZigBee (IEEE 802.15.4) [47–49], WLANs [50, 51], GSM [52]
and Bluetooth (IEEE 802.15.1) [53, 54]. In these works, mostly sensors are used to collect
medical data from patient’s body and then use short range technologies like Bluetooth
or Zigbee to transfer it to a control unit.The control unit then connects to a gateway like
a mobile device using Wi–Fi link to access Internet. Generally, to minimize the power
consumption and the size of the sensor device, Zigbee has been the most popular choice. In
this regard, WLAN technologies are especially avoided because of their large size and power
consumption used to provide longer ranges (i.e. 100 m). For WBAN communications, in
addition to unlicensed 2.4GHz ISM bands, designers have also used medical bands such as
MICS (Medical Implant Communication Service) (402-405 MHz) and WMTS (Wireless
Medical Telemetry Service) (608–614, 1395–1400, 1429–1432MHz) that are specifically
regulated for medical monitoring by communication commissions around the world [55–57].

As highlighted above, in its initial stages, WBAN communications were primarily setup
following IEEE 802.15.4 standard [22]. The standard was originally meant for Wireless
Personal Area Networks (WPANs) which operate on low data rates. It was designed to
facilitate efficient low-power and low-complexity, short-range radio frequency-based wireless
communication with a support for node-mobility [58]. However, the performance of IEEE
802.15.4 was soon realized to be unsatisfactory as it does not support the improvement of
QoS and increase of data rate. To address this, IEEE 802.15.6 Task Group was setup which
provides a new set of Physical layer (PHY) and MAC layer specifications [23], particularly
for wireless communications involving WBANs. IEEE 802.15.6 is a standard for short range
wireless communication in the vicinity of, or inside the human body. It provides support for
QoS, extremely low power, and high data rates up to 10 Mbps. Figure 1.2 shows that the
current technologies meet the speed requirement of IEEE 802.15.6 in terms of data rates but
not the power requirements of less than 10mW in WBANs. Furthermore, IEEE 802.15.6 is
complaint with the non-interference guidelines, and takes into account the mobility of the
sensor nodes and radiation pattern shaping to minimize the Specific Absorption Rate (SAR)
into the human body.
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IEEE 802.15.6 [23] provides PHY Layer specifications for narrowband, Ultra Wide Band
(UWB) and Human Body Communications (HBC). We won’t focus much on HBC as it not
related to Radio Frequency (RF) communication and it uses human tissue as the medium for
data transfer, that presents its own set of challenges. The narrowband PHY of IEEE 802.15.6
in addition to allowing communication over the 2.4GHz ISM, MICS and WMTS bands,
also specify communication over other less congested ISM bands such as 433MHz band.
While UWB PHY allow data transfer at low power and high bandwidth over 3–10 GHz band.
Although UWB claimed very low power initially in the literature, its implementation in the
integrated circuits have exhibited power consumption more than that of the conventional
narrowband short-range wireless chips [59]. The high power consumption is mainly due to
the receiver design at higher RF with high analog gains at the front-end to receive very low
levels of transmit power. For an implant node in WBAN, UWB will cause high penetration
loss because it operates at high frequencies (3–10GHz for medical applications) [60].

Efficient WBAN system design also requires accurate channel modelling to characterise
the variations is channel conditions which would allow other processes in a node to operate
accordingly. In this regard, the authors in [61, 62] conducted extensive WBAN channel
modeling and show lognormal distribution to best fit the channel characteristics for on-
body narrowband WBAN communications. Similar research work [63] based on UWB
communication over on-body channels have reported that the small-scale fading follows
lognormal distribution.

Regarding MAC layer protocols, the standard provides MAC layer specifications for
CSMA/CA, slotted Aloha, scheduled, un-scheduled and polling based channel access. In
this regard, significant analytical work has been carried out for performance evaluation of
IEEE 802.15.6 using CSMA/CA MAC in [64–66], and slotted Aloha MAC in [67]. In
[64, 65], detailed performance analysis of CSMA/CA has been carried out under saturation
and non-saturation regimes respectively. While [66] provides further analysis under non-ideal
channel characteristics. Chowdury et al. in [67] provided throughput performance analysis
of the slotted Aloha under varied traffic loads.

As explained in [68], the term CR generally refers to a radio system that has the ability to
sense its RF environment and modify its spectrum usage based on what it detects. Conse-
quently, the benefits of incorporating CR capabilities in WBAN were realized and studied in
2012 by Santigo et al. in [69] and Mohammady et al. in [70]. In these works, the authors
use CR to potentially alleviate the problems of medical communication environments like
co-existence with other electronic devices and improvement in spectral efficiency.

With the advent of IoT, the problem that will be faced by next generation 5G networks is
to provide access to a huge number of devices that support IoT applications. Traditionally,
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the 2G-4G systems rely on the so-called orthogonal multiple access. For example- Time
Division Multiple Access (TDMA) in 2G cellular communications [71]. However, such
orthogonal multiple access will be difficult to support for future IoT applications. With IoT,
the cell density in a cellular network will increase many folds and number of available time
slots or bandwidth resources will be insufficient. Due to this, multiple orthogonal access
is not suited for 5G. As a result, it is not without reason that a lot of research has gone
into exploring non-orthogonal multiple access which enables putting a number of users
into limited bandwidth channels [8, 72, 73]. Ideally non-orthogonal multiple access can
strike a better trade-off between system throughput and user fairness. This certainly creates
interference between different users, which will cause some users to experience low data
rates. But interestingly in IoT, there are many devices which should be served timely with low
data rates. One such example is wireless healthcare, where wearable devices (heart monitors,
bio-sensors, etc), BNCs of WBANs need to send patient data timely to hospital severs, but
the data rates used by these devices are not likely high. Leveraging non-orthogonal multiple
access, it is possible to squeeze in a lot of IoT users/devices with different QoS requirements
into the same time slot or frequency channels. In this sense, the concept of non-orthogonal
approaches is very exciting and perfect for the IoT.

One way to illustrate the benefit of non-orthogonal multiple access is as a special use
case of CR technologies. Dynamic Spectrum Access (DSA) through the use of CR permits
admission of new opportunistic users into underutilized channels. This concept of CR was
envisioned in the landmark study by J. Mitola in [74] keeping in mind the prospective
growth in demand for wireless services. Of course opportunistic channel access will cause
some performance degradation for the initial users, but such degradation can be controlled
by maintaining an interference temperature limit or a careful power control mechanism is
carried out among the users. The initial study in this regard was carried out by S. Haykin
in [75], where the author took over from where Mitola had left his preliminary research
on CR. This study has focused on the signal processing aspects of CR and introduced
interference temperature as a metric for quantifying and managing the interference in CRN.
Also this paper discusses the aspects of channel-state estimation and modeling, and describes
the operations of dynamic spectrum management in coordination with the transmit-power
control mechanisms. Both these works subsequently triggered a plethora of contemporary
research on CR and CR based systems in relation to spectrum sensing and analysis [76–78],
management [79] and mobility [80].

However, it was not until 2013-14 when the energy-spectral efficiency trade-offs in using
cognitive radio in 5G were studied by Hong et al. in [8]. In this study, the reasons for
using cognitive cellular network, which integrates conventional licensed cellular radio and
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cognitive radio into a holistic system were highlighted. It was proposed that the CR can be
used to cope with overload traffic in peak hours or provide opportunistic delay-insensitive
multimedia downloads, IoT communication at low cost. Two possible system architectures,
namely non-cooperative and cooperative are illustrated along with various usage scenarios,
three levels of capacity analysis, and two types of capacity metrics that enable a wide range
of energy-spectral efficiency trade-off analysis.

For CR to be employed for DSA by energy constrained IoT devices such as sensors and
BNCs, any proposed scheme needs to be energy-efficient while ensuring high reliability.
Further, they should be robust so as to overcome adverse conditions. The performance of
spectrum sensing depends on detection timing to determine how long and how frequently
spectrum sensing should be carried out. In this regard, periodic sensing framework is
discussed in [81], in which each frame consists of a sensing block and an inter-sensing
block. Subsequently, in [82], a periodic sensing timing is proposed to improve the channel
utilization of CR users while limiting their interference with PUs, taking into consideration
the impact of sensing uncertainties like false alarm and miss-detection [83]. While, Xu et al.
in [84] maximized the channel utilization using an opportunistic spectrum access strategy
for a slotted SU overlaying an un-slotted primary network under interference constraint
and energy consumption constraint. Focus is also given to the design of efficient spectrum
mobility/handoff techniques in [85–87] which handles the sudden arrival of PU during SU
transmission, thereby making CRNs more robust. In this relation, it proposes the use of
cross-layer message passing to facilitate switching of PU channels so as avoid disruption in
SU communication.

Practical validation of proposed theories and mechanisms in CR test-beds comprising
of Software Defined Radio (SDR) boards has mainly been focused towards non-real time
offline processing [88–90]. In the afore-mentioned offline mode of operation most signal
transmission, reception, signal processing and MAC layer processing, are controlled by
external computer software that interact with the SDRs. This obviously does not represent
the real CR test-bed setup. However, more recently a real-time CR test-bed is reported in
[91] where a RECOG model is proposed that configures centrally managed Access Points
(APs) with several cognitive functionalities, while bestowing the SUs with two transceivers
for simultaneous sensing and transmission, and finally implements VoIP and video streaming
applications in the system.

Overall, the novelty and significance of the study are established in Figure 1.6 by drawing
a comparative analogy between the work that has already been achieved in literature and
which aspects are still lacking and need further investigations.
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Existing Works ⇒ Required

WBAN implementation [47–49] IEEE 802.15.6 based WBAN imple-
mentation for energy-efficient health
monitoring

Performance analysis of IEEE
802.15.6 MAC ptocols based on
CSMA/CA and slotted Aloha [64–67]

Performance analysis of IEEE
802.15.6 based scheduled access
MAC and parameter optimiza-
tion using CR under non-ideal
channel conditions for higher
energy-efficiency

DSA envisioned as a solution for IoT
services in 5G [8] and reliability is-
sues related to DSA [85–87]

Design and implementation of highly
reliable and cost-efficient remote
health monitoring using WBAN over
backhaul CRN

Parameter optimization in DSA to
achieve high capacity [81, 82, 84]

Parameter optimization and suitable
framework to achieve maximum
energy-efficiency

Tools used: Mainly analytical and
non-real time implementation [88–90]

Validation in simulation and real-time
hardware test-bed with optimal re-
source utilization

Fig. 1.6 Relevance of the proposed research

Based on the outcome of Figure 1.6, the motivation for addressing the research challenges
in this thesis is established in the next section.

1.3 Motivation

The primary motivation towards conducting the proposed work in this thesis is driven by two
important factors that include:

i) the need to perform detailed analysis of the IEEE 802.15.6 based standalone WBAN
under scheduled access mode and thereby improve the WBAN performance and
energy-efficiency of sensor nodes using the intelligence and adaptability provided by
CR.
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ii) the ability to exploit opportunistic communication as allowed by a backhaul CRN
through DSA policies for achieving spectrum efficient communication and cost-
efficient remote health monitoring using the WBAN.

In view of the enormous significance of these technologies in the Wearable Health
Systems (WHS) and remote health monitoring as highlighted in Section 1.2, the research
community has taken due cognizance of this prospect with several works being conducted on
both standalone WBAN and incorporation of DSA for efficient IoT enabled communication
in future 5G networks, primarily with respect to latency, reliability, energy-efficiency and
cost-efficiency as briefed in previous section. However, it is clear from Figure 1.6 that a
complete performance study of IEEE 802.15.6 scheduled access MAC and the integration
of WBAN over CRN backhaul for NRT remote health monitoring under different scenarios
covering all aspects related to analysis, design and implementations are yet to be carried out
and this drives the impetus for the proposed research work in the thesis. Accordingly, this
section brings out the key areas of focus in the thesis work by discussing the shortcomings of
the relevant works in literature.

To begin with, any analytical study must be suitably verified using real life-like observa-
tions either in simulation models or test-bed prototypes. It is pretty evident from the literature
survey of the previous section that the current works on WBAN based on IEEE 802.15.6 have
laid more focus on the analytical aspects rather than the implementation details. In general,
few simulation models have been developed for Wireless Sensor Networks (WSNs) using var-
ious platforms like NS2 [92], OMNet++ [93], Castaslia [94], OPNET [95]. Castalia provides
an implementation of IEEE 802.15.6 MAC. However, the lack of a proper Graphical User
Interface (GUI) makes coding, realizing network environment and performing simulation a
rather complicated process. OPNET on the other hand has an elaborate GUI. But OPNET
does not have any built-in simulation model based on IEEE 802.15.6 standard. Fortunately,
Jurcik et al. in [96] illustrated a Zigbee implementation that did not use the OPNET Modeler
standard library and the corresponding results obtained were very reliable. This motivated us
to use the design philosophy in [96] and extend it for IEEE 802.15.6 scheduled access MAC
in OPNET. Therefore, due to a lack in simulation models and studies for IEEE 802.15.6
MAC protocols in general, and scheduled access MAC in particular, the initial focal point
of this work is towards developing a comprehensive simulation model for IEEE 802.15.6
scheduled access MAC that will serve as a dedicated platform for conducting further stud-
ies in this discipline. Like simulation models, implementation of WBAN is limited to Zigbee
[47–49] and Bluetooth [53, 54] WPAN technologies. However, WPAN technologies do
not comply with the medical standards in terms of QoS, reliability and increased data rate.
Thus, a comprehensive and detailed implementation adhering to IEEE 802.15.6 standard
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is yet to be performed. Moreover, a test-bed implementation would provide crucial insight
into the mechanisms and available resources in a sensor node. Such knowledge can be
exploited for efficient practical incorporation of CR features in the sensor nodes. There-
fore, motivated by the lack of adequate implementation work regarding IEEE 802.15.6,
the next aim is to develop a WBAN that is based on the IEEE 802.15.6 scheduled access
MAC protocol, capable of tracking multiple attributes of a patient in real-time and inte-
grate it within a remote heath monitoring e-healthcare system. Furthermore, leveraging
on our developed detailed OPNET simulation model, we focus on making the developed
WBAN energy-efficient for longer battery life of sensor nodes. Additionally, to facilitate
an energy-efficient backhaul transmission that incurs low data transfer costs to the users,
we also propose and implement a fast Discrete Wavelet Transform (DWT) based data
compression algorithm at the BNC, termed herein as B-DWT. In this regard, the aim is to
ensure faster execution of B-DWT at the BNC with low memory foot-print.

Focusing on CR test-bed implementation for DSA, it is imperative that detailed test-bed
modeling and performance evaluation with test-bed parameters allows users to study the
device characteristics in real environment under operational conditions at any realistic scale
at real speeds. It gives an insight into the working of the device and helps in understanding
the trade-off between different test-bed parameters. This allows us to re-modify the existing
analytical expressions with test-bed related parameters and study them from new viewpoints.
Considering the design complexities in real-time CR modeling, it is obvious that most of the
works [88–90] have been focused towards offline non-real time processing, and even fewer
[91, 97] works have implemented in real-time CR model for the SUs. While RECOG [91]
configures the Access Points with cognitive abilities to implement real-time applications,
the soft real-time model in [97] utilizes the knowledge of the frequency hopping based PU
traffic behavior to host video-streaming services. However, the model in [91] suffers from the
issues of energy-efficiency and cost-effectiveness due to the use of two transceivers, whereas
the model in [97] does not consider a generic CRN and is thus not widely acceptable. In
short, none of these works deploy “truly cognitive SU terminals” that must be equipped with
sensing, decision, management and mobility functionalities. To this end, spectrum sensing
[76] is by far the most important component for the establishment of SU. Furthermore,
energy-detection is the most common sensing technique used in validation of a wide range of
CR algorithms that rely on spectrum sensing as one of its enabling methods. Apart from this,
another challenge towards real-time processing in SUs is the efficient utilization of the limited
on-board resources such as the Field Programmable Gate Array (FPGA) and Embedded
Processor (EP) resources. Taking all these into account, the focus of this study is to model
a prototype of real-time CR interface or SU through optimal characterization, design and
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implementation of resource and energy-efficient energy detector for DSA to ultimately
enable opportunistic IP enabled communication over PU channels. The developed CR
interface will serve as test-bed for future improvements and medium for proof-of-concept
of proposed models.

Thereafter, the focus shifts from implementation of WBAN and CR to the detailed
analytical study of IEEE 802.15.6 scheduled access MAC protocol leading to optimization
of the network performance and sensor node energy-efficiency using CR based adaptive
techniques. Detailed analytical modeling and performance evaluation allows users to study a
communication network and analyze its performance even before the system is implemented.
It gives an insight into the system performance and helps us understand the tradeoff between
different system parameters. Moreover, it allows a system designer to incorporate methods to
optimize network parameters at the design stage thereby maximizing the system performance
[98]. Performance evaluation of IEEE 802.15.6 MAC protocols through analytical modeling
has mainly been focused towards the CSMA/CA [64–66], and slotted Aloha [67] based
contented medium access. As for the contention free scheduled access, Tachtatzis et al.
[99] performed energy analysis of the scheduled access modes in the context of medical
applications. However, this work does not put forward a complete performance evaluation
of the standard. Taking all these into account, the focus of this work is on the detailed
analytical study of the scheduled access mode leading to closed form expressions for the
frame delay; reliability of data transfer; throughput; energy consumption and Energy-
Efficiency (EE) of the sensor nodes. The next aim to exploit the observations of the
study and leverage CR capabilities of our already developed sensor nodes to implement
adaptation of the allocation intervals and payload sizes based on the channel SNR to
achieve the maximum EE for a particular average frame delay and reliability constraints.

Having developed, characterized and optimized the basic WBAN setup and a real-time CR
terminal for DSA within a CRN, the focus shifts towards integrating these two technologies to
address the need for low cost solutions that will encourage rapid adaptation of ICT in the field
of healthcare particularly for remote healthcare monitoring and also address the impending
spectrum efficiency issues faced by next generation wireless networks due to the advent of
IoT solutions like the ubiquitous health monitoring. Backhaul CRN for DSA will enable
NRT pervasive healthcare which will allow periodic monitoring of patients in both outdoor
as well as indoor environments. However, this imposes strict reliability requirements for the
CRN. One of the issues regarding reliability in CRN is the sudden arrival of a PU during SU
communication. In this regard, handoff through cross-layer interaction between CR MAC and
PHY layers has received considerable attention in [85, 86]. Handoff ensures continuous SU
communication by switching to unoccupied PU channels. However, the reliability/robustness
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requirement of healthcare services require addressing of other possible data loss scenarios
like inability to initiate and/or continue communication due to unavailability of no or proper
PU channels. Literature survey revealed that there has been no effort in this regard from
practical design and implementation perspective. A possible solution to this problem is
giving SUs the intelligence to switch to other licensed WAN technologies if it fails to sustain
a communication over the CRN. Apart from reliability, another essential requirement of
any proposed model targeted towards battery operated SUs like BNCs is the need to ensure
maximum possible energy-efficiency. However, the major limitation of the existing research
work related to energy studies [84] in the field of DSA using CR is that they do not consider
the optimization of energy-efficiency as a ratio of throughput to the energy consumption.
These serve as the motivations for the next work in the thesis that focuses on a complete
design and implementation of cross-layer based intelligent WBAN gateway, which is the
BNC, using CR technology that facilitates cost-efficient WBAN backhaul transmission
by leveraging the novel idea of cross-layer message passing between CR MAC and upper
management layer to facilitate session management and switching between CR backhaul
and conventional licensed WAN. The next aim is to maximize the energy-efficiency of
the backhaul transmission through optimization of inter-sensing duration by the BNC
using computationally efficient convex optimization techniques. Note that, in the present
scenario we consider the fundamental centralized CRN model as envisioned in IEEE 802.22
[46], where the role of the CBS is to assign PU channels to the SUs based on information
derived from a whitespace database. The additional protection to PU communication through
spectrum sensing is to be ensured by the SUs.

There is yet another popular CRN architecture where the CBS performs all necessary
cognitive actions for PU channel access [100], thereby simplifying the SU design. It is
intuitive that this method will be more energy-efficient for the SUs but at the cost of i)
increased resource requirement at the CBS, for example- additional transceivers for CRN
control channel, powerful processors to perform optimizations on behalf of all SUs, and
ii) more message transfer between SU and CBS. Thus considering that resource in not a
constraint for the CBS, the last phase of the work deals with a centralized CRN to facilitate
energy-efficient NRT data transmission by SUs like the BNC of WBANs. As explained
earlier, there has been limited efforts in the domain of energy-efficient transmission over
CRN. Major cause of energy wastage in CRN is due to collisions between SU and PU
systems. Minimization of such interference can thus guarantee enhanced energy-efficiency
as well as reliability in transmission. One possible way to mitigate this interference is
through exploitation of prediction techniques in CRN. In this regard, Hidden Markov Model
(HMM) [101] based prediction has been used in [87, 102] to facilitate handoff in CRNs.
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However, the possibility of using this prediction information towards energy-efficient NRT
SU transmission is yet to be explored. Apart from identifying and optimizing the predictable
PU channels for improved NRT SU communication, the Cognitive Base Station (CBS)
also needs to fairly allocate the predictable channels among the SUs so as to minimize the
total battery consumption. Centralized resource allocation in CRs is discussed in [103–105].
However, they are either maximizing throughput or are database driven which do not consider
sensing uncertainties. Accordingly, with the focus on increasing both the energy-efficiency
and interference rejection capabilities of SUs, the next step of this work is to develop a
framework for centralized CRN at the CBS that incorporates a hardware based HMM
predictor engine on reconfigurable hardware to minimize the prediction time, followed
by detection of predictable PU channels under sensing uncertainties with optimization of
the inter sensing-prediction duration and lastly fairly allocating the predictable channels
among the NRT SUs to minimize the total battery consumption in the CRN.

It is thus inferred from this section that there is a strong motivation for conducting the
proposed research work in the domain of energy-efficient WBAN with CR enabled features
followed by its integration over backhaul CRN for cost-efficient, spectral efficient and energy-
efficient remote health monitoring. In this regard, the primary objectives of this thesis are
outlined as follows.

Objectives of the Thesis

➊ Development of a comprehensive simulation model for IEEE 802.15.6 scheduled
access MAC and implementation of the same in real test-bed for energy-efficient
tracking of multiple attributes of a patient in real-time, followed by its integration
within e-healthcare system with added features like on-board compression of data for
backhaul transmission.

➋ Prototype modeling of real-time CR interface (SU) through characterization and
implementation of resource/ energy-efficient energy detection based sensing for DSA
over licensed PU channels.

➌ Analytical modeling of IEEE 802.15.6 scheduled access MAC under non-ideal
channel conditions to study its performance against varied system parameters, fol-
lowed by CR based adaptive parameter configuration based on the WBAN chan-
nel condition.

➍ Design and implementation of a novel WBAN gateway, called BodyCog-BNC,
that employs CR backhaul communication for cost-efficient remote health monitoring
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while ensuring reliability in data transfer and maximum energy-efficiency, and also
analyzing it to derive closed form expressions for major performance indicators.

➎ Designing a Centralized Scheduling, Sensing and Prediction (CSSP) framework
for a CRN for energy-efficient non-real time communication as encountered in remote
health monitoring using WBAN.

1.4 Thesis Organization

The thesis is henceforth organized as follows.

❖ After the detailed discussions pertaining to the general introduction, contribution and out-
line of the thesis in Chapter 1, Chapter 2 provides the details related to the background
study involving WBAN and CR technologies. A technical overview of the WBAN tech-
nology is provided along with a discussion on the MAC and PHY layer specifications
as laid out by IEEE 802.15.6 standard for its implementation. We also elaborate on the
integration aspects of WBAN within an e-healthcare framework. Next, the evolution
of the CR technology is traced from being adaptive systems to its application for DSA.
Thereafter, we provide a brief overview of the adaptive aspects of CR systems, the CR
cycle and the CRN architecture for DSA. This is followed by a discussion on the wide
array of applications of both the technologies and their related design and implementation
challenges. Finally, we highlight how CR platforms can be leveraged to alleviate the
various challenges faced by WBAN both as a standalone network and when deployed
over an e-healthcare architecture while also addressing the design challenges faced during
such CR implementations.

❖ It is evident from the background study of Chapter 2 that there is an enormous scope of
IEEE 802.15.6 based WBAN in facilitating proactive, affordable and ubiquitous PHS.
Accordingly, the first step towards conducting state-of-art research with this standard
is the design and development of a real life-like simulation model that will serve as a
platform for validating analytical observations and also facilitate performance analysis
and optimization of designed WBANs. Therefore, Chapter 3 deals with the design
of simulation models for WBAN as per the IEEE 802.15.6 specifications. Literature
survey revealed several limitations in the existing simulation models of Wireless Sensor
Networks (WSNs) in general and WBANs in particular. Furthermore, there has been very
limited work on scheduled access MAC of IEEE 802.15.6. Due to this, we developed a
detailed simulation model in OPNET Modeler 16.0 of WBAN following scheduled access



1.4 Thesis Organization 25

MAC of IEEE 802.15.6 protocol employing a hierarchical top-down approach, starting at
the network level, followed by the node level, right up to the process level. In addition
to design of simulation platform, another aspect that is of great significance is using the
simulation model for actual energy-efficient design and implementation of WBAN on test-
bed to facilitate real-time health monitoring and non-real time transfer of small amounts of
WBAN captured data to remote server in an e-healthcare framework. A WBAN test-bed
model will also provide important insight into the sensor node mechanism and resources,
which can be exploited later for embedding CR enabled adaptability. Therefore, Chapter
3 also deals with the hardware and software designs to implement and optimize (with
the help of the simulation model) a WBAN based on scheduled access MAC of IEEE
802.15.6 standard for e-healthcare. Additionally, we also propose a DWT based data
compression technique (B-DWT) to facilitate energy-efficient and low cost backhaul
data transmission by BNC using licensed WAN technologies like GPRS and GSM.
After suitable hardware design, we exploit our developed simulation model to perform
performance analysis and characterization of our WBAN. Finally, the advantages of the
proposed B-DWT technique are also established along with the basics of remote server
and database storage.

Publications:

i) Journal: Lecture Notes in Computer Science (LNCS), Springer Scopus Indexed
(One of the 12 papers selected among 134 submissions).

ii) International Conference Proc. : IEEE COMSNETS, Bangalore, India, Jan’18.

❖ Chapter 2 has already established the potential of CRN in alleviating some of the major
concerns such as spectrum scarcity issues arising due to the deployment of prolific amount
of IoT services like e-healthcare and the necessity for minimizing the data transfer costs
involved in remote health monitoring. Also, Chapter 3 has laid the ground work for
the implementation of remote health monitoring using WBAN. However, the work in
Chapter 3 was focused primarily on WBAN which utilized licensed WAN for backhaul
transmission. However, to introduce CRN at the backhaul of WBAN and truly take advan-
tage of DSA, the first step should be the proper design of a real-time CR interface (i.e.
SU) that can be used for opportunistic IP enabled communication over PU channels in a
CRN. Chapter 4 addresses this issue of practical realization of real-time SUs through
proposed test-bed design, characterization of energy detection based sensing and im-
plementation of a generic CRN test-bed where SUs leverage our proposed Practical
Energy-Efficient Energy Detection (PED) method to sense the PU channels with high
accuracy and then successfully transfer IP packets while keeping the interference to
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PUs within pre-determined threshold. The PED method is further integrated within a
proposed Energy Detection based CR MAC (ECR-MAC) framework developed at the
Embedded Processor (EP) for real-time SU operation. Further, performance analysis is
also performed to establish the superiority of PED method in terms of reduced energy
consumption in spectrum sensing and also study the characteristics of SU operation viz.
interference to PU, detection performance and ROC of spectrum sensing under varied
operating conditions.

Publications:

i) Journal: Elsevier Computers and Electrical Engineering Journal, vol. 45, Jul’15.

ii) International Conference Proc. : IEEE OPTRONIX, Kolkata, India, Mar’19.

Having developed the simulation and test-bed setups of WBAN and CRN in Chapter
3 and Chapter 4 respectively, we now turn our focus towards a finer level of study and
optimization followed by related design and implementation (using our already established
setups) regarding-

i) WBAN communication as per IEEE 802.15.6 scheduled access mode augmented with
CR enabled adaptive features.

ii) WBAN gateway design to interface WBAN with backhaul CRN for cost-efficient
remote health monitoring over an e-healthcare platform.

iii) Optimization in CRN backhaul communication to facilitate energy-efficient NRT
communication.

The aforementioned topics are elaborated in the following chapters.

❖ The focus shifts from implementation to detailed analytical study of WBAN based on
IEEE 802.15.6 scheduled access MAC, followed by suitable optimization to achieve
optimal system performance. Specifically, Chapter 5 deals with detailed mathemati-
cal derivations of closed form expressions of key performance indicators of WBAN
leading to comprehensive performance analysis and subsequent optimization through
suitable tuning of system parameters by exploiting CR capabilities of sensor nodes un-
der non-ideal channel conditions. In this regard, expressions of average frame waiting
delay, throughput, energy consumption and energy-efficiency of the sensor nodes were
derived using queuing techniques. We also elaborate on the non-ideal channel char-
acteristics of WBAN and its effect on the performance indicators. Following this, to
lend credibility to the derived expressions, we validate the analytical model through
simulations performed using our OPNET model developed in Chapter 3. In addition, we
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perform detailed analysis of system performance for variations in allocation intervals,
traffic loads,payload sizes, beacon intervals, information data rate, error probability due to
different modulation schemes and channel SNRs. Finally, by taking note of the trade-offs
in system performance with respect to the selection of allocation intervals and payload
sizes, we propose an implementable Look-up Table (LUT) based approach that allows our
already developed sensor nodes in Chapter 3 to leverage their CR capabilities to sense the
channel SNR and adapt their allocation intervals and payload sizes to achieve maximum
energy-efficiency under frame delay and reliability constraints.

Publications:

i) Journal: IEEE Transactions on Mobile Computing, Feb’19.

ii) International Conference Proc. : IEEE RADIO, Reunion Island, France, Oct’16
(Awarded in YSA Competition).

❖ After suitably studying, optimizing and implementing the standalone WBAN operation
in Chapter 5, and also characterizing and developing a real-time CR terminal in Chapter
4, the next important objective is to design and implement a BNC as a gateway between
WBAN and backhaul CRN to facilitate spectrum efficient and cost-efficient remote health
monitoring. In this aspect, Chapter 6 deals with design and implementation of an in-
telligent WBAN gateway, termed as BodyCog-BNC, that uses CR to opportunistically
access licensed PU channels to facilitate spectral-efficient, cost-efficient and reliable
NRT backhaul transmission of WBAN data. For this, we develop a protocol stack for
BodyCog-BNC that incorporates our proposed cross-layer based BodyCog-BNC Man-
agement Entity (BME) and BodyCog-BNC CR MAC (BCR-MAC) units. Thereafter, we
perform complete design and implementation of the BME and BCR-MAC by develop-
ing the BME Development (BMED) framework and BCR-MAC Development (BCRD)
framework respectively. The operation of these units are based on cross-layer message
passing that enables intelligent session management and spectrum agility depending on
the state of the CRN. Furthermore, with the additional requirement of maximizing the
energy-efficiency of backhaul CR transmission, we formulate our proposed Inter-Sensing
Time Optimization (ISTO) algorithm that uses Karush-Kuhn-Tucker (KKT) based con-
vex optimization to optimally select the inter-sensing duration of the CR cycle under
sensing uncertainties while keeping the PU interference under predetermined threshold.
Closed form analytical expressions are also derived to perform analysis of the developed
BodyCog-BNC in terms of average energy consumption, probability of switching from
CR interface to licensed WAN, the speed of such switching and the cost-efficiency. There-
after, we conduct a comprehensive performance evaluation of BodyCog-BNC for varied



28 Introduction

healthcare applications under different PU activities, detected PU SNRs, control channel
SNRs and CR cost regimes, which establishes its superiority in facilitating reliable cost-
efficient backhaul communication by showing drastic improvement over the existing use
of licensed WAN technologies. Finally, by leveraging i) the WBAN BNC developed in
Chapter 3, ii) the real-time CR terminal created in Chapter 4 and iiii) our proposed BMED
and BCRD architectures, we implement a prototype of BodyCog-BNC and provide a
proof of concept of the feasibility of BodyCog-BNC in enabling NRT remote health
monitoring.

Publications:

i) Patent: "Cross-Layer Apparatus and Method for Cognitive Radio System"- Filed

ii) Journal: Elsevier Physical Communication, May’19.

iii) International Conference Proc. : IEEE TENSYMP, Ahmedabad, India, May’15.

❖ Chapter 6 has already presented the novel idea of exploiting backhaul CRN to address all
the concerns faced by WBAN with respect to low cost backhaul communication and also
that faced by next generation networks in tackling the issue of spectrum crunch due to in-
creasing number of IoT services. However, in Chapter 6 we have shown the integration of
the BodyCog-BNC into a basic CRN as envisioned in IEEE 802.22 [46], where the protec-
tion to incumbent PU communication needs to ensured by SUs through spectrum sensing.
However, we now consider the alternate popular CRN policy [100] where the CBS per-
forms all necessary cognitive actions for PU channel access, thereby simplifying the SU
(BNC) design. Considering that the CBS has ample resources to execute complex opera-
tions, Chapter 7 proposes a centralized scheduling, sensing and enhanced HMM based
prediction framework, termed CSSP, at the CBS to facilitate highly energy-efficient
NRT data transfer as encountered in WBAN based remote health monitoring. To this
end, we design and implement our proposed Hardware based HMM (H2M2) engine at
the CR PHY of CBS that reduces the prediction time significantly thereby improving
the system performance. Thereafter, through performance analysis we establish that
H2M2 reduces interference between SU and PU but at the cost of reduced throughput.
To address this, we introduce our devised Inter Sensing-Prediction Time Optimization
(ISPTO) algorithm that maximizes SU throughput under sensing uncertainties and PU
interference constraint. Following this, we formulate the problem of minimizing the
total battery consumption of all the NRT SUs in the CRN by allocating the appropriate
predictable channels to suitable users based on the operating conditions. For this pur-
pose, we propose Battery Consumption Minimizing Scheduler (BCMS) that solves the
channel assignment problem in polynomial time and also ensures fairness while channel
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assignment. Detailed performance analysis is conducted to demonstrate the remarkable
improvement in energy-efficiency due to use of CSSP over high PU activity channels as
compared to traditional sensing frameworks. Finally, the practical utility of the system
is established with respect to WBAN based remote health monitoring by developing
a prototype model of H2M2 in FPGA board and using it in association with the CRN
test-bed developed in Chapter 4 through a hardware co-simulation environment that shows
a suitable direction of use for future IoT applications.

Publications:

i) Patent: "Method and Apparatus for Energy Efficient Data Transmission in Cognitive
Radio System"- Filed

ii) Journal: Wiley International Journal of Communication Systems, vol. 31(13), Sep’ 18

iii) International Conference Proc. : IEEE IACC, Andhra Pradesh, India, Feb’16.

1.5 Flow of Thesis with Summary of Contributions

The flow of research contributions in this thesis is illustrated by the schematic diagram in the
next picture.
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Research Contributions on
WBAN over CR Platforms Outcome

Design and Implementation of WBAN in Sim-
ulation Model and Test-Bed:

We designed a simulation model of WBAN based
on IEEE 802.15.6 scheduled access mode in OP-
NET platform that is used for performance evalu-
ation, followed by its energy-efficient implemen-
tation in test-bed with B-DWT based data com-
pression at the backhaul within an e-healthcare
framework.

• Strong correlation between WBAN perfor-
mance metrics and system parameters.

• The simulation model is used to suitably select
allocation intervals and payload sizes to maxi-
mize the network capacity and energy-efficiency
within a frame delay constraint.

• BNC is designed to multiplex data from multi-
ple sensors and send it to remote server.

• B-DWT with the help of Bi-orthogonal 4.4
Wavelet filter provides 64% faster execution,
minimizes energy consumption by 67% while
utilizing 2% less memory as compared to tra-
ditional DWT. It also saves 65.25% of storage
space of remote database.

Prototype modeling of real-time CR terminal
(SU) in CRN testbed:

At first, we characterize energy detection based
sensing under actual test-bed conditions. Sec-
ondly, we develop and implement our pro-
posed Practical Energy-Efficient Energy Detection
(PED) method over the ECR-MAC framework that
is incorporated within the embedded processor of
the real-time SU to enable opportunistic IP based
communication over PU channels.

• Sensing time = 3 ms is obtained for a SU re-
ceiver sensitivity of -20dB at 90% detection
probability.

• Exhaustive analysis of normalized-interference
duration and transmission probability under var-
ied operating conditions.

• PED method exploits the already available Car-
rier Sense (CS) module of FPGA PHY core,
thereby minimizing resource utilization.

• PED method reduces energy consumed during
spectrum sensing by 99%.

Analytical modeling and CR enabled optimiza-
tion of IEEE 802.15.6 scheduled access MAC:

We developed closed form analytical expressions
for major performance metrics and study them
against varied system parameters. A CR aided
LUT based implemented solution is proposed to
make allocation interval (AI) and payload size (PS)
selection adaptive to channel SNR to maximize
system performance.

• Closed form expressions provide system design-
ers a tool to suitably tune network parameters
for optimal performance.

• Performance analysis revealed tradeoffs with
respect to selection of AIs and PSs.

• The proposed LUT based approach exploits CR
capabilities of sensor nodes to optimally select
AIs and PSs to optimize EE.

Contributions Outcomes
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Contributions Outcomes

Intelligent WBAN gateway with CR backhaul:

A novel WBAN gateway termed as BodyCog-
BNC is developed which leverages backhaul CRN
communication and cross-layer based spectrum
agility to enable reliable cost-efficient remote
health monitoring by virtue of DSA. A compu-
tationally efficient ISTO algorithm is proposed for
BodyCog-BNC to maximize energy-efficiency of
backhaul CR communication in a CRN under PU
interference constraint and sensing uncertainties.
Lastly, closed form analytical expressions are de-
rived to better analyze the system. Finally, we
provide a hardware prototype of BodyCog-BNC
for practical proof-of-concept.

• A protocol stack for the gateway is envisioned,
which facilitates cross-layer message passing
between CR MAC layer (BCR-MAC) and upper
management layer (BME), which is instrumen-
tal in facilitating intelligent spectrum agility be-
tween opportunistic CR interface and dedicated
licensed WAN ensuring reliable data transfer.

• The CR interface is used more that 94% of
the time, achieving significantly high cost-
efficiency under varied CR cost regimes.

• Cross-layer message passing leads to a mini-
mum 100% improvement in the switching time
as compared to non cross-layer based approach.

A prediction and scheduling framework in
CRN for energy-efficient NRT communica-
tion:

We designed a framework, termed CSSP, at the
CBS (of a CRN with sufficient resources) that
leverages PU arrival prediction information ob-
tained from our developed Hardware based Hid-
den Markov Model (H2M2) predictor engine to
minimize interference between PU and SU and
thereby facilitate energy-efficient NRT commu-
nication. Next, we designed ISPTO algorithm
that determines predictable PU channels and max-
imizes SU throughput under PU interference con-
straint by taking into consideration the effect of
channel uncertainties. Following this, a fair sched-
uler BCMS is proposed that assigns predictable
PU channels to NRT SUs so as to minimize the
total battery consumption. Finally, we implement
a prototype model of the CSSP framework.

• CSSP framework increases system capacity by
allowing NRT users to exploit predictable high
PU activity channels, while RT users can con-
tinue using low PU activity channels using tra-
ditional approaches.

• The H2M2 engine minimizes the predic-
tion time by 76.8% which improves energy-
efficiency of CR cycle.

• ISPTO algorithm obtains optimal solution us-
ing Ridder’s method at quadratic rate of con-
vergence, while BCMS employs Hungarian
method to solve the assignment problem in
strongly polynomial time.

• CSSP framework provides at least 6% and 48%
improvement in energy-efficiency in compari-
son to Base Station Based Sensing and Collabo-
rative Spectrum Sensing respectively at 10 times
stricter PU interference constraint.





Chapter 2

Background Study: WBAN and CR
Technologies

❝ Study the past, it would define the future. ❞

-Confucius, Philosopher

Comprehensive literature survey in the previous chapter has already laid the foundation for
the proposed research work in the thesis. It is quite clear from the interest in this domain
that WBAN is envisioned as a key solution towards providing a proactive, affordable and
ubiquitous healthcare for the citizens. At the same time, it is evident that CR is an essential
technique for achieving highly energy-efficient WBAN communication under non-ideal
channel conditions and also creating low cost energy-efficient backhaul communication
opportunities for remote health monitoring through DSA in the next generation networks
such as 5G networks [8]. Thus, the focus of work in this thesis is to deploy healthcare
monitoring applications by jointly using energy-efficient WBAN and CR platforms.

Accordingly, this chapter provides a technical overview of both these disciplines with
special emphasis on their practical relevance and highlighting the challenges and complexities
involved in such systems. In accordance with the challenges faced by WBAN (both access
and backhaul communication), we illustrate how our proposed methods can address them
through the application of CR technology. However, in doing so, we will encounter certain
CR specific design and implementation challenges which are duly addressed in the ensuing
chapters.
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2.1 Introduction

Ubiquitous healthcare is an emerging technology that promises increase in efficiency, accu-
racy and availability of medical treatment. This is due to the rapid advancements of wireless
communication and semiconductor technologies which led to the development of small and
intelligent sensors that can be used on, around, or implanted in the human body. In this
context, WBANs which are special purpose sensor networks constitute an active field of
research and development as it offers the potential of great improvement in the delivery and
monitoring of healthcare [35]. However, WBAN also introduces a number of challenges such
as scarcity of hardware and radio communication resources, the special properties of the radio
environment under which they operate and different QoS needs for different sensor nodes
operating simultaneously in WBAN. These challenges need to be tackled without sacrificing
the need for high energy-efficiency of the sensor nodes and QoS (like delay) requirements
for healthcare applications. Therefore, the design, analysis and implementation of WBAN
require thorough examination of the critical factors affecting performance such as the
channel models and the MAC protocols employed to coordinate different sensor nodes.
Furthermore, by exploiting the Cognitive Radio (CR) ability of the sensor nodes we can
make WBAN adapt to the channel conditions so as to maximize their energy-efficiency while
satisfying their QoS needs. Therefore, the development of an energy-efficient WBAN also
requires the study of the general mechanism of a CR system.

Moreover, integration of WBAN with ICT technologies can enable administration of
healthcare delivery in a non-invasive manner. It will offer cost savings, and improve the
quality of life of the patients. Based on the application, the gateway of WBAN termed as
Body Network Controller (BNC) can use long distance wireless backhaul communication
technologies to connect to external database server or healthcare center. For this, one of
the primary requirement is proper access to radio spectrum. However, two big waves in
the wireless world are driving the need for more spectrum. First is the boom in bandwidth
savvy applications like video and voice applications, which demand far more capacity than
previous mobile applications. Second is the emerging Internet of Things (IoT) applications
that could quickly overwhelm networks with the volume of connected devices. Remote
health care monitoring is one such IoT application. A CRN [10, 74, 106] is one of the
promising candidates that aims at solving this spectrum scarcity problem through DSA. It
allows these applications to access the idle frequency slots in different spectrum bands [38],
and in doing so, increase the overall spectrum utilization. In addition, as discussed in Chapter
1, backhaul CR communication can enable cost-efficient remote health monitoring which
will allow healthcare providers to reach out to all sections of society. Thus, WBAN based
remote health monitoring is a suitable candidate to exploit backhaul CRN technology, and is
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therefore, another primary focus of research in this thesis. However, DSA over licensed PU
channels presents some unique challenges related to reliability in communication. More in
detail, the unreliability in spectrum sensing operation can often lead to collisions between
PU and BNC transmission. This implies that the BNC must re-send the data leading to
more energy consumption. Other sources of unreliability include error in CRN control
channel and unavailability of suitable free PU channels. Since healthcare applications require
high degree of reliability in transmission, all the aforementioned issues need to be taken
into consideration prior to deploying WBAN over CRN backhaul, while also ensuring
maximum energy-efficiency for the BNCs. Therefore, the use of CR enabled DSA for
low cost energy-efficient WBAN backhaul communication require thorough study of the
primary components of a CRN.

2.1.1 Contributions of this Chapter

As both WBAN and CR technologies have established their strong presence in the respective
domains, this chapter provides a background study of these two technologies. The significant
contributions are summarized as follows.

➊ In this chapter, first we provide a technical overview of the WBAN technology and
the MAC and PHY layer specifications laid out by IEEE 802.15.6 standard for its
implementation. We also illustrate the three-tier e-healthcare architecture to utilize
WBAN for remote health monitoring. Thereafter, the key applications areas of WBAN
are discussed along with the challenges in its design and implementation.

➋ This is followed by the discussion on the CR technology, its evolution from adaptive
systems to its application for DSA. Following this, we provide a brief overview of
the adaptive aspects of CR systems, the CR cycle and the Cognitive Radio Network
architecture for DSA. Thereafter, the applications of the CR technology and the services
that stand to benefit from it are highlighted. Finally, the potential design challenges are
suitably discussed.

➌ Lastly, in view of the applications and challenges of both WBAN and CR, we discuss
our proposed methods of integration of these two technologies in the context of
adaptive energy-efficient WBAN communication and cost-efficient/ energy-efficient
data transfer from WBAN over backhaul to remote server.
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2.1.2 Chapter Organization

This chapter is organized as follows. Section 2.2 provides an overview of WBAN, its
applications and technological aspects. Next, in Section 2.3, we present a detailed discussion
on the CR technology from the viewpoint of adaptive systems and dynamic spectrum access.
Thereafter, Section 2.4 elaborates the potential prospects and applications of CR technology
in WBAN.

2.2 WBANs: Applications and Technologies

WBAN is commonly regarded as a key enabling technology for personal healthcare [17].
The sensors of the WBAN continuously monitor the physiological signals of a patient and
send them to the BNC. The primary implementation strategies of the WBAN include (i) as a
standalone network, which allows citizens to have more responsibility in managing their own
health, and (ii) as part of e-healthcare architecture, which enables remote health monitoring.
Accordingly, in this section, first we provide a brief overview of the WBAN technology along
with its benefits and applications. Then, we introduce the IEEE 802.15.6 standard for WBAN
and the primary challenges in its implementation.

2.2.1 Overview of WBAN Technology

The basic topology of standalone WBAN was depicted earlier in Figure 1.1 and now by
the red dotted-circle in Figure 2.1. Under both scenarios, the WBAN represents a standard
one-hop star topology. The node in the center of the star is placed on a location like the waist
[99, 107] or wrist. This node at the center of the network is termed as the Body Network
Controller (BNC) as it coordinates the activities of the sensor nodes. The BNC can also be
visualized as a smartphone with the special ability to communicate with sensors. The sensors
sense their data and transmit it to the BNC with minimal or no collision. The BNC after
collection of these data can display them graphically to give real-time feedback to the user.

Apart from helping users track their own vitals, WBAN when incorporated within an
e-healthcare architecture can help realize a truly pervasive health monitoring system. The
basic three tier e-healthcare architecture is shown in Figure 2.1. The three different tiers are
as follows:

• Tier-1 (Access Layer): Intra-WBAN communication
• Tier-2 (Convergence Layer/ Backhaul): Inter-WBAN communication
• Tier-3 (Service Layer): Beyond-WBAN communication
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Fig. 2.1 3-tier e-healthcare architecture where the red dotted-circle represents a WBAN.

Tier-1: Access Layer- This basically denotes the network interaction of WBAN nodes
and their respective transmission ranges (∼ 3 meters) in and around the human body. The
WBAN depicted earlier in Figure 1.1 is the Access Layer denoted as Tier-1 of Figure 1.3.

Tier-2: Convergence Layer/Backhaul- This tier represents the communication between
BNC and one or more access points (APs) or Base Stations (BSs) as the case maybe. The APs
can be considered as part of the infrastructure, or even be placed strategically in a dynamic
environment to handle emergency situations. Tier-2 communication aims to interconnect
WBANs with various networks such as WLANs, or long distance communication technolo-
gies like GPRS, 3G, LTE, upcoming 5G networks, which can easily be accessed in daily life
as well as cellular networks and the Internet [35]. The more technologies supported by a
WBAN, the easier for them to be integrated with applications. In this regard, the medium
distance technologies like WLAN can enable real time tracking of patient data in home or
hospital environment [108], whereas long distance communication technologies by using IP
communication can facilitate truly ubiquitous Non-Real Time (NRT) transfer of recorded
WBAN data over to Tier-3 as explained next.

Tier-3: Service Layer- The design of this communication tier is for use in metropolitan
areas. An Internet gateway can be used to bridge the connection between Tier-2 and this tier
[6]. However, the design of Tier-3 for communication is application-specific. For example,
in a medical environment a database is one of the most important components of the service
layer as it includes the medical history and profile of the user. Based on this, doctors or
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patients can be notified of an emergency status through either the Internet or a Short Message
Service (SMS). Additionally, Tier-3 allows storing all necessary information of a patient
which can be used for their treatment [35].

2.2.2 WBAN Applications

WBAN has a wide array of applications including military, ubiquitous health care, sport,
entertainment and many other areas. These applications can be classified as either medical or
non-medical as can be seen as Table 2.1. The main characteristic in all WBAN applications
is improving the user’s quality of life [6].

Table 2.1 Applications of WBAN

Medical

Real-Time

Assessing soldier fatigue and battle readiness
Aiding professional and amateur sport training

Sleep staging
Biofeedback

Non-Real Time

Remote monitoring as an alternative to in-clinic follow-up
Aid patients with hypertension
Keep track of chemo patients

Study epileptic seizures
Ambient assisted living

Non-Medical
Real-time streaming

Entertainment applications
Secure authentication

2.2.2.1 Medical Applications

WBANs have a huge potential to revolutionize the future of health care monitoring by
diagnosing many life threatening diseases and providing real-time patient monitoring [108].
Accordingly, the medical applications can be further classified based on the architecture of
WBAN: i) Real-Time (RT) monitoring applications, ii) Non-Real Time (NRT) applications.

Real-Time Medical Applications

Most of the real-time applications employ a standalone WBAN providing real-time feedback
to the user. Some of these applications are mentioned below:

1) Assessing Soldier Fatigue and Battle Readiness- By using WBANs, the activity of
soldiers in the battlefield can be readily monitored even under harsh conditions, which can
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be instrumental in reducing the probability of injury while providing improved monitoring
and care in case of injury.

2) Aiding Professional and Amateur Sport Training- WBANs can be used to provide moni-
toring parameters and real time feedback to the users allowing performance improvement
and preventing injuries related to incorrect training [109].

3) Sleep Staging- On an average about 27% of the world population suffers from sleep
disorders. Such disorders can lead to cardiovascular diseases, sleepiness at work place and
drowsy driving. Sleep disorders can be realized through a polysomnography test which
requires analysis of a number of biopotentials recorded overnight in a sleep laboratory.
However, this test involves a lot of wires that disturb the patient’s motion and initiates
artifacts and noise that reduce the signal quality. WBANs are capable of eliminating cable
clutter, thereby effectively improving the quality of the signal recorded [110].

4) Biofeedback- Biofeedback refers to the measurement of physiological activity plus other
potential useful parameters and feed them back to the user allowing him to learn how to
control and modify his physiological activity with the aim of improving his health and
performance [111, 112]. To this end, the WBAN sensors implanted or placed in the human
body can monitor physiological parameters, and help patients to maintain their health
through biofeedback phenomena such as temperature analysis, blood pressure detection,
Electrocardiography (ECG), Electromyography (EMG), among others.

Non-Real Time Medical Applications

The NRT medical applications primarily rely on long distance backhaul communication to
provide pervasive healthcare to citizens. Some of these applications are mentioned below:

1) Remote Monitoring as an Alternative to In-Clinic Follow-up-Telemedicine enables remote
delivery of patient care using integrated health information systems and telecommunication
technologies and allows scientists, physicians and other medical professionals around the
world to serve more patients. In fact, thanks to body sensors for providing sensed signals, that
can be gathered and effectively stored in remote database or processed to obtain reliable and
accurate physiological estimations and allow distant doctor to have near-real time opinions for
medical diagnosis and prescription. Such smart health care system can provide applications
for diagnostic procedure, maintenance of chronic condition and supervised recovery from a
surgical procedure. Thus, this comes as a safe, cost-effective and comfortable alternative to
face-to-face follow-up visits. For example: Short interval ECGs can be periodically sent to
physicians/ remote database over backhaul even while traveling, and different alerts can be
configured online. An example of a similar system is CardioMessenger [113] developed by
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Biotronik in Germany that uses cellular network as backhaul technology. Significant events
can be reported by fax, e-mail or text message in order to ensure optimal follow-up.

2) Aid Patients with Hypertension- A 24x7 healthcare monitoring of patients with chronic
condition like hypertension is not practical for healthcare providers. However, regular
monitoring can be greatly beneficial for increasing patient outcomes.

3) Keep Track of Chemo Patients- The hospital can give out smart watches with inbuilt
sensors to patients to help them stick to their medication regiment and additionally provide
the ability to easily and regularly track and report their symptoms and temperature.

4) Study Epileptic Seizures-Some patients with epileptic seizures experience negative side
effects when they are on their medication or are otherwise still at risk. Using sensors, the
BNC can collect information about patients’ seizures to help understand and diagnose these
neurological conditions. This can be accomplished by collecting data before, during and
after a seizure and sending it to remote healthcare facility or records for analysis.

5) Ambient Assisted Living- The ubiquitous Internet connectivity of WBANs allows for
networking of the devices and services in home care known as Ambient Assisted Living
(AAL), where each WBAN wirelessly communicates with a back-end medical network
[114]. AAL aims to prolong the self-conducted care of patients that are assisted in their
home, minimizing the dependency on intensive personal care, increasing quality of life
and decreasing society costs. In fact, ambient assisted living will foster a new generation
of IT systems with characteristics such as anticipatory behaviour, context awareness, user
friendliness and flexibility [115].

2.2.2.2 Non-Medical Applications

Though the primary aim of WBANs is to serve the medical applications, for completeness of
the topic we also list some of the non-medical applications where it can be useful.

1) Real Time Streaming- This class of applications involve video streaming such as video clip
capturing by the camera in a cellular phone, and 3D video. Audio streaming is also possible
through voice communication for headsets for instance listening to music, listening to the bus
schedule information on the bus stop, or explanation of art at the museum, or multicasting
for conference calls. This category also includes vital sign and body information-based
entertainment service, stream transfer which is used for remote control of entertainment
devices, body gesture recognition/motion capture, identification, emotion detection and to
monitor forgotten things by sending an alert to the owner.
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2) Entertainment Applications- This category consists of social networking and gaming ap-
plications. Appliances such as MP3-players, microphones, head-mounted displays, cameras,
and advanced computer appliances can be used as devices integrated in WBANs. They can
be used in virtual reality and gaming purposes (game control with hand gesture, mobile body
motion game and virtual world game), exchanging digital profile/business card, personal
item tracking and consumer electronics.

3) Secure Authentication- This application refers to utilizing both physiological and behav-
ioral biometrics such as iris recognition, fingerprints and facial patterns. This is one of the
key applications of WBANs due to duplicability and forgery, which has motivated the use of
new behavioral/physical characteristics of the human body, in essence multi-modal biometric,
gait and electroencephalography [35].

2.2.3 IEEE 802.15.6 Standard for WBAN

In its initial stages, WBAN communications primarily followed the Bluetooth [21], Bluetooth
Low Energy (BLE) [116], Zigee/ IEEE 802.15.4 [22] standardization. However, these
standards are not suited for WBAN-communications. The Bluetooth and Zigbee standards
were designed to support WPANs operating on low data rates. The purpose of it was
to provide an efficient low-power and low-complexity, short-range radio frequency based
wireless communication standard with a support for node-mobility [58]. However, these
protocols failed to meet the increased Quality of Service (QoS), reliability and data rate
needs for WBAN. Coming to BLE, it was adopted towards the backend of 2010 for low data
rate (small packets) and infrequent communication from nodes to a hub in a mobile phone
or web service where the critical low power requirement is needed. It was not designed
for applications requiring high reliability and has inefficient support for multiple nodes.
In addition, all the aforementioned standards do not satisfy the medical communication
requirements because of close proximity to the human body tissue. Thus, a standard model
was required for the successful implementation of WBANs addressing both its consumer
electronics and medical applications.

In view of the aforementioned shortcomings, IEEE 802.15.6 Task Group in 2012 provided
a new set of PHY layer and MAC layer specifications [23], particularly for wireless commu-
nications involving WBANs. It describes its aim as follows: “To develop a communication
standard for low power devices and operation on, in or around the human body (but not
limited to humans) to serve a variety of applications including medical, consumer electronics,
personal entertainment and other.”
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2.2.3.1 Requirements of WBANs in IEEE 802.15.6

The main requirements of IEEE 802.15.6 standard are listed below [61, 109, 117–119]:

• WBAN links should support bit rates ranging from 10 Kbps to 10 Mbps (see Figure 1.2).
• Packet Error Rate (PER) should be less than 10% for a 256 octet payload for a majority

(95%) of the best performing links based on PER.
• Nodes should be capable of being removed and added to the network in less than 3 seconds.
• Each WBAN has to be capable of supporting 256 nodes.
• Reliable communication should be ensured by the nodes in all conditions even when the

person is on the move. Unstable channel may lead to reduced channel capacity but it
should not cause data loss. Such non-ideal channel conditions can arise due to postural
body movements of a person which may result in shadowing effect and channel fading.
Moreover, WBAN nodes may move individually with respect to each other, or the WBAN
itself may move location resulting in interference.

• Jitter, latency and reliability should be supported for WBAN applications that require
them. Latency should be less than 125 ms in medical applications and less than 250 ms in
non-medical applications whilst jitter should be less than 50 ms.

• Co-existence of on-body and in-body WBANs within range should be supported.
• Up to 10 randomly distributed, co-located WBANs should be supported by the physical

layer in a 6m3 cube.
• The transmission power of WBAN nodes should range between 0.1mW (-10dBm) to 1mW

(0dBm). This complies with the FCC’s Specific Absorption Rate (SAR) of the of 1.6 W/Kg
in 1g of body tissue 1.

• WBANs should be able to operate in heterogenous environment by cooperating with other
co-located networks to receive information.

• A WBAN can employ different technologies such as UWB in addition to narrow-band
transmission to cover different environments and support high data rates.

• WBANs must incorporate QoS management features to be self-healing and secure as well
as allowing priority services.

• WBANs should be able to incorporate power saving mechanisms to operate under power
constrained environment.

2.2.3.2 IEEE 802.15.6 MAC Layer Specifications

Within a WBAN, the BNC, also termed as the hub, coordinates the channel access for the
sensors. For this, IEEE 802.15.6 working group defines a MAC layer on top of the PHY

1http://www.fcc.gov/oet/rfsafety/sar.html
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layer. Broadly, there are three mechanisms by which the hub coordinates the channel access
for the sensors. They are as follows:

1. Beacon mode with beacon period superframe boundaries
2. Non-beacon mode with superframe boundaries
3. Non-beacon mode without superframe boundaries

Out of these, the most commonly used and accepted access mode by researchers and
developers is the beacon mode with superframe boundaries [64–66]. It specifies a time
reference for the nodes and hub in WBAN which divides the time axis into beacon periods
(superframes) bounded by periodic beacon transmissions as shown in Figure 2.2 [23], where
B stands for beacon. Each super-frame is further composed of allocation slots of equal length
TS and numbered from 0, 1,. . . , j. . . , X , where X ≤ 255. The allocation slots are further
classified into different access phases that define precisely what kind of channel access can
be employed within it. It consists of an Exclusive Access Phase 1 (EAP1), a Random Access
Phase 1 (RAP1), a Type I/II phase, an Exclusive Access Phase 2 (EAP 2), a Random Access
Phase 2 (RAP 2), a Managed Access Phase (MAP), and a Contention Access Phase (CAP).
The hub transmits a B2 frame to mark the beginning of a non-zero CAP.

Fig. 2.2 Layout of access phases in a beacon period (superframe) for beacon mode.

The different access mechanisms within the access phases can be classified as-

1) Scheduled access and variants (connection-oriented contention-free access)- In this
access mechanism, the hub uses MAP to arrange scheduled uplink, scheduled downlink, and
scheduled bilink allocation intervals. Scheduled allocations may be 1-periodic or m-periodic
allocations, except that a node shall not have both 1-periodic and m-periodic allocations in
the same BAN.

2) Unscheduled and improvised access (connectionless contention-free access) – This access
mechanism utilizes posting or polling for resource allocation.

3) Random access mechanism– In this access mechanism, the nodes strive for resource
allocation via either the slotted Aloha procedure or CSMA/CA. EAP1 and EAP2 are utilized
for high priority traffic such as reporting emergency events; while CAP, RAP1 and RAP2 are
only used for regular traffic.
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Based on the application requirements, except RAP1, the hub may disable any of these
access periods by setting the duration length to zero.

2.2.3.3 IEEE 802.15.6 PHY Layer Specifications

The PHY layer of IEEE 802.15.6 [23] is responsible for the following tasks: activation and
deactivation of the radio transceiver, Clear Channel Assessment (CCA) within the current
channel and reliable data transmission and reception. The choice of the physical layer
depends on the target application: medical/non-medical, in, on and off-body. The PHY layer
provides a procedure for transforming a Physical layer Service Data Unit (PSDU) into a
Physical layer Protocol Data Unit (PPDU). In this regard, IEEE 802.15.6 specifies three
different PHY layers:

1. Narrow Band (NB),
2. Ultra-Wide Band (UWB), and
3. Human Body Communication (HBC).

We elaborate on these PHY layers by their frequency bands, modulation options, and
some key features. The frequency bands and bandwidths of the different PHY layers are
shown in Figure 2.3 [17] and summarized in Table 2.2 [23].

Fig. 2.3 IEEE 802.15.6 frequency bands [17].
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Table 2.2 Frquency bands and bandwidths of different PHY layers of IEEE 802.15.6 [23]

PHY Layer Frequency Bandwidth

Human Body Communication
16 MHz 4 MHz
27 MHz 4 MHz

Narrow Band Communication

402-405 MHz 300kHz
420-450 MHz 300 kHz
863-870 MHz 400 kHz
902-928 MHz 500 kHz
950-958 MHz 400kHz

2360-2400 MHz 1 MHz
2400-2438.5 MHz 1 MHz

UWB Communication
3.2-4.7 GHz 499 MHz

6.2-10.3 GHz 499 MHz

Narrow Band (NB) PHY Layer

The narrowband proposals are used for both medical and non-medical systems. NB PHY is
responsible for data transmission/reception, activation or deactivation of the radio transceiver
and CCA in the current channel. Based on the NB specifications, in order to construct PPDU,
the PSDU has to be pre-appended with a Physical Layer Convergence Protocol (PLCP)
Preamble and a PLCP Header as shown in Figure 2.4. The PCLP preamble aids the receiver
in carrier-offset recovery, packet detection and timing synchronization. The PCLP header
is sent after the PCLP preamble via the data rates given in its operating frequency band. It
transfers the necessary information required for successfully decoding a packet to its receiver.
The PLCP Header can be further decomposed into PHY Header, Header Check Sequence
(HCS) and BCH Parity bits. The PSDU, which is the last component of PPDU contains a
MAC header, a MAC frame body and a Frame Check Sequence (FCS) [23].

Fig. 2.4 Standard PPDU structure.
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For NB PHY, seven frequency bands are proposed including Medical Implant Com-
munication Service (MICS) within 402-405 MHz, Wireless Medical Telemetry Service
(WMTS), and Industrial, Scientific, and Medical (ISM) band which comprises of 863-870
MHz, 902-928 MHz, 950-958 MHz, 2400-2483 MHz bands. The un-licensed ISM band in
2400-2483 MHz suffers strong interference [120] from other co-existing wireless devices
which use technologies like IEEE 802.15.4 and IEEE 802.15.1. The sixth band (2360-2400
MHz) of NB PHY is assigned for medical device use. Importantly the 2360-2400 MHz band
is not an ISM band; hence, interference is significantly reduced compared to the 2400+ ISM
band. Considering the 420-450 MHz band, the sub-band 433.05-434.79 MHz is an ISM
band which experiences both less interference and superior transmission properties such
as less shadowing and attenuation from the body similar to MICS bands. NB PHY uses
Differential 8-Phase Shift Keying (D8PSK), Differential Binary Phase Shift Keying (DBPSK)
and Differential Quadrature Phase Shift Keying (DQPSK) modulation techniques except
at 420- 450 MHz where it uses the Gaussian Minimum Shift Keying (GMSK) modulation
technique.

Ultra-Wide Band (UWB) PHY Layer

UWB systems are mostly suitable for the WBAN non-medical system. The UWB PHY is
used for communication between on-body devices and for communication between on-body
and off-body devices. The UWB system has some advantages such as low radiated power,
large bandwidth to mitigate multipath effects, and scalability of the data rates.

The design of UWB PHY is not only in order to improve the robustness of the WBAN, but
also provides opportunities for implementation of high performance, low complexity and low
power consumption operation. There are two different types of UWB technologies included
in the UWB PHY. Namely, Impulse Radio UWB (IR-UWB) and Wideband Frequency
Modulation (FM-UWB). In IR-UWB, the transmitter only needs to operate during the
pulse transmission, producing a strong duty cycle on the radio and the expensive baseline
power consumption is minimized. FM-UWB exploits high modulation index of Frequency
Modulation (FM) to obtain an UWB signal. FM-UWB implements processing gain by
increasing the transmission bandwidth of a message signal similarly to a spread-spectrum
system. This constant-envelope approach, where peak power equals average power, yields
a flat spectrum with steep spectral roll-off. Due to the high processing gain, FM-UWB
technology combines low complexity with robustness against interference and multipath.

Two frequency bands exist in the UWB PHY: high band and low band; each of which are
divided into channels with a bandwidth of 499.2 MHz. The low band only has 3 channels:
(1-3). Channel 2 is considered as a mandatory channel with the central frequency of 3993.6
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MHz. The high band has eight channels: (4-11). Channel seven is considered as a mandatory
channel with the central frequency of 7987.2 MHz. All other channels are considered to be
optional. At least one of the mandatory channels has to be supported by a UWB device. Data
rates are typically in the range of 0.5 Mbps to 10 Mbps with 0.4882 Mbps for the mandatory
channel [120].

Human Body Communication (HBC) PHY Layer

Human Body Communication (HBC) is also called Electric Field Communication (EFC) in
some early literature, because EFC is the basis behind the physical realization of HBC that
uses human body for medium access. In EFC, data is sent across devices placed on or near
the body by a near electric field. Its transmitter is implemented with only digital circuits and
needs one electrode, instead of antenna. The realization of the receiver needs no RF modules,
which makes equipment easy to carry and power consumption is very low. The HBC PHY
has a bandwidth of 4 MHz and operates in two frequency bands centered at 16 MHz and 27
MHz. The United States, Japan and Korea support both of these frequency bands whereas
Europe only supports the 27 MHz operating band. The data rates are distributed in 164.1kbps,
328.1kbps, 656.3kbps, or 1312.5kbps.

2.2.4 Challenges in WBAN

The challenges in relation to design and deployment of WBAN are highlighted as follows:

1. Non-Ideal Channel Model- One of the primary aspects of efficient WBAN design is
to ensure reliable operation considering that one of the target applications is healthcare.
Meeting this requirement needs accurate propagation modeling of the channel. The
modeling should consider the peculiarities of the WBAN channel i.e. on-body, off-body
and in-body. In this regard, Smith et al. in [61] have considered the WBAN channels and
the IEEE 802.15.6 standard to provide an insight into the propagation characterizations.
It was shown that small-scale fading in narrowband communications is best modeled by
either lognormal distribution or gamma distribution. While UWB communication is best
modeled by lognormal distribution. Any proposed PHY or MAC layer method should
therefore take into consideration the appropriate channel model and also evaluate the non-
ideal effects such as degradation in channel SNR leading to bit-error rate, corresponding
re-transmission and resulting delays in data communication. Channel SNR can also vary
due to mobility of the WBANs. Though WBAN as a unit is relatively static, however
the entire WBAN can be mobile due to movement of concerned patients. Therefore, a
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WBAN should be adaptive enough to vary its operating parameters so as to maximize its
performance under all conditions.

2. Energy-Efficiency- One of the main constraints in WBANs is the limited power supply
of the sensor nodes. It is even more critical for implant nodes, where frequent battery
replacement is not a viable option. A widely accepted metric to estimate the effect of an
algorithm or protocol on battery consumption is its energy-efficiency. Mathematically,
energy-efficiency is given as the ratio of throughput obtained to the energy consumed.
It is inversely related to the total battery consumed to send a certain amount of data.
Therefore, higher the energy-efficiency, lesser is the battery consumption. However,
improving throughput and reducing energy consumption are two conflicting aspects of
communication. Hence, careful modeling and study is required to ensure maximum
energy-efficiency of a proposed method while still satisfying the QoS requirements like
frame delay of the healthcare applications. In addition to this, intelligent duty-cycling
[33] to prolong battery life is also an important consideration for sensor nodes which are
involved in periodic monitoring of physiological signals.

With regards to a BNC, since it is likely to be rechargeable, the energy-efficiency of a BNC
is less critical as compared to sensor nodes. However, it still needs to be maximized so as
to prolong the intervals between battery recharges, and thereby save the cost of electricity.
Therefore, the NRT backhaul transmission by the BNC needs to made energy-efficient
by means of techniques like data compression that can reduce the amount of data to be
transmitted and adaptation to communication channel conditions for optimal performance.

3. Resource Constraint- All the sensors nodes and the BNCs are primarily resource con-
strained microcontroller based devices with limited storage and processor power. This
means less buffer space for storage and limited processing speed. Hence, a computation-
ally intensive algorithm might take up significant amount of communication time leading
to buffer overflow and packet loss. Thus, any proposed solution needs to be lightweight
and easily implementable which has less memory footprint and small processing time.
In this regard, faster memory read and write operations can be leveraged as opposed to
complex mathematical evaluations by low power microcontrollers.

4. Interference- It is highly likely that a WBAN may encounter other WBANs in its vicinity.
Therefore, coexistence and/or interference mitigation between a WBAN and its neigh-
bor WBANs is a crucial consideration. To this end, IEEE 802.15.6 [23] have proposed
multiple techniques such a beacon shifting and frequency hopping and active superframe
interleaving. Apart from the afore-mentioned techniques, other available methods involv-
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ing application of game theory, iterative water-filling based power allocation can also be
adapted for interference mitigation.

5. Security- Little study has been done in the area of security for WBANs. Additionally,
due to stringent resource constraints in terms of power, memory, communication rate
and computational capability as well as inherent security vulnerabilities, the security
specifications proposed for other networks are not applicable to WBANs. The practical
deployment of WBANs and the integration of convenient security mechanisms requires
knowledge of the security requirements of WBANs [121].

6. Cost-Efficiency of Backhaul Transmission- One of the primary objectives of Remote
Health Monitoring (RHM) is to provide affordable pervasive healthcare. Therefore,
reducing the operational cost of a WBAN for RHM is of vital importance. Among the
several factors affecting the cost of RHM, one of the recurring components is the cost
involved in transferring data over backhaul. Though the cable Internet connectivity is
widely spread and low cost, but mobile Internet connectivity is yet to go long way for
low cost solution, especially in developing country. Apart from data compression which
obviously reduces the data transfer cost, a possible solution to address this issue is by
employing Dynamic Spectrum Access (DSA) over licensed bands to opportunistically
send small amount of NRT healthcare data without interfering with the licensed users.

Thus, it is inferred from this section that several unique challenges and constraints are
posed by WBAN. The primary requirements of WBAN is to ensure highly energy-efficient
and reliable transfer of healthcare information from sensor to BNC while satisfying the strict
QoS needs. While for backhaul transmission, the primary concerns are energy-efficiency
and cost-efficiency. Taking cue from this, in the next section we study Cognitive Radio
technology which can an enabler of the above-mentioned objectives.

2.3 Cognitive Radio: From Adaptive Wireless Systems to
Dynamic Spectrum Access

In the late 1990s, nearly all telecommunications radios comprised of a Digital Signal Proces-
sor (DSP) to implement modulation and signal processing functions, and a General Purpose
Processor (GPP) to realize operator interface, network signaling, and system overhead func-
tions. This architecture is attractive to a manufacturer as the same basic electronics can
be reused for each new radio design, thereby reducing engineering development, enabling
volume purchasing, and optimizing production of a common platform, while retaining the
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flexibility for sophisticated waveforms and protocols. To tap the power, attractiveness to
the consumer market and the ability to add additional functionality that is highly tuned to
market specific applications, some manufacturers called their radios Software Defined Radios
(SDRs). SDR has been defined as a radio platform whose functionality is at least partially
controlled or implemented in software.

In the late 2000s, many radios made the software functionality available for various
classes of adaptivity and significantly extend user support functionality. This initiated the
generation of Cognitive Radios (CRs). Thus, with minimal additional hardware, additional
software features will enable users, network operators, spectrum owners, and regulators to
accomplish much more than with the fixed application radios of an earlier generation.

As discussed, CRs are highly agile wireless platforms capable of autonomously choosing
operating parameters based on both prevailing radio and network conditions [75, 122]. Con-
sequently, CRs have the potential to revolutionize how devices perform wireless networking.
For instance, CRs are capable of transmitting in unoccupied wireless spectrum while min-
imizing interference with other signals in the spectral vicinity; that is, Dynamic Spectrum
Access [10, 11, 123]. Therefore, in this section, first we discuss the general relationship
between CR and SDR to realize an adaptive wireless communication system. Thereafter, we
study how DSA is made possible using CR technology. Following this, we list the varied
application areas of CR that lays the foundation for its use towards WBAN and remote health
monitoring. Lastly, we discuss the different challenges in realizing an individual CR node or
a Cognitive Radio Network (CRN).

2.3.1 SDR and CR Relationship to Realize Adaptive Wireless Systems

It is useful to define what the authors refer to as a cognitive radio. Cognitive radio can be
described as a node with an ability to form an awareness of its environment and context,
make decisions and inferences from this information combined with knowledge of the user’s
objectives, act in a manner that attempts to accomplish the user’s objectives, and optionally
learn from these experiences for possible use in the future [75, 124]. The foundation of a
cognitive radio is essentially a wireless communications stack capable of being dynamically
reconfigured. One of the ways of implementing CR is by using a SDR, which is a wireless
device where some or all of the physical layer (PHY) and the rest of the communications stack
is implemented in software, or can be configured using a software mechanism. Cognitive
functionality may have an influence on all or many of the layers in a communications stack
and is not just limited to the PHY only.

Therefore, as highlighted above, SDR is one of the core enabling technology for cognitive
radio. SDR can provide a very flexible radio functionality by avoiding the use of application
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specific fixed analog circuits and components. One of the most popular definitions of
cognitive radio, in fact, supports the above argument clearly: “A cognitive radio is an SDR
that is aware of its environment, internal state, and location, and autonomously adjusts its
operations to achieve designated objectives.”

One of the simplest conceptual model that describes the relation between CR and SDR
can be described as shown in Figure 2.5. In this simple model, CR is wrapped around
SDR. This model fits well to the aforementioned definition of CR, where the combination
of cognitive engine, SDR, and the other supporting functionalities (e.g. sensing) results
in cognitive radio. Cognitive engine is responsible for optimizing or controlling the SDR
(which comprises all the layers of a communication system) based on some input parameters
such as that are sensed or learned from the radio environment, user’s context, and network
condition. Cognitive engine is aware of the radio’s hardware resources and capabilities as
well as the other input parameters that are mentioned above. Hence, it tries to satisfy the
radio link requirements of a higher layer application or user with the available resources
such as spectrum in terms of bandwidth (both in time allocated and frequency allocated) and
power. Compared to hardware radio where the radio can perform only single or very limited
amount of radio functionality, SDR is built around software based digital signal processing
along with software tunable Radio Frequency (RF) components. Hence, SDR represents a
very flexible and generic radio platform which is capable of operating with many different
operating parameters at different layers of the protocol stack. For example, at the PHY it may
be the selection of different bandwidths over a wide range of frequencies and using many
different modulation and waveform formats; while at the MAC layer it may be selection of
different access periods, packet sizes or relays based on channel conditions; similarly, at the
Network layer it may be selection of optimal routing path in a network.

Fig. 2.5 The illustration of relationship between SDR and cognitive radio [34].
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From this, it follows that CR functionality requires at least the following capabilities:

• Flexibility and agility, the ability to change the waveform and other radio operational
parameters on the fly.

• Sensing, the ability to observe and measure the state of the environment, including
spectral occupancy. Sensing is necessary if the device is to change its operation based
on its current knowledge of RF environment.

• Learning and adaptability, the ability to analyze sensory input, to recognize patterns,
and modify internal operational behavior based on the analysis of a new situation, not
only based on pre-coded algorithms but also as a result of a learning mechanism.

Equipped with the above mentioned capabilities we now discuss one of the most signifi-
cant applications of CR which is Dynamic Spectrum Access.

2.3.2 Dynamic Spectrum Access

With the increasing demand for additional bandwidth to support existing and new services,
both spectrum policy makers and communication technologists are seeking solutions for
this apparent spectrum scarcity. Additionally, in this era of IoT, there is an upscale surge
in the use of device-to-device communications and vehicular communications that in turn
aggravates the spectrum congestion problem. Meanwhile, measurement studies have shown
that much of the licensed spectrum is relatively unused across time and frequency [38, 125–
129]. Nevertheless, current regulatory requirements prohibit unlicensed transmissions in
these bands, constraining them instead to several heavily populated, interference-prone
frequency bands. To provide the necessary bandwidth required by current and future wireless
services and applications, the FCC has commenced work on the concept of unlicensed users
“borrowing” spectrum from spectrum licensees [130]. This approach to spectral usage is
known as Dynamic Spectrum Access (DSA). With recent developments in CR technology, it
is now possible for these systems to simultaneously respect the rights of incumbent license
holders while providing additional flexibility and access to spectrum.

An example of how DSA would work can be illustrated in Figure 2.6 [131], where
parts of the spectrum between 928 MHz and 948 MHz are occupied over both frequency
and time. However, it can be observed that there also exists portions of the spectrum that
are unoccupied for a significant period of time, making them suitable candidates for sec-
ondary access by unlicensed wireless devices in a DSA framework. Nevertheless, when
accessing these unoccupied frequency ranges within licensed spectrum, the secondary wire-
less device must ensure that it does not interfere with the operations of the Primary User
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(PU) transmissions. Interference may occur when the Out-Of-Band (OOB) radiation of the
secondary transmission exceeds the tolerable levels, contaminating the PU transmission if
located relatively close in the frequency domain. Simultaneously, given the time-varying
nature of wireless transmissions, a spectrum that might be unoccupied at one time instant
could potentially be occupied at a subsequent time instant. Consequently, the CR platform
must be environmentally aware and rapidly reconfigurable to prevent Secondary User (SU)
interference of PU transmissions.

Fig. 2.6 Example of spectrum holes in the frequency band 928–948 MHz [131].

Two types of spectrum access are proposed for the SUs in CRN. The first policy is the
Opportunistic Spectrum Access (OSA) [132] or overlay access scheme, where the SUs can
access the spectrum on temporal basis provided that the PUs are absent. The second policy is
the Concurrent Spectrum Access (CSA) [132] or underlay spectrum access, where the SU
transmits with restrained transmission power so as to maintain the interference to PU below
a certain threshold level. Both these policies are depicted in Figure 2.7.

The basic cognitive capability of a CR user as discussed in the previous sub-section
allows the SUs to follow a basic CR cycle which is discussed next.
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(a)

(b)

Fig. 2.7 Dynamic spectrum access in CRN with respect to (a) Overlay policy, and (b)
Underlay policy.

2.3.2.1 CR Cycle

The basic CR cycle is depicted in Figure 2.8. Every SU follows this CR cycle with minor
modifications and performs the following essential operations.

1. Spectrum Sensing- This is one of the most critical aspects of CRN, where the CR detects
the spectrum holes through periodic sensing mechanisms (energy detection, matched
filter, cyclostationary feature detection etc.) and determines the suitability of a particular
wireless channel for hosting SU applications. It is imperative that higher the accuracy of
sensing, more is the success rate in terms of increasing system capacity and subsequent
spectrum utilization. On the other hand, imperfect spectrum sensing can lead to the
undesirable conditions of false-alarm (where channel is detected busy even though it
is idle) and miss-detection (where channel is detected idle when it is actually occupied
by PU). Both of them can severely degrade the SU performance in terms of system
under-utilization as well as increased levels of harmful interference with the PUs.
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Fig. 2.8 Basic CR cycle [10].

2. Spectrum Analysis- This step follows the spectrum sensing part, where the SU uses
the sensing outcome to analyze the channel conditions before considering the wireless
channel as an “opportunity” for transmission. This is important because considering
the unreliability of the wireless environment, the sensed channel must be analyzed and
characterized in terms of different factors (including interference levels, path loss, wireless
link errors, link layer delay, holding time of PUs, etc.). Based on this analysis, the SU
enters the third phase.

3. Spectrum Decision- Here the SU takes any of the three decisions namely: i) the decision to
transmit in the current channel considering favorable channel conditions for the underlying
SU transmissions; ii) the decision to halt transmission when the current channel is analyzed
to be unsuitable for sending SU packets. This is followed by the decision to perform
spectrum handoff to another available idle channel; and finally, iii) the decision to drop
from the channel when the operating channel is inapt for SU transmissions and no other
idle channel is available at that time instant.

Collectively, spectrum sensing, spectrum analysis and spectrum decision constitute the
CR cycle. Thereafter, when these SUs are deployed in the network along with the PUs,
the network becomes a Cognitive Radio Network. The resultant network architecture is
discussed as follows.
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2.3.2.2 Cognitive Radio Network

The components of the CRN architecture, as shown in Figure 2.9, can be classified in two
groups as the primary network and the CR network. The CRN may be further categorized as
either infrastructure based network or an ad-hoc network.

Fig. 2.9 CRN Architecture [10].

In the infrastructure-based network, the CRN comprises of the SUs, the Centralized
Base Station (CBS) and White Space Database [10]. These base stations provide single
hop connection to the SUs by means of which these SUs can access other networks like
the Internet. The white space database helps in providing PU activity information of the
PU channels in the CRN. The centralized CRN is most suitable for backhaul/long distance
communication and communication requiring Internet access like in ubiquitous remote health
monitoring.

In the ad-hoc network, the SUs operate independently, either non-cooperatively [133] or
in collaboration with each other [134, 135]. There is no centralized entity to control their
actions. As with any ad-hoc network, the efficiency of the ad-hoc CRN depends on the timely
decision-making capabilities of the SUs, which, unless properly planned, can severely restrict
the overall system capacity of the network.
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In this thesis, we are primarily concerned with the use of backhaul CRN for deployment
of efficient remote health monitoring as an IoT application over next generation cellular net-
works like 5G. Therefore, it is imperative that we study the possible scenarios of integration of
CRN within 5G cellular networks. For this, Hong et al. in [8] have proposed to use Cognitive
cellular networks which are defined as cellular networks that employ CR to lease addition
spectrum outside the licensed cellular bands [136]. Among the different architectures pro-
posed in [8], the architecture which is of great interest to our specific objective is illustrated in
Figure 2.10. It shows a standalone CRN that overlays the existing licensed cellular network.
A Base Station (BS) may have both or one of the radio interfaces. As illustrated in Figure
2.10, one usage scenario is to use the power-limited cognitive Radio Resource (RR)2 for
users near a macrocell BS, while the licensed RR is reserved to serve users further away.
Another promising case is to deploy cognitive small cells (or femtocells) that use cognitive
RR to cover traffic hotspots or coverage gaps. Compared to licensed-band-based small cells,
cognitive small cells can offer potentially higher capacity and better interference protection
to the macrocell. Another possible usage scenario highlights service differentiation. For
example, services with strict QoS requirements can be scheduled to the (higher cost and more
reliable) licensed radio interface, whereas services with relaxed QoS requirements can be
delivered over the (lower cost and less reliable) cognitive radio interface. We are interested
in exploiting the last concept of service differentiation where CR backhaul can be used for
cost-efficient transfer of NRT healthcare information while incorporating innovative ways to
ensure high reliability and energy-efficiency.

Fig. 2.10 Architecture and usage scenarios of cognitive cellular networks [8].

2The radio resource (RR) at a particular band can be characterized by the bandwidth, maximum transmit
power, and reliability (or availability)
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2.3.3 Cognitive Wireless Communication Applications

Cognitive radio comes with multitudes of features. The majority of these attributes are
“Awareness”, “Sensing”, “Learning”, and “Adaptation”. For better understanding and organi-
zation of each application and their relationship with “cognitive concept” we classify the CR
applications as:

i) Wireless resource optimizing applications
ii) Communication quality enhancing applications

iii) Service specific applications

In general, many of these applications across groups can benefit from each other, their
territories may overlap, and they can (individually or combined) work together to improve
wireless communication. As resource optimization and quality enhancement applications are
closely related they are discussed under the same heading as follows.

2.3.3.1 Resource Optimization and Quality Enhancing Applications

Wireless resources are limited. This scarcity in resources demands careful consideration and
planning in their usage. The conventional radio resources encompass spectrum, network
infrastructure, power and battery. Table 2.3 summarizes the various resources and their
respective applications. We briefly illustrate each resource related application separately.

Table 2.3 CR applications in wireless communication

Wireless resources Brief description of related CR applications

Knowledge
Awareness of available knowledge and sensing their changes
Utilization of knowledge

Power
Prioritizing tasks according to power level
Power control according to channel and mobile position
Power control according to audio and visual activity

Energy
Maximizing battery life by optimizing transmission power, trans-
mission time, channel sensing time, duty cycle, packet size, mod-
ulation level

Spectrum Detection, accessing and management of available spectrum

Network

Cross layer optimization
Autonomous selection of optimum route and topology
Network security against intruders/hackers
Self diagnosis and repair of network components
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1) Knowledge- Knowledge comprises of information on the individual entities within a
communication link. Measured and predicted values of channel related information such
as link quality, Signal-to-noise Ratio (SNR), and channel fading parameters might also
be considered as knowledge. This knowledge can be used to appropriately select suitable
parameters. For example- awareness of channel conditions such as fading characteristics,
noise and/or interference levels will help select suitable Forward Error Correction (FEC)
scheme, interleaving length, modulation order, and type, etc. Similarly, spectrum knowledge
beyond traditional concept of fixed spectrum can lead to transmission over variable spectrums
and variable dimensions of channel space.

2) Power- Optimizing power is vital for maintaining sustained wireless communication link.
Major CR applications involving power optimization are adaptive power control according
to link quality, optimizing power by shutting off in case of low priority applications to better
utilize it in case of emergency such as “911”, adaptive routing mechanism based on available
power of other nodes.

3) Energy- Optimizing the energy consumption of a wireless node/system allows the com-
municating nodes to prolong their battery life and/or extend the life-cycle between successive
recharges and also enable greener communications. For example, maximizing the energy-
efficiency of implant sensor nodes within human body, like in pacemaker, will allow patients
to use their devices for long periods of time without the need for a replacement, which might
require the patient to undergo a inconvenient, cumbersome and costly medical procedure. CR
due to its adaptive ability can optimize the transmission parameters like transmission power,
transmission time, channel sensing time, duty-cycle, packet size etc. to allow systems/nodes
pump out more data over a network for lesser energy consumption, thereby maximizing the
energy-efficiency.

4) Spectrum- The overcrowded spectrum partitioning impose additional usage of available
spectrum in alternate dimensions and instances (such as different times of day). Cognitive
intelligence brought forth a breakthrough in this “additional usage” of spectrum such as
cellular GSM bands, spectrum holes in unused public safety bands or TV bands, unlicensed
bands in ISM and 60GHz bands. Utilizing these bands require the DSA capability that
broadly follows the cognition cycle described in Figure 2.8.

5) Network- Optimizing network within a specific link can depend on individual and/or
multiple participating nodes. Individual node task carried out by CR that affects overall
network performance involves cross-layer optimization where functions of multiple protocol
stacks are optimized or considered jointly, and network learning which includes utilizing
network resources so as to improve network capacity, handle multiple applications, and
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prioritize applications at times of network congestion. The collaborative network tasks
performed over multiple nodes include i) optimum route identification and re-configuration
to network resource utilization and minimization of network delay and cost, ii) autonomous
change of network topology to establish and maintain communication between source and
destination, iii) detecting or diagnosing faulty parts of a network and providing self-healing
without human intervention, thereby minimizing network downtime.

6) Interference- Interference in wireless systems limits the expansion of communication
domain in terms of user, network, spectrum, time, space and geographical coverage capacity.
CR helps mitigate interference such as self-interference due to inter-symbol interference
and/or inter-carrier interference by dynamically sensing frequency and time selectivity of
channel and adjusting its own transmitter/receiver parameters or other user interference. In
spectrum sharing environment, CR can intelligently determine the presence of PU using
several parameters such as SNR values, channel fading parameters, spectrum usage statistics,
and geographical location and avoid any possible interference on primary from secondary or
vice versa.

7) Link Adaptation- A communication link can be affected by a number of factors such as ra-
dio environment, mobility, data rate, available spectrum, network, and individual application
requirements. CR employs various techniques to handle these factors and maintain desired
link quality. The techniques involve adaptive source coding based on the type of data such
as voice, text, video etc., adaptive channel coding, adaptive modulation to balance power
efficiency and spectrum efficiency, adaptive carrier frequency selection by sensing available
spectrum and accordingly adapting its carrier frequency. Also there are some technology
specific adaptations available such as selection of cyclic prefix size, Fast Fourier Transform
(FFT) size, and number of carriers in Orthogonal Frequency Division Multiplexing (OFDM),
and adaptive selection of duty cycle and number of pulses per bit in impulse radio based
UWB technology [137].

2.3.3.2 Service Specific Applications

Service specific / end user products utilize the benefits of cognitive influence in wireless
communication applications. It may be impossible to capture all present and future products
within this section therefore, some of the major ones are described here.

1) Office and Home Environment- In an office environment, the CR can prioritize a radio
network connection according to pre-set priority status. For example, a conference among
the CEOs can receive the highest priority in network connection and available spectrum
occupancy. Then the next level of priority is set forth and so on. The priorities can be set at
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times of network initialization and can be updated on a regular basis within a central control.
Each wireless work station can communicate with the central control and download the
priority table. Similarly, in a home environment, data transfer application like gaming and
video streaming over CR enabled WiFi may have higher priority as compared to Machine-to-
Machine (M2M) communications like periodic temperature update.

2) Low Cost Broadband Connectivity- A significant advantage of opportunistic spectrum
usage due to DSA is the ability to offer cost-effective broadband access in general and more
particularly in remote and rural areas. This is particularly important from the perspective
of developing nations such as India [138]. Here, unlike cable internet, the cost of mobile
internet is still considerably higher. This acts as a fundamental deterrent towards adaptation
of humanitarian technologies such as remote health monitoring at every strata of the society.
To this end, IEEE 802.22 standard for Wireless Regional Area Networks (WRANs) [39] is
the first CR standard that proposes to use several un-utilized Very High Frequency (VHF)
and Ultra-High Frequency (UHF) TV broadcasting bands to provide cost-effective wireless
broadband access to rural areas. This unused spectrum is also known as the Television
Band White Space (TVWS). Thus CR through DSA can be leveraged to provide low cost
broadband connectivity to people which in effect will drive other IoT services like remote
monitoring/e-Healthcare.

3) QoS and QoS Management- CR can be used to prioritize certain applications to satisfy
specific QoS needs. This may include prioritizing connection such as dropping streaming
audio if there is an incoming call; selection of appropriate channel bandwidth that matches
endpoint codecs and allowing adaptive compression to balance application and voice band-
width usage. CR can also intelligently degrade the supplied services in accordance with link
quality changes and battery power reduction.

4) Emergency and Disaster Relief- In a disaster situation, the private wireless networks such
as a cellular networks can be inoperable and the public safety spectrum can be overcrowded
due to numerous emergency connections. Under such situation, cognitive radio can utilize
available licensed/unlicensed spectrum holes and heterogeneous network components to
create and maintain temporary emergency connection. As an example, CR can establish a
communication link over GSM band using WLAN access points.

5) Underwater Acoustic Communications- Typically, the Underwater Acoustic Communica-
tion (UWC) based systems are prone to high levels of path-loss and noise. Therefore, sharing
this spectrum among different underwater systems (underwater vehicles, fleet, acoustic sen-
sor networks for underwater exploration, etc.) is a challenging task, given the fact that this
spectrum exhibits spatio-temporal variations in its characteristics. For example, the path-loss
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of the medium changes with depth and seasons, the noise is amplified by waves and human
activities, and the nearby active sonars can diversely affect the environment. Thus, CR can be
used to mitigate these interferences by selecting suitable channels with less interference and
adaptation of transmission power to minimize interference with other existing underwater
devices and sonars.

6) Smart Grid- Increasing population coupled with higher demands for power have put severe
constraints on the existing power grids, as a result of which system reliability, power quality
and consumer satisfaction have witnessed a gradual decline over the years. In addition, the
harsh environmental conditions surrounding these power grids including dynamic topology
changes, interference and fading concerns, and connectivity issues have created challenging
problems in relation to establishing wireless communication in these grids. Consequently, this
has led to the development of CR enabled next-generation power grids, commonly referred
to as “Smart-Grids” (SG). These SGs are modernized versions of the traditional power grids
and comprise of the advanced ICT infrastructure. CR technology further aims to increase
the system capacity by addressing the challenges of wireless link failures and extreme
environmental conditions in these power grids, through DSA based spectral management
policies [139]. In this regard, CRN can be put to good use for several SG services such
as, i) advanced metering architecture, ii) distributed electric generation, iii) power outage
detection, and iv) wide area monitoring.

7) Health Monitoring- The application of cognitive radio can also bring improvements in
areas of proactive and affordable health-monitoring both at personal level through RT WBAN
communication and at the remote level via efficient NRT backhaul communication. This is
the topic of this thesis and we will elaborate on this in the next section.

2.3.4 Challenges in CR

In view of the complexities inherent in general CR systems and DSA via CRNs, the key
challenges in relation to their successful design and deployment are highlighted in this section
as follows.

1. Sensing Issues- The primary challenge lying in the design of the CR module for DSA is
the ability to detect the PU presence with minimum complexity in a very short time [140]
and ensure successful transmission by SU (if that channel is idle). Another challenge in
spectrum sensing is keeping the interference to PUs within a pre-determined threshold.
Interferences to PUs can arise due to uncertainties in sensing such as false-alarm and
miss-detection. Possible solutions to minimizing these interferences to PUs involve
collaborative sensing among SUs, optimization of sensing and inter-sensing durations or
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use of prediction techniques as proposed later in this thesis. In addition, depending on the
application level requirements there might be further need to achieve different objectives
like maximization of throughput, energy-efficiency while satisfying different constraints
such as delay limit, maximum energy consumption or minimum throughput etc.

2. Spectrum Management Issues- Different spectrum management issues are faced by
individual CR nodes and centralized CBS of a CRN. The spectrum analysis by a CR node
to determine the quality of a channel must not be based on SNR values alone. Rather,
different parameters like PU traffic activity, path-loss, fading and shadowing models, etc.
must be taken into account during analysis. Also, spectrum decision by a CBS is greatly
affected in heterogeneous networks, where different types of SUs exist (for example, RT
and NRT SUs). Care must be taken to ensure assignment of suitable channels, design of
queuing models and call admission control policies to satisfy the overall objectives such
as maximization of the number of users in the system without compromising the service
quality, or minimization of the total energy consumption of all the SUs. Finally, spectrum
management must also include the necessary framework that will support different SUs
while allowing the reconfiguration of the underlying CR modules.

3. Spectrum Mobility Issues- When several channels are available to the SUs in a CRN,
the decision framework must decide the target channels where SUs can perform handoff
as and when required. This requires the design of suitable Target Channel Sequence
(TCS) for each SU, which should be updated with time to capture the variation in network
dynamics. Then, the next challenge lies in performing the spectrum handoff without
causing serious degradation to the supported applications. This is a difficult task, given the
fact that spectrum handoff requires SUs to change their operating frequency and involves
significant overhead depending on the underlying hardware.

4. Spectrum Sharing Issues- Different spectrum sharing issues might arise depending on
the type of the CR system. Some of the possible scenarios are discussed below. For
non-coordinating CR users sharing the same channel (e.g.- unlicensed channel), there is a
need to consider the effect of an individual action on other existing systems. One solution
is to employ game theoretic approach to construct individual objective functions called
utility functions that considers both the gain in individual performance and degradation of
performance other systems. For example, increase in power to attain higher throughput
might cause interference to other coexisting users, the same might be applicable to every
user in the system. This can be viewed as a game and solved in a distributed manner to
achieve Nash equilibrium. Considering SUs in a CRN, the spectrum sharing issue can
be addressed through cooperation and coordination among the entities. One solution is
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to use Common Control Channel (CCC) which allows the signaling message to be sent
over a dedicated channel. Use of CCC can enhance the coordination among these SUs
both in infrastructure based networks and ad-hoc networks. However, PUs have authority
to access the licensed channel and CCC is not exempted from this. Thus CCC must be
regularly updated and this updated information should be communicated to the SUs.

5. Layered Model Issues- Apart from the MAC layer issues (spectrum sharing, manage-
ment) and PHY layer operations (spectrum sensing, reconfiguration, transmission), chal-
lenges exist in the upper layers of the SUs. For example, the opportunistic nature of PU
channel access in a CRN means that the channels may be blocked due to random PU
activities. Then, either the transmission needs to be re-routed or else the SUs must wait
for the recovery of the original path, which is again a spectrum decision problem that
needs to addressed by upper layers. Also, the typical congestion control mechanisms in
the transport layer cannot directly be applied to the CRN. This is attributed to the unique
problem in CRN where it is difficult to determine the exact cause of packet drop, that
is, whether packet loss occurred due to congestion or due to emergence of the PUs. One
solution is to develop explicit mechanisms where the source nodes can determine the PU
activity through detection mechanisms and accordingly control their data traffic rate.

6. Cross-layer Design Issues- It is pretty evident from the background study in this section
that cross-layer design is an integral aspect in a CR system. The most important is the
cross-layer interaction between the MAC layer (for spectrum management and/or decision
making) and the PHY layer (for spectrum sensing and/or transmission operations). The
challenge lies in designing the related policies in each layer in such a way that they
complement each other. For example, if the channel SNR of WBAN degrades, then the
allocation interval of sensor nodes in scheduled access mode of MAC protocol needs
to be increased to keep frame delay for different applications within permissible limit.
Similarly, the payload sizes may be reduced to improve the reliability of data transfer. We
will discuss more on this later in Chapter 5. Likewise, in DSA, during spectrum handoff,
cross-layer interaction is required among the PHY, MAC, Transport and Application
layers. To cite an instance, whenever an SU changes its operating frequency based on the
handoff design, the same information has to be used by the Transport and Application
layers so as to minimize the abrupt degradation in service quality.

7. Resource Constraint Issues- The available resources, in terms of computation power,
memory, storage etc., in a SU or CBS is also an important consideration in designing
efficient algorithms. For instance, the computation complexity of an algorithm needs to



2.4 WBAN over CR Platforms 65

be analyzed from the perspective of feasibility in real test-bed to realize its applicability
in real world scenario.

8. Cognitive Radio Policy Issues- Policy related issues primarily deal with the way the PU
channels are assessed and/or sensed. There are many factors that may affect the CRN
policy makers and the network operators while selecting a specific model. Some of the
important factors are- standardization requirement, resource and cost considerations etc.
In this regard, the fundamental model for centralized CRN as envisioned in IEEE 802.22
[12] directs the CBS to assign PU channels to the SUs based on information derived from
a white-space database. While additional protection to PU communication can be ensured
by the SUs through spectrum sensing. As compared to this, another CRN architecture, as
used by Tamal et al. in [100], allows a CBS to perform all necessary cognitive actions for
PU channel access. An obvious advantage of this model is simpler SU design, however
this is at the cost of complex framework for the CBS requiring more resources.

Thus, it is inferred from this section that unique challenges and constraints are posed by
CR based communication in comparison to traditional wireless networks. On top of that,
when application-oriented studies are carried out by leveraging CR technologies either as
an adaptive system or through DSA, the additional requirements of these applications must
also be taken care of. This demands joint formulation of application-oriented policies such
that both the application objectives as well as the fundamental objective of CR systems are
fulfilled. Taking cue from this, the next section presents the application oriented study of CR
enabled RT WBAN applications and the NRT transfer of WBAN captured data over CRN.

2.4 WBAN over CR Platforms: Prospects and Applications

As already discussed in the previous section, the primary objective of CR technology is to
make a transceiver adaptive to its environment so as to maximize its performance under all
conditions. While that of CRN is to reduce spectrum congestion, utilize the bandwidth at
the maximum and provide low cost broadband access. At the same time, considering the
immense importance of WBAN in personal healthcare, supporting highly energy-efficient
WBAN communication under non-ideal channel conditions and allowing WBAN to transfer
near-real time IoT enabled data at low-cost to remote server is an imminent requirement.
Therefore, the afore-mentioned requirements of WBAN make it a suitable candidate to be
implemented over CR platform. Accordingly, Table 2.4 summarizes the challenges faced by
WBAN (with respect to both access and backhaul communication) as highlighted in Section
2.2.4 and how they are addressed in this thesis through the application of CR technology.
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However, as already discussed in Section 2.3.4, the CR implementation also presents specific
challenges which need to be addressed. Accordingly, Table 2.4 also lists the techniques
adapted by us to mitigate such CR specific issues.



Table 2.4 Summary of WBAN and CR challenges as addressed in this thesis

WBAN Challenges CR Solution to WBAN issues Challenges in CR Implementation Solutions to the CR Issues

Non-Ideal WBAN channel con-
ditions leading to reduced relia-
bility, increased frame delay and
lower energy-efficiency of sen-
sor nodes.

An Adaptive MAC protocol fol-
lowing IEEE 802.15.6 standard
that allows the sensor nodes to
modify the MAC & PHY param-
eters (payload sizes and alloca-
tion intervals in scheduled ac-
cess mode) based on the chan-
nel condition and optimize the
energy-efficiency of the nodes
under frame delay and reliabil-
ity constraints.

Exploiting complex numerical tech-
niques to implement adaptive alloca-
tion intervals and payload sizes will
be resource intensive for low power
microcontrollers of the sensor nodes
and will thereby affect real-time de-
lay constrained WBAN communica-
tion.

Instead of numerical approach, a LUT based
technique to adapt the allocation intervals and
payload sizes based on channel SNR will be
more efficient.

The WBAN backhaul commu-
nication faces the following
challenges- Spectrum conges-
tion in conventional networks
due to huge volume of IoT appli-
cations like remote health mon-
itoring and high data transfer
cost over licensed WAN tech-
nologies.

DSA over licensed bands using
a centralized CRN overlaid on a
licensed cellular WAN will pro-
vide enhancement in spectrum
capacity and a low cost solution
for data transfer.

Need to ensure reliable data
transfer to the remote server
taking into account the op-
portunistic nature of CRN.

Need to ensure maximum energy-
efficiency for BNC transmission over
CRN while keeping the interference
to PUs within predetermined limits.

Based on the CRN policies and
available resources the CBS in
centralized CRN may perform
selective operations.

A cross-layered BNC is proposed that allows
switching from backhaul CRN to licensed WAN
interface of the BNC in the event of failure
in attaining a channel from CBS or sustain-
ing communication over allocated PU channels.

Regarding energy-efficiency maximization, first
we consider the situation when the CBS only
allocates channel and obtains PU activity in-
formation. Based on this CRN policy, we
propose methods that allow channel sensing
and energy-efficiency maximization to be per-
formed by BNCs while taking into account PU
interference constraint and sensing uncertainties.

In case, the CBS has sufficient resources, then
we propose a centralized framework that ex-
ploits efficient prediction technique at the CBS to
significantly minimize the interference of back-
haul communication with PU transmission and
thereby improve the energy-efficiency. More-
over, the CBS can apply a proposed fair schedul-
ing mechanism to allocate predictable PU chan-
nels to appropriate NRT users in the network to
minimize the total battery consumption.





Chapter 3

Modeling of WBAN based on IEEE
802.15.6 Scheduled Access MAC using
OPNET with Energy-Efficient Test-Bed
Implementation for e-Healthcare

❝ Design is not just what it looks like and feels like. Design is how it works.❞

-Steve Jobs, Apple Inc.

As clearly evident from the previous chapters, there is an enormous scope of IEEE
802.15.6 based WBAN in facilitating proactive, affordable and ubiquitous PHS. However, use
of WBAN also presents stringent challenges with respect to ensuring high energy-efficiency
and satisfying strict QoS constraints coupled with different MAC layer requirements and
non-ideal channel characteristics. This necessitates the need to conduct intensive research
in this emerging discipline with respect to performance analysis and optimizations that are
suitably validated or guided by simulation results. Accuracy and credibility of the simulation
output in these studies are strongly dependent on the proper design of the simulation model.
However, in the absence of any such simulation model of WBAN based on IEEE 802.15.6
standard, the first step towards conducting full-fledged research in this domain is to develop a
comprehensive simulation model. This model will serve as a platform for validating analytical
observations and also facilitate performance analysis and optimization of designed WBANs
in the thesis. Accordingly, one of the objectives of this Chapter is to build a detailed
simulation model in OPNET Modeler 16.0 of WBAN following Scheduled Access MAC
(SAM) of IEEE 802.15.6 protocol employing a hierarchical top-down approach, starting
at the network level, followed by the node level, right up to the process level.
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In the next phase of work, we use the simulation model for energy-efficient design
and implementation of WBAN on real test-bed to facilitate real-time health monitoring
and non-real time transfer of small amounts of WBAN captured data to remote server in
an e-healthcare framework. The designed WBAN test-bed in general, and the WBAN
BNC in particular, will serve as the precursor to designing the gateway between WBAN
and backhaul CRN, which will be the topic of discussion later in Chapter 6. Through the
developed test-bed model we also gain important insight into the sensor node mechanism
and resources, which we later exploit for embedding CR enabled adaptability in Chapter 5.
Therefore, this chapter also deals with the hardware and software designs to implement
and optimize (with the help of the simulation model) a WBAN based on IEEE 802.15.6
SAM for e-healthcare. Additionally, we also propose a DWT based data compression
technique (B-DWT) to facilitate energy-efficient and low cost backhaul data transmission by
BNC using licensed WAN technologies like GPRS and GSM. After suitable hardware design,
we exploit our simulation model to perform performance analysis and characterization of our
WBAN. Finally, the advantages of the proposed B-DWT technique are also established along
with the basics of remote server and database storage.

3.1 Introduction

Personal Health Systems (PHS) through wearable devices is considered as a key solution
towards enabling proactive, affordable and ubiquitous healthcare monitoring. It allows moni-
toring of one’s vital physiological signals like electrocardiograms (ECG), electromyogram
(EMG), pulse oximeters, dosimeters, movement alarms and many more, while allowing
them to engage in their normal activities instead of staying at hospital or home or close to a
specialized medical device. This can be achieved through a network consisting of intelligent,
low-power, micro and nano-technology sensors and actuators, which can be placed on the
body, or implanted in the human body (or even in the blood stream), providing timely data.
Such networks are commonly referred to as Wireless Body Area Networks (WBANs) [17].
They allow citizens/patients to have more responsibility in managing their own health and
interacting, whenever is necessary, with care providers. In addition to proactive healthcare,
long-term use of WBANs also reduces healthcare costs by removing the need for costly
in-clinic visits or in-hospital monitoring of patients.

Further, due to the remarkable progress in Internet and Communication Technologies
(ICT), WBANs can be integrated with Internet by transmitting the data using long distance
communication technologies comprising Wide-Area Access Networks (WANs) like cellular
communications, e.g. GSM, GPRS, 3G, 4G. This is termed as the convergence layer or back-
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haul of a WBAN. Whereas, the WBAN comprising of the sensors and hub communicating
over short distance close to the body is also termed as the access layer. The convergence
layer provides mobility to the patients allowing them to carry on their daily activities in both
outdoor as well as indoor environments while still facilitating ubiquitous remote monitoring
of the patient’s health over the Internet. Importantly, as WBANs provide large time intervals
of medical data, doctors will have a clearer view of the patient’s status [6].

Existing Wireless Personal Area Network (WPAN) technologies like Zigbee (IEEE
802.15.4) [22] have previously been used for designing WBANs. However, these standards
were meant to support low cost and low data rate communications and they do not satisfy the
QoS, reliability, high data rate and medical requirements of WBAN [17]. To address this,
IEEE has recently come up with IEEE 802.15.6 [23] standard. The standard provides a new
set of PHY and MAC layer specifications. The MAC layer supports both contention based
access using CSMA/CA, slotted Aloha and contention free scheduled access.

SAM allows the sensor nodes to transmit their data during specific Allocation Intervals
(AIs). Literature survey revealed that the IEEE 802.15.6 based CSMA/CA and Slotted Aloha
MAC received a lot of attention through simulation and analytical modeling studies. In this
regard, the performance of CSMA/CA MAC is studied under saturation traffic in [64] and
non-saturation traffic in [65]. While, the throughput analysis of slotted Aloha was performed
in [67]. However, scheduled access mechanism of IEEE 802.15.6 is yet to be explored. Since
it is based on the concept of TDMA, it provides advantages like energy-efficient transmission,
bounded delay, reduced collision under high network load with correlated traffic [31], thereby
prolonging sensor battery life time.

3.1.1 Importance of SAM in Healthcare Monitoring

Patient monitoring using biomedical sensors is a popular WBAN application that can con-
tinuously or periodically monitor chronic and non-chronic diseases. In most of these cases
the traffic is often correlated [31]. For example, to get a clearer picture of a patient’s overall
health, a physician requires a complete view of the patient’s vitals namely temperature, blood
pressure, ECG which have to be recorded simultaneously at periodic intervals. Similarly, for
tracking the performance of an athlete, a WBAN need to continuously track high data rate
applications like EMG, ECG, along with low data rate signals like temperature. Contention
based MAC is not suitable in such cases of high traffic correlation [31] as they encounter
heavy collisions and extra energy consumption. Schedule-based protocols such as TDMA,
provide good solutions to the traffic correlation. These protocols are energy conserving
protocols because the duty cycle is reduced and there are no contention, idle listening,
and overhearing problems [31]. Usually, CSMA/CA is considered to be appropriate for
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low, urgent, adaptive, scalable traffic patterns and frequent network changes, whereas the
TDMA is recommended for high periodic traffic and infrequent network changes [28–30].
A comparison between TDMA and CSMA protocols is reported in [32]. It is shown that
TDMA method is more suitable for nondynamic types of networks. Fortunately, WBAN
has a nondynamic network structure (fixed network topology), which forms the basis for
further investigations on TDMA MAC by Marinkovic et al. in [33]. Further detailed account
of other related works based on TDMA in WBAN is provided in Chapter 5.

Networks with high correlated traffic may have sensors transmitting at low and/or medium
to high data rates. To this end, Tachtazis et al. in [99] addressed the low data rate case
by considering m-periodic allocations of IEEE 802.15.6 SAM. In m-periodic SAM [23],
devices and hubs exchange frames in every m superframes. However, the analysis for
medium to high data rate applications which requires 1-periodic SAM is yet to be carried
out. Therefore, to adress this scenario, in this work, we consider the 1-periodic allocation of
IEEE 802.15.6 SAM [23], where nodes exchange frames with the hub in their scheduled AIs
in every superframe. Further, we will focus only on uplink traffic, as it is the most commonly
encountered traffic which is extensively considered for analysis in the literature [65, 66].

3.2 Related Work and Motivation

In this section, we review some of the available simulation models that can be used for
modeling WBAN, and establish the motivation behind selecting OPNET simulation platform
[95] for our work. Following this, we discuss some of the implementation works related to
WBAN, and bring out the novelty aspects of this chapter from the implementation perspective.

3.2.1 Available Simulation Models/Tools

NS2 [92] is one of the best known network simulators used for modeling WSNs. However,
NS-2 is considered to be too general, less accurate and thus inappropriate for WSN simulation.
OMNet ++ [93] is another well-known component-based simulator. But it is perhaps even
more generic that NS-2. OMNET++ has a framework called Castalia [94] to extend its
functionality. Castalia is developed for networks of low power wireless sensor nodes.
Castalia provides an implementation of IEEE 802.15.6 MAC. However, the lack of a proper
Graphical User Interface (GUI) makes coding, realizing network environment and performing
simulation a rather complicated process.

In [141], the author developed an simulation model in OPNET platform [95] for the
IEEE 802.15.4 standard, profiled for healthcare applications. That model implements the
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slotted and the unslotted CSMA/CA MAC protocols. A very reliable model of the IEEE
802.15.4/ZigBee protocols for WSNs is provided in [96]. It does not use the OPNET Modeler
standard library for Zigbee implementation. Hence, the results obtained were very reliable.
This motivated us to use the design philosophy in [96] and extend it for IEEE 802.15.6
SAM. Due to the afore-mentioned reasons and because of the accuracy and elaborate GUI of
OPNET, we use OPNET 16.0 Modeler [95] for developing the IEEE 802.15.6 simulation
model based on SAM.

OPNET is one of the widely used simulation software for modeling and simulation of
communication networks. It has the distinct advantage of model design, data collection and
data analysis. OPNET implements a naturally pipelining structure of actual communication
networks through a hierarchical design approach. Through discrete event simulation it allows
users to analyze both the behavior and performance of modeled systems. Moreover, it allows
flexible modeling of the behavior of various nodes in a network through Finite State Machine
and high-level programming, thereby supporting realistic modeling of most of the different
communications protocols, algorithms, and transmission technologies [96, 142].

3.2.2 Hardware Prototype for WBAN Implementation- Existing Works
and Requirements

Earlier works related to design of WBANs considered low power Wireless Personal Area
Network (WPAN) technologies such as Zigbee (IEEE 802.15.4) [22, 47–49] and Bluetooth
(IEEE 802.15.1) [21, 53, 54]. However, as highlighted earlier, WPAN technologies do not
comply with the medical standards in terms of QoS, reliability and increased data rate. In
this aspect, IEEE 802.15.6 is a more suitable choice. However, literature survey revealed
that implementation of a WBAN setup based on the MAC protocol as envisioned in IEEE
802.15.6 is scarce. Moreover, to the best of author’s knowledge no work has implemented the
scheduled access mechanism of IEEE 802.15.6 in a WBAN for real-time health monitoring.
To this end, the aim of this work is to implement a WBAN that is based on the IEEE 802.15.6
SAM protocol, capable of tracking multiple attributes of a patient in real-time. WBAN when
viewed as a standalone network allows patients to have a real-time view of their vitals, giving
them more control over their own health. However, in this work, to stay true to the IoT vision,
we devise a remote heath monitoring e-Healthcare system that supports database storage of
samples of near real-time also termed as non-real time (NRT) data transmitted at regular
intervals by WBANs of multiple patients located anywhere in the world. For this, we design
our WBAN BNC to multiplex multiple sensor data and transfer them over the Internet using
cellular backhaul technology to a Remote Server (RS). The RS de-multiplexes the data and
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stores it in database to provide complete health history of a patient to healthcare personnel
and patients via web and mobile apps. Hardware and software designs have been developed
to reach our goals.

Moreover, with the need to reduce data transfer costs and energy-consumption over back-
haul, we were motivated to look into compression algorithms that would allow non-stationary
signals such as ECG which are collected by WBAN to be compressed without significant
loss of data prior to backhaul transmission. Additionally, the transmitted compressed data
can also be leveraged for efficient storage of the huge volume of healthcare information at
the remote database of an e-healthcare system. A concise overview of the most relevant
compression techniques can be found in [143, 144]. Our focus is on physiological signal
compression solutions that are implementable in real time on WBAN BNC, which is a low
power microcontroller with limited resources. Additionally, the algorithms should achieve
competitive Compression Data Ratios (CDRs) while being amenable to efficient, fast, and
low memory footprint implementation on our target platforms. These algorithms are all
based on the Discrete Wavelet Transform (DWT) [145, 146]. So in order to make our system
more robust and energy-efficient, we implement a very classical DWT in our BNC and
perform extensive performance analysis to determine the best combination of wavelet filter
and compression and provide benchmarks in performance for future works. Interestingly,
our BNC DWT (B-DWT) implementation based on the concept of Finite Impulse Response
(FIR) moving average filters [147] showed significant performance improvements in terms
of execution speed and memory utilization over the traditional DWT.

Furthermore, motivated by the need to prolong battery life of the sensor nodes, we
made our WBAN energy-efficient. For this we performed performance analysis of our
setup in OPNET simulator [95] using our custom-made WBAN simulation model. Through
performance analysis we derived the optimal AIs that maximize network capacity while
satisfying the frame delay constraints and also obtained the payload sizes needed to maximize
the energy-efficiency of sensor nodes.

Some of the applications of our system include- i) remote monitoring as a cost-effective
and comfortable alternative to in-clinic cardiac treatment follow up, e.g. short interval ECGs
can be periodically sent to database, ii) regular monitoring of patients with hypertension, iii)
keeping track of conditions of chemo patients, and iv) collecting data before, during and after
an epileptic seizure and sending it to remote healthcare facility.

3.2.3 Contributions of this Chapter

The main contributions of this chapter are as follows:
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➊ A custom made simulation model is developed in OPNET for WBAN as per the
IEEE 802.15.6 SAM. For this, we follow an in-depth top-down hierarchical approach
comprising of three layers, namely network model, node model and process model.

➋ The simulation model is then used for performance evaluation of WBAN under ideal
channel conditions through study of metrics such as average frame delay, throughput,
energy consumption of sensor nodes for variations in parameters like Allocation
Intervals (AIs) and Payload Sizes (PSs).

➌ With regards to implementation of WBAN setup for e-healthcare, we describe the de-
tailed hardware interfacing among different components that are required for designing
the sensor nodes and BNC.

➍ We also elaborate the process of multiplexing data at the BNC from multiple sensor
nodes which are simultaneously monitoring different physiological signals (e.g. ECG,
temperature). In addition, the BNC is also devised to collect and store different data
fragments of a single data stream sent by a particular sensor node. All the collected
data are stored using multiple queues that lead to efficient memory management at the
sensor nodes.

➎ Next, we describe our proposed fast B-DWT algorithm to compress the collected data
(eg. ECG) prior to transferring the data to remote server.

➏ We also design a basic remote server and database to store compressed/uncompressed
data for pervasive access.

➐ Following the hardware design, we obtain the optimal allocation intervals for ECG and
temperature monitoring using the developed OPNET simulation model maximizing
the network capacity within a frame delay constraint. We also determine the optimal
payload sizes that maximize the energy-efficiency of the sensor nodes.

➑ Finally, through a comprehensive performance analysis of the proposed B-DWT algo-
rithm we establish its performance superiority in terms of efficient memory utilization
and execution speed. Thereafter, we determine the best wavelet filter and compression
level that allows a balanced trade-off between the amount of data compression and
information loss.

3.2.4 Chapter Organization

This chapter is organized as follows. We start by highlighting the salient features of IEEE
802.15.6 scheduled access MAC in Section 3.3. Then in Section 3.4, we describe our OPNET
model in detail following a hierarchical top-down approach, starting at the network level,
followed by the node level, right up to the process level. In Section 3.5, we provide the
simulation results and analyze the different WBAN performance metrics and also validate the
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functionality of the model. Following this, the focus shifts towards test-bed implementation
of WBAN. Section 3.6 gives an overview of the e-healthcare system model, and DWT
based data compression. Section 3.7 and 3.8 presents the design of sensor nodes and BNC
respectively. The implementation of scheduled access MAC is provided in Section 3.9 (See
Appendix D.1 for Demo Video Link). Section 3.10 describes the implementation of the
proposed B-DWT algorithm at BNC. In Section 3.11, we discuss the performance analysis
and characterization of our WBAN setup and B-DWT algorithm. Section 3.12 deals with the
RS and database design. Finally, we conclude this chapter in Section 3.13.

3.3 Overview of IEEE 802.15.6 SAM

The IEEE 802.15.6 [23] standard specifies the PHY layer and the MAC sub-layer for WBAN.
Within a WBAN all the sensor nodes are coordinated by their respective hubs for medium
access. Further, one WBAN can have only one hub and multiple nodes communicating in
star topology. Each hub and node is internally partitioned into PHY and MAC sub-layer. For
transmission, the MAC sublayer accepts packets (MAC service data units or MSDUs) from
its higher Application Layer (APP layer), appends MAC header and Frame Check Sequence
(FCS) to produce MAC Protocol Data Unit (MPDU) also known as Physical Service Data
Unit (PSDU), which is then forwarded to the PHY layer. Lastly, PHY layer appends its
header to form the Physical Protocol Data Unit (PPDU) that is transmitted over a channel
to the receiver. On reception, the reverse operation happens. In this section, we give a brief
overview of the MAC sublayer protocol, more specifically the scheduled access mode.

For medium access to be scheduled in time, the time axis is divided into beacon period or
superframes. Referring to the IEEE 802.15.6 superframe structure given in Figure 2.2, we
remark that all phases except RAP1 may have a zero length. In this chapter, since we focus
on scheduled 1-periodic uplink allocation, we keep EAP1, RAP1 and MAP and set all other
phases to zero. The superframe structure as followed in this work is shown in Figure 3.1.

To start a scheduled allocation, the node sends Connection Request frame to the hub,
requesting the required AIs of MAP i.e. the number of allocation slots needed. In response,

Fig. 3.1 Layout of access phases as followed in this work.
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the hub sends a connection assignment frame containing information about the AIs which
have been accepted by the hub. The frame transactions for connection establishment happens
in the contention access phases. In 1-periodic SAM, every sensor node is allocated their
requested AI within the MAP at fixed locations of every superframe (Figure 3.1), where only
uplink transmission of that particular sensor node is allowed without interference or collision
from other sensor node transmissions. This is similar to static TDMA as in [148]. Upon
obtaining a scheduled uplink allocation, the node may initiate a frame transaction with the
hub at the start each of the AIs, if the frame transaction and an appropriate guard time fit into
the AI. A frame transaction comprises of the node transmitting a data frame and waiting for
a corresponding Immediate Acknowledgment (I-Ack) frame from the hub, separated by a
Short Inter-Frame Spacing (SIFS). If an I-Ack frame is not received within the expected time,
the node resends the data frame. The maximum number of such resends is denoted by R. The
basic principle behind the scheduled access mode is shown in Figure 3.2. The assignment
for a particular sensor node remains valid until i) the node ends the scheduled allocation by
sending a disconnection request at a pre-determined time, for instance in case of periodic
monitoring at regular intervals, or ii) the session is aborted by the hub after failing to receive
any frame in the last mScheduledAllocationAborted AIs.

Start

Frame ready for
transmission, i = 0

Current time within
allocated interval?

Can fit within the
available time?

Transmit frame
and wait for I-Ack
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Fig. 3.2 IEEE 802.15.6 scheduled access mechanism.
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3.4 OPNET Simulation Model

OPNET Modeler 16.0.A [95] is chosen as the simulation platform as it offers high level
customization for its nodes. It allows accurate modeling, simulation, collection and analysis
of wide range of statistical data for wireless networks. For designing a simulation model of
IEEE 802.15.6 we draw on the concepts presented in [96] on designing IEEE 802.15.4 based
ZigBee protocol in OPNET. During the establishment of a WBAN based on IEEE 802.15.6
SAM, OPNET divides the Design Model into three layers namely:

i) Network model,
ii) Node model, and

iii) Process model.

This is achieved through Object-oriented software technology and Layered Modeling
Techniques. In this section, we describe the methods involved at each of these layers in
designing the OPNET model.

3.4.1 The Network Layer Model

A network layer model defines the overall scope of a system to be simulated. It is a high-level
description of the objects, also known as nodes, contained in the system. The network model
specifies the nodes in the system, as well as their physical locations, interconnections and
configurations.

Our simulation model supports WBAN star topology, with all sensor nodes communicat-
ing directly with the hub, thereby enabling single hop communications, as shown in Figure
3.3.

Fig. 3.3 The network layer model of WBAN.
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3.4.2 The Node Layer Model

This section presents the methods used to specify the internal structure and therefore much
of the capabilities of communication nodes. As introduced in Section 3.4.1, a WBAN is
comprised of two types of nodes, namely hubs and sensor nodes. The hierarchical design of
each module of WBAN sensor node/ hub is shown in Figure 3.4. Based on a layered protocol
architecture, the node layer model is divided into the following three layers:

i) Application (APP) Layer,
ii) Medium Access Control (MAC) layer, and

iii) Physical (PHY) layer.

Fig. 3.4 The node layer model of hub/ sensor node.

In Figure 3.4, the Application Layer comprises of i) WBAN Traffic Source that is re-
sponsible for generating packets or MSDUs with traffic load as mentioned in node domain
attributes shown in Figure 3.5, and ii) Traffic Sink that receives packets from the WBAN
MAC layer and processes them appropriately. The sch_mac module is a queue module
that implements the MAC layer functionality with the responsibility of i) receiving packets
from APP layer followed by encapsulation into MPDUs that are sent to the PHY layer for
transmission, or ii) decapsulation of MPDUs obtained from PHY layer before passing them
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on to the APP layer. Furthermore, in the MAC layer we have incorporated the scheduled
access mechanism of IEEE 802.15.6. Additionally, the MAC layer of a hub forms beacons
frames. The MAC layer also has the capability to get channel access information from the
physical layer for implementing the basic CSMA/CA algorithm as incorporated in [96] for
transmitting management frames like Connection Request and Connection Assignment. The
PHY layer performs Narrowband communications with the help of wireless transceiver (tx
for transmitter and rx for receiver) over 2.4 GHz as per the standard, with data transmission
and reception using QPSK/ BPSK modulation. The data frame transmission and reception
relationship is shown through the blue line in Figure 3.4. Whereas, the red dotted line
represents a statistic wire, which does not affect the normal data transmission. The statistic
wire is used by the MAC to obtain PHY layer channel information.

Fig. 3.5 Node Attributes.

In addition, the node model also has a Battery Module (Figure 3.4), that essentially
computes the energy consumption of each node during transmission, reception and idle
stages of the node. The Battery module performs this through interrupt driven Interface
Control Information (ICI) interchange with the sch_mac. We now describe the process model
of each of these modules.
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3.4.3 The Process Layer Model

Process models specify the behavior of processor and queue modules which exist in the Node
domain. Process models can be used to implement a wide variety of hardware and software
subsystems, including communication protocols, algorithms, shared resources such as disks
or memory, operating systems, queuing disciplines, specialized traffic generators, custom
statistic collectors, and so on. Our process models are designed so as to work for both the
hub and the sensor node on conditional basis. This reduces the complexity of the modeling,
as many of the basic functionality for both the hub and sensor node are identical. We will
highlight the major differentiating features between the two when applicable.

3.4.3.1 Model design for traffic generation

The WBAN Traffic Source module is responsible for generating packets having different
traffic patterns or Traffic Loads (TLs). It draws on the functionality of a basic source module
in OPNET and extends it to build an advanced generator capable of producing MSDUs of
varied traffic patterns. The module supports the setting of different packet inter-arrival time
intervals like constant, exponential and other distribution function, packet size, start time and
end time. The process model of WBAN Traffic Source is shown in Figure 3.6.

Fig. 3.6 The process model of WBAN Traffic Source.

In Figure 3.6, initially the process model is in init state in which statistics needed to
be gathered in simulation are registered and initialized, following which the process model
enters into wait state. The MSDU_GENERATE macro is defined to specify the transition
from wait state to the forced MSDU_Generate state when an MSDU is scheduled to be
generated next. At the MSDU_Generate state the required MSDU is generated as per the set
packet size and then a self-interrupt is scheduled at the instant when the next MSDU will
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be generated as per the set packet inter-arrival time. Thus, multiple packets are generated
through scheduling of self-interrupts corresponding to their next-packet generation instants.
The MSDUs thus generated are forwarded to the sch_mac module for further processing.

3.4.3.2 Principle of MAC protocol design of WBAN node

Based on the scheduled access mechanism of IEEE 802.15.6 MAC protocol and the modeling
methods of OPNET, the process model of sch_mac built in this work is as shown below in
Figure 3.7.

Fig. 3.7 The process model of sch_mac.

Similar to the previous process model, in Figure 3.7 the init state initializes the different
statistics variables and interrupt handles. Moreover, at the init state, the hub extracts the
superframe parameters from the node domain attributes shown in Figure 3.5 and sets the
relevant fields in the Beacon MSDU frame. Since OPNET provides direct support for packet
format - packet format editor, we create the Beacon MSDU frame format as per the IEEE
802.15.6 standard [23] with all the relevant fields as shown in Figure 3.8. Thereafter, the
hub sends the first beacon frame and moves to the beacon_wait state, while the sensor node
has already entered the beacon_wait state waiting for the beacon to arrive. On receiving the
beacon, the sensor node extracts the beacon and updates the different superframe parameters
based on the Beacon MSDU fields (Figure 3.8). Following this, the hub schedules the next
beacon frame transmission and the sensor node prepares for the Connection Request frame
transmission. In addition, both the hub and sensor node schedules various self-interrupts to
indicate start/end of EAP/RAP, more on this later. It must be noted that the beacon transmitted
by the hub is also received by it and then discarded. However, this is significant because
the reception of the beacon triggers a packet interrupt on both the hub and sensor node and
activates the DEFAULT_INTRPT transition, which transfers them to the idle state. At the
idle state, the process model waits for next interrupt to occur. Once an interrupt happens,
it executes the exit-executive [95] function mac_interrupt_handling(), which allows the
process to take action based on the interrupt type. The realization of the interrupt handling
mechanism in OPNET can be seen in Figure 3.9. We now discuss the different categories of
interrupt and their significance in brief.
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Fig. 3.8 Beacon MSDU Frame format.

switch (op_intrpt_type()) {
case OPC_INTRPT_STRM: //Stream interrupt

handle_incoming_frame(); //Handle the incoming frame
break;

case OPC_INTRPT_SELF: //Self-interrupts
switch (op_intrpt_type ()) { // User self-interrupt codes

case SELF_INTERRUPT_CODE#1:
· · ·
break;

case SELF_INTERRUPT_CODE#2:
· · ·
break;

default:
}

case OPC_INTRPT_STAT: //Statistic interrupts from PHY
switch (op_intrpt_stat ()) { // User self-interrupt codes

case BUSY_RX_STAT: // Stat from busy receiver
· · ·
break;

case BUSY_TX_STAT: // Stat from busy transmitter
· · ·
break;

default:
}

case OPC_INTRPT_ENDSIM: // Simulation end interrupt
· · ·
break;

default:
}

Fig. 3.9 The interrupt handling mechanism of mac_interrupt_handling()
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3.4.3.3 Interrupt handling by the MAC

As shown on Figure 3.9, the mac_interrupt_handling() function allows sch_mac to handle
the following three kinds of interrupts:

1. Arriving frame interrupt,
2. A scheduled self-interrupt, and
3. Statistic interrupt arising from the PHY layer.

Arriving frame interrupt: A frame may arrive at the MAC as either:

i) an MSDU from the WBAN Traffic Source module, or
ii) a PPDU from the receiver rx radio.

An MSDU will be converted into MPDU and enqueued in a DATA sub-queue. The
MPDU format [23] is shown below in Figure 3.10 along with its major fields. In this regard,
it must be pointed out that the sch_mac module of a node maintains two sub-queues: one for
data MPDUs (DATA sub-queue) and the other for management MPDUs (MGM sub-queue).
The data frames are the MSDUs arriving from the traffic generator, whereas the Management
frames are the Beacons, Connection Request and Connection Assignment frames.

Fig. 3.10 MPDU Frame format.

A PPDU from the physical layer is forwarded over the packet stream from rx radio
to sch_mac. The MPDU (or PSDU) is extracted from the PPDU and it is examined for
bit errors due to non-ideal channel characteristics that might have corrupted it. In case of
an error or reception of a duplicate frame, the received frame is discarded and the frame
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re-transmission policy is followed. Data, Connection Request and Connection Assignment
frames follow I-Ack policy, whereas Beacon frame follows a No Acknowledgment (N-Ack)
policy. Alternatively, if the received packet is successfully received, we check if the MPDU
is actually meant for the sensor node by comparing the BAN ID, Recipient ID and Sender
ID present in the MPDU header (Figure 3.10) respectively with the BAN ID, node ID and
expected Sender ID for the sensor node. Upon successfully filtering the incoming MPDU,
the process handles the MPDU based on its frame type, i.e. whether it is a Data, Management
or an I-Ack frame. This is identified from a Frame Type field in the frame MPDU as shown
in Figure 3.10. Furthermore, a Frame Subtype field helps distinguish between the different
Management type frames. A detailed discussion of the handling of Data, I-Ack, Connec-
tion Request and Connection Assignment frames will be taken up later in appropriate sections.

Scheduled self-interrupt: A OPNET process through its Kernel Procedure (KP) op_intrpt_-
schedule_self() has the ability to schedule self-interrupts. It allows the invoking process
to schedule an interrupt at an appropriate simulation time. The self-interrupt is associated
with an identification code, e.g. SELF_INTERRUPT_CODE#1 in Figure 3.9. The code can
be obtained when the interrupt invokes the process, using the KP op_intrpt_code(). The
self-interrupts used in our OPNET model can be categorized into the following classes-

i) Superframe self-interrupts,
ii) Frame transmission self-interrupts. and

iii) CSMA/CA self-interrupts

The superframe self-interrupts indicate the end of Beacon interval, and the start and end
of different access-phases. Whereas, the frame transmission self-interrupts indicate actions
associated with frame transmission. These are mainly- attempting a frame transmission, start
of transmission, timeout for receiving I-Ack and sending I-Ack. The transmission mechanism
is described later in detail.

The CSMA/CA mechanism used in our model is mainly for assisting the sensor nodes
and hub transmit the Connection Request and Connection Assignment frames during the
contention periods. For this purpose, the CSMA/CA mechanism in our model is very funda-
mental drawing on the methods used in [96]. The CSMA/CA self-interrupts mainly comprise
of start and end of the Clear Channel Assessment (CCA) period. At the interrupt instants, the
process checks whether the channel is busy by reading the statistic wire from the radio rx.
If the medium is idle, transmission is allowed at the end of a back-off interval. We will not
elaborate on the CSMA/CA mechanism further in this chapter.
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Statistic interrupt arising from the PHY layer: The sch_mac module has two statistic
wires coming from the radio tx and rx at the PHY layer. The statistic wires are configured
to return a Boolean value (0.0 or 1.0) which represents whether any packets are currently
being received (for rx) or transmitted (for tx) on a channel. The interrupt from these statistic
wires are mainly utilized for updating the battery module using ICI for keeping track of
the energy consumption. ICI allows information to be transferred from sch_mac, where the
statistic event is generated, to the Battery module, where the energy consumption of the node
is updated. The mechanism followed is as follows: When transmission or reception of a
packet over the channel is complete, with the help of the statistic interrupts the total duration
of the frame transaction is computed and that information is conveyed to the Battery module
using ICI through scheduled remote interrupt.

3.4.3.4 Connection Establishment Mechanism of MAC

As pointed out earlier, after a sensor node receives the first Beacon from the hub, it creates
the Connection Request MSDU containing the requested allocation length obtained from
the node attributes (Figure 3.5). The MSDU is then encapsulated within an MPDU with the
receiver address set to the address of the hub and the Ack policy set to I-Ack policy. The
connection request MPDU thus prepared is enqueued in the MGT sub-queue and transmitted
in the EAP1 or RAP1 following the transmission mechanism that is explained in the next
sub-section.

After the Connection Request MSDU frame is received and extracted, the hub prepares
the Connection Assignment MSDU. The hub maintains:

i) a variable nat that identifies the first non-allocated time slot, and
ii) an array map_node that maps each MAP time-slot to the assigned sensor node by

storing their node ids.

For assigning an allocation interval to the sensor node, the hub checks whether the
requested allocation interval can be fit with the first non-allocated time slot and the end of the
MAP. If it can be fit, then the allocation interval is assigned to the sensor node. Thereafter,
the hub mentions the start and end of the allocation intervals as ‘nat’ and ‘nat + requested
allocation interval+1’ respectively in the Connection Assignment MSDU. The variable nat
and the array map_node maintained by the hub are also updated accordingly. The MSDU is
then encapsulated in an MPDU and enqueued in MGT sub-queue.
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3.4.3.5 Transmission Mechanism of MAC

When the sch_mac process is waiting in its inactive state (Figure 3.7), the transmission
mechanism described herein allows it to take action based on the occurring self-interrupt and
the status of the sub-queues. Note that, an inactive state in Figure 3.11 refers to both idle and
sleep states shown in Figure 3.12 which are discussed in the next sub-section. Figure 3.11
shows the flowchart of the transmission mechanism of the sch_mac . Here, we mainly focus
on the mechanism at the sensor node. Upon being invoked by either the start of EAP1, RAP1,
the assigned allocation interval in MAP, an I-Ack timeout or an arriving MSDU packet
from WBAN Traffic Source, the process schedules a self-interrupt at the current simulation
time with code ATTEMPT_FRAME_TRANSMISSION_CODE. If the interrupts invoke
the process during the EAP1 or RAP1, the process checks whether the MGT sub-queue is
non-empty or any Management frame like Connection Request, Connection Assignment or
Beacon (for hub) is selected to be transmitted. If neither of these conditions are satisfied, the
module returns to the inactive state. But when either of the condition is true, or if the current
time is within the allocation interval, the process checks the following arguments in order-

i) confirming that no frame transaction is in progress,
ii) whether any frame is already selected for transmission (indicated by the Boolean

variable frame_selected) which may have been deferred or failed in a previous trans-
mission, if not then extract the topmost MPDU from the MGT sub-queue, or if it is
empty draw an MPDU from the non-empty DATA sub-queue and set frame_selected =
True, and

iii) whether the number of re-transmission attempts (no_of_retries) of a selected frame is
within the maximum re-transmission limit (max_retrans_limit).

If either of the above arguments are un-successful/false, the process returns to its inactive
state.

When a frame is selected for transmission, the process checks whether the frame along
with its an I-Ack and a guard time can be fit within the end of the current access phase or the
allocation interval. If it is a fit, only then the process increments no_of_retries and makes a
transmission attempt. Additionally, to transmit a Management frame within an EAP1/RAP1
the process follows the CSMA/CA mechanism. If the MPDU follows an I-Ack policy, then,
before transmission a copy of the MPDU is made and the I-Ack timer is started. Upon
reception of an I-Ack frame within the timeout, the timer will be stopped or else the process
makes a re-transmission attempt.
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Fig. 3.11 Flowchart illustrating transmission mechanism of sch_mac.
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3.4.3.6 Model Design of Battery Module

The Battery module is responsible for calculating the total energy consumed by the nodes.
Transmission and reception of frames consumes the major energy of a node. In addition,
small energy is also consumed when the node is idle while waiting for reception of I-ACK
frame. Further, motivated by the need to minimize the energy consumed by the sensor node,
we adapt the Low Duty Cycling (LDC) technique envisioned by Marinkovic et al. in [33]
and consider the following approach during a SAM session:

i) A sensor node remains active when a frame is serviced. However, when the service
of a frame is deferred, the sensors will go to sleep sate (i.e. transceivers are powered
down), and wake up prior to the beginning of the upcoming AI. Note that in sleep
mode, the Analog to Digital Converters (ADCs) and the internal timers of sensor nodes
remain active, which provide the interrupts necessary for wake up.

ii) When the queue of a sensor node becomes empty, it goes to sleep. Following this, it
will again wake up prior to the service of the next incoming packet.

iii) The sensor node also wakes up for periodic synchronization with the hub through
reception of a beacon. Periodic synchronization is required by the sensor nodes to
compensate for their relative clock drifts with respect to the hub [23]. As per IEEE
802.15.6, the sensor node needs to re-synchronize every SIn superframes termed as the
mNominalSynchInterval. After re-synchronization the node again goes to sleep.

Based on the above-mentioned LDC approach and the transmission mechanism high-
lighted earlier, we represent the state of a sensor node during normal data communication
(excluding the re-synchronization) by a Finite State Machine (FSM) as shown in Figure 3.12.

The current consumptions of the node during these activities along with the supply
voltage are mentioned in the PHY layer Node Attributes as shown in Figure 3.5. Let It mA,
Ir mA, Ii µA, Is nA and Iwup mA denote the current consumptions of the node when it is
transmitting, receiving, idle, sleeping and waking-up/turning-off its transceivers respectively,
and let Vs volt denote the voltage supply. The energy dissipation calculation is done by the
energy_comp state shown in Figure 3.13.

We highlighted earlier that the Battery module updates the energy consumption with the
help of the ICI packets that are associated with remote interrupts invoked by sch_mac. Some
of these remote interrupts in turn are dependent on the statistic interrupts from the PHY layer.
The ICI contains information about the time duration of transmission or reception. Moreover,
these remote interrupts are associated with codes, namely TRANS_CODE to indicate a
transmission event and REC_CODE to indicate reception event. The process obtains these
codes associated with the remote interrupts, extracts the duration of transmission from the ICI
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Fig. 3.12 FSM representation of sensor node states during data communication.

Fig. 3.13 The process model of Battery module.

packet, and updates the energy consumed by the sensor node. Let us denote the transmission
and reception time by ttrans and trec respectively. So, the energy consumption is evaluated as:

Etrans = It ×10−3 × ttrans ×Vs (3.1)

Erec = Ir ×10−3 × trec ×Vs (3.2)

where Etrans, Erec denote the energies consumed during transmission, and reception respec-
tively. Note that the Erec calculated in (3.2) is also used for calculating the energy consumed
in reception of beacon during re-synchronization.

As shown in Figure 3.12, if the DATA sub-queue of the node becomes empty or there is
a frame deferral, the node powers down its transceivers (sleep). Accordingly, the sc_mac
sends a remote interrupt to the Battery module to intimate the start of the sleep state. We use
a variable sleep_start_time to keep track of the last time this remote interrupt was invoked. A
sleep period ends when the sensor node makes the next transmission attempt, and the battery
module is intimated using the corresponding remote interrupt. Thereafter, the battery module
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computes the energy consumed in sleep mode as,

Esleep =Is ×10−9 × (current_time− sleep_start_time)×Vs

+2twup(Iwup ×10−6 − Is ×10−9)×Vs
(3.3)

Where current_time gives the present simulation time when the interrupt associated with
the transmission event was invoked. twup denotes the wake-up time/ turn-off time of the
transceivers, and Iwup represents the corresponding current consumed.

Following the above approach, we also derive the energy consumed during re-synchronization
(except for beacon reception part), where the sensor node wakes-up guard time (GTn) prior
to the reception of the beacon as,

Esync =Is ×10−9 × (current_time− sleep_start_time)×Vs

+ Ii ×10−6 ×GTn ×Vs +2twup(Iwup ×10−6 − Is ×10−9)×Vs
(3.4)

Similar to (3.3), following Figure 3.12, we also calculate the energy consumed (Eidle)
when the sensor node is waiting idly for reception of I-Ack from the hub as

Eidle = Ii ×10−6 × (current_time− last_idle_time)×Vs (3.5)

The variable last_idle_time keeps track of the last time the remote interrupt correspond-
ing to the transmission event was invoked and current_time gives the present simulation time
when the remote interrupt associated with either i) the reception event of an I-Ack, or ii) the
next event (as per Figure 3.12) due to I-Ack timeout were invoked. The time interval between
these two instants give the idle duration as shown in (3.5). The energies thus computed using
(3.1)-(3.5) are updated into a global variable that gives the total energy consumed.

3.4.3.7 Model Design of Sink Module

The sink module is similar to the OPNET provided basic sink module that disposes off
serviced packets. Destroying packets that are no longer needed frees up memory to be reused
during simulation. Along with this we update a few statistics namely the end-to-end delay
of the packets, the number of bits and packets received. In the next Section, we illustrate
the variation in these performance metrics with respect to some system parameters and also
validate the model functionality.
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3.5 Performance Analysis using OPNET Model

The IEEE 802.15.6 SAM is analyzed in this Section by simulating our developed WBAN
based on OPNET under ideal channel conditions. An Ideal channel refers to a channel having
high SNR (above 25dB). We evaluate the performance in terms of average waiting delay
of the frames, the average throughput and energy consumption of the sensor nodes. The
performance analysis and analytical modeling of WBAN under low to medium channel SNR
scenarios will be performed later in Chapter 5.

The simulations are performed for a WBAN with sensors and hubs communicating in a
one-hop star topology as shown in Figure 3.3. At the PHY layer we use QPSK modulation
and an information data rate of 971.4kbps for tx and rx modules. We have performed the
simulations for a Electrocardiogram signal having 300 bytes/sec incoming data rate.The
system parameters used for simulation [23, 25, 66, 99] are summarized in Table 3.1.

Table 3.1 Simulation parameters

Parameters Values Parameters Values
Slot length, TS 2ms PPDU Header 214 bits
Max. retry limit, R 3 Voltage Supply, Vs 3V
sifs 75 µs Transmit current, It 7.5 mA
Guard time, GTn 120 µs Receive current, Ir 13.1 mA
Beacon Period, X 250 slots Idle current, Ii 26 µA
Sync Interval, SIn 8Xslots Sleep current, Is 900 nA
RAP1 Start 50th slot Wake-up current, Iwup 400 µA
RAP1 End 100th slot Wake-up time, twup 1.5ms
MAC Header 7 bytes Simulation Time 30 min
MAC FCS 2 bytes

The variations of average frame waiting delay, the energy consumed by the sensor node
and the average throughput for the ECG sensor node having payload size (Psize) of 150 bytes
with respect to different AIs under ideal channel conditions are shown in Figure 3.14. It
is noted from Figure 3.14a that with increase in AI, the waiting delay decreases. This is
because as the value of AI increases, the deferral probability of a frame and Inter-Allocation
Interval (IAI) decreases and the frames are serviced more easily resulting in the lower average
waiting delay. We also observe from Figure 3.14b that the energy consumption initially
decreases and then gradually increases with increase in AI. For a small AI, the frame service
time is more which leads to a lower probability of the queue being empty. This results in
frequent frame deferral causing powering down of the transceivers at the beginning of an
IAI followed by waking-up prior to the start of the next AI. Due to this reason, the energy
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consumption has a higher value at smaller AIs. Also it is observed that at larger values of
AI the energy consumption increases with increase in AI length. This is a straightforward
impact of the increase in the probability of an empty queue which leads to a rise in the
number of transceiver turn-offs after service of a frame. Lastly, in Figure 3.14c we see that
the throughput remains unchanged for changes in AI, the value being equal to the incoming
data rate. This is to be expected as the outgoing data rate of a stable queue is equal to the
incoming data rate.

(a) Average frame delay (b) Energy consumption

(c) Average throughput

Fig. 3.14 Variation of performance metrics with respect to allocation intervals under ideal
channel condition for ECG sensor node @300bytes/s with payload size = 150 bytes.

Next, we present the analysis of average waiting delay, throughput and energy consump-
tion of the sensor node with respect to variations in Payload Sizes (PSs) as shown in Figure
3.15 under ideal channel conditions, while keeping the AI fixed at 11 slots. In this regard, it
can be observed from Figure 3.15a that with changes in PS the average value to the delay do
not show remarkable variation. This observation can be explained from the inverse relation
between PS (Psize) and arrival rate (λ ), as Psize λ = incoming rate. Elaborating on this, as
Psize increases λ decreases or viceversa. Figure 3.15b shows the variation of the average
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energy consumption of a sensor node with respect to the PSs. We note that for a given AI,
the energy consumption of a sensor node is lower for larger PS. With increase in PS, the
arrival rate of the packets to the queue (λ ) decreases. Since the header size (MAC+PHY)
for a transmitted frame is constant, the number of header bit transmission decreases with
decrease in frame transmission rate, which is equal to packet arrival rate. This explains the
concerned decrease in the energy consumption. Finally, from Figure 3.15c, we remark that
under ideal channel conditions, similar to Figure 3.14c, the throughput essentially remains
unchanged with variations in PSs.

(a) Average frame delay (b) Energy consumption

(c) Average throughput

Fig. 3.15 Variation of performance metrics with respect to payload sizes (Psize) under ideal
channel condition for ECG sensor node @300bytes/s with AI of 11 slots.

Lastly, in Figure 3.16 we validate the implementation and functionality of our designed
OPNET simulation model. Figure 3.16c highlights that the hub successfully captures the
data transmitted simultaneously by two nodes using scheduled allocations. For illustration,
we consider Node-0 transfers Electroencaphalogram (EEG) data @ 500 bytes/s with larger
payload size (Figure 3.16a), and Node-1 transfers the ECG data @300 bytes/s data with a
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smaller payload size (Figure 3.16b). In this regard, the nodes use allocation intervals of 10
and 7 slots respectively.

(a) Transmitted Data MPDUs by Node-0

(b) Transmitted Data MPDUs by Node-1

(c) Received Data MPDUs by Hub

Fig. 3.16 Multi-sensor communication in WBAN using scheduled access MAC.

Having designed the simulation model of WBAN based on IEEE 802.15.6 Scheduled
Access MAC, the focus now shifts toward implementation of the same in test-bed for e-
healthcare. Following which, we leverage our designed simulation model in OPNET to
optimize the developed test-bed model performance.
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3.6 System Model of WBAN based e-Healthcare System

The WBAN based e-Healthcare system developed here uses a three-tier architecture as shown
in Figure 3.17. The first tier known as the access layer comprises of the WBAN operating
over 433MHz ISM band. At the WBAN, multiple sensors connected to a patient/ human
body sense and collect physiological data and transmits them over the 433 MHz band to
a BNC. The communication is this layer is short-range communication. The sensor nodes
communicate in a star topology, with the BNC acting as the hub that coordinates the sensors
in transmitting their data. We use the terms BNC and hub interchangeably with respect
to WBAN. In this chapter, we implement, characterize and optimize, first of its kind, the
scheduled access MAC protocol as envisioned in IEEE 802.15.6 to control and coordinate the
different sensors nodes in the WBAN. The 433 MHz band is selected as – i) it is un-licensed
and thus no licensing issues, ii) less penetration loss, and iii) allows high-level integration
with radio frequency IC technology leading to smaller size and lower power consumption.

Fig. 3.17 WBAN based e-healthcare architecture.

In this work, we mainly focus on designing WBAN for an e-healthcare application
that uses a database to store small portions of real-time WBAN data. To demonstrate the
feasibility of just a couple of the several use-case scenarios, we consider monitoring ECG
and temperature of a patient with individual sensors. For ECG tracking, we allow the ECG
sensor to transmit a 2 second ECG data to the BNC at regular intervals of 2 hours. While
for temperature monitoring, only one sample is transmitted every 2 hours. During normal
transfer, the sensor nodes employ the LDC technique described in Section 3.4.3.6. After
sending the data, the sensors go for hibernation. In hibernation mode, in addition to the
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transceivers, the ADCs of the sensor nodes are also powered down. It is worth mentioning
that the designed WBAN based on scheduled access MAC can be easily altered to monitor
data continuously at the BNC (see Figure 3.29b). A possible scenario can be bed-side
monitoring (connecting a PC to BNC) or tracking of ones’ vitals in real-time on smartphone
(considering BNC as part of a smartphone). This is achieved by disabling the hibernation
periods and allowing the sensors to continuously monitor the physiological signals.

After multiplexing data from the sensor nodes, the BNC compresses the signals compris-
ing of several samples of information. In our example scenario, we compress the 2 second
ECG signal using our proposed computationally and memory efficient B-DWT algorithm into
considerably smaller number of samples, which reduces the energy consumed and cost of
data transfer in backhaul transmission. The compressed data stream is also appended with ad-
ditional header information that facilitates in the reconstruction of the original signal. Hence,
after multiplexing and compression, the BNC sends the data to a RS over a TCP/IP Internet
connection via a Wide Area Network Base Station (BS). In this work, for transferring the data
collected from WBAN to the BS, the BNC uses General Packet Radio Service (GPRS) over a
Global System for Mobile Communications (GSM) network operating in 850/900MHz band.
This comprises the second tier known as the convergence layer or backhaul. The backhaul
supports wide area communication, thereby enabling patient mobility.

Lastly, after being forwarded by the BS, the data enters the service layer. The BS is
connected to the service layer through an Internet gateway. The service layer is application
specific. In our design, we intend to capture small amounts of medical data at the RS and store
them in a database. The physiological signals which are compressed at the BNC are stored
in the database in their compressed form along with their associated header information,
thereby saving database storage resources. When the compressed signal needs to be read
from the database for further diagnosis, the RS or a user application uses the additional
header information to implement inverse DWT to reconstruct the original signal (see Figure
3.30).

3.6.1 Overview of DWT based Data Compression

DWT provides an effective data reduction scheme for non-stationary signals like ECG
wave [143]. This is because DWT provides time localization of frequency content of the
signal. Since the main information in most of the common non-stationary signals lies at low
frequencies, the time localization of these lower frequencies will be more precise. Moreover,
the high frequency DWT coefficients are less prominent and can be discarded without any
major loss of information.
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The major challenge in incorporating DWT at BNC is to make the microcontroller of
the BNC perform real-time signal processing in addition to digitization, data storage and
communication. It is not a trivial task considering the limited performances of the microcon-
troller in terms of memory resources and arithmetic power and the algorithmic complexities.
We propose a B-DWT algorithm to optimize the DWT through advanced wavelet filters
for its calculation by the low-power and low-memory microcontrollers in the BNC. Tradi-
tional DWT-based compression algorithm [149] performs several unnecessary arithmetic
operations, which implies significant performance penalty. Through our proposed B-DWT
algorithm we performed several implementation optimizations for improved execution time
and optimal memory utilization, as subsequently explained.

The success of decomposition of a signal into DWT coefficients, followed by compression
and then reconstruction to retrieve the original signal depends not only on the level of
compression but also on the high-pass and low-pass filters used in sub-band coding [149].
In Section 3.11.3, a comprehensive performance testing of all the major wavelet filters
is provided, and depending on the level of compression and the associated permissible
information loss, a suitable wavelet filter is selected for the system.

In the following sections, we discuss the design and implementation details of the different
components needed to realize the system model as envisioned in Figure 3.17.

3.7 Wireless Sensor Node Design and Data Generation

We design our own sensor nodes that have the capability of capturing the physiological
signals with high fidelity and transmit the captured data wirelessly over 433MHz ISM band.
The basic block diagram of this design is given in Figure 3.18.

Fig. 3.18 Building blocks of sensor node.

As shown in Figure 3.18, the sensor node comprises of an 8-bit 16MHz ATmega328P
Microcontroller Unit (S-MCU) that is interfaced with a sensor and a wireless CC1101
transceiver [150]. The S-MCU is part of an Arduino Uno microcontroller board and has
2KB of SRAM and 1KB of EEPROM [151]. The sensors are application specific. For ECG
monitoring we use AD8232 sensor [152], which is an integrated signal conditioning block. It
is designed to collect, amplify and filter small bio-potential signals from a human body in the
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presence of noisy conditions, such as those created by motion or remote electrode placement.
While for temperature monitoring we employ LM35 sensor. Figure 3.19 shows the hardware
realizations of the ECG setup, and Figure 3.20 represents the major components of the sensor
node through a functional layered diagram with inter-layer coupling. The S-MCU samples
the analog data of the signals, digitizes them with the help of the ADC and stores them. The
sampling frequencies of various physiological signals are given in Table 3.2 [108]. After
obtaining the data, the S-MCU will pack the data into MAC frames called MAC Protocol
Data Units (MPDUs) by appending headers. Based on the scheduled access mechanism,
the S-MCU will transmit the data to the hub over the 433MHz ISM band using the CC1101
transceivers. The CC1101 wireless chip is selected because of low-power consumption,
overall cost saving, small size, fast data transfer and less penetration loss at 433MHz bands.
Furthermore, the CC1101 along with its open-source Panstamp library [153] for Arduino
gives the flexibility of designing our own MAC protocols. In the following, we elaborate on
the sensing and transmission mechanisms in more detail.

Fig. 3.19 Developed sensor node with ECG sensor.

Fig. 3.20 Layered diagram of sensor node with inter-layer coupling.
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Table 3.2 Physiological signal frequencies [108]

Data Stream Signal Data Stream Signal
Frequency (Hz) Frequency (Hz)

ECG 0.01 - 250 EEG 0.5 - 60
Respiratory Rate 0.1 - 10 Body Temperature 0 - 0.1
Blood Pressure 0 - 50 EMG 10 - 500

3.7.1 Sensing Mechanism

For sensing the physiological signals, the S-MCU takes help of timer interrupts. Atmega328P
has 3 timers. Each of the timers has a counter that is incremented on each tick of the timer’s
clock. In Clear Timer on Compare match (CTC) mode, timer interrupts are triggered when
the counter reaches a specified value stored in the compare match register. Once a timer
counter reaches this value it will clear on the next tick of the timer’s clock, and continue
to count up to the compare match value again. We can also set the speed at which the
timer increments the counter using a prescaler. Upon setting the compare match value and
prescaler, we generate timer interrupts at the required sampling intervals for the signals.
When interrupted, S-MCU executes its Interrupt Service Routine (ISR), which triggers the
ADC to read the analog value of the signal and enqueues its corresponding digital value in a
First-In-First-Out (FIFO) queue. This is shown in Figure 3.20.

3.7.2 Interfacing CC1101 with S-MCU

CC1101 provides extensive hardware support for data buffering, packet handling, burst
transmissions, link quality indication and clear channel assessment. The main operating
parameters and 64-byte transceiver FIFOs of CC1101 can be controlled via a Serial Peripheral
Interface (SPI), where the S-MCU is the “master”, while the CC1101 serves as its “slave”. We
use Panstamp library [153] for Arduino to communicate between S-MCU and the CC1101.
More specifically, we implement the CC1101 class contained in the Panstamp library. It
provides simple mechanisms to configure the CC1101 registers to operate in 433MHz band
and use GFSK modulation scheme. The CC1101 class also allows us to send and receive
wireless frames termed as Physical Layer Protocol Data Units (PPDUs). The most interesting
methods are the receiveData and sendData. In order to detect an incoming packet, we
configure CC1101 to interrupt the S-MCU Interrupt Pin (INT0). Whenever the INT0 pin of
S-MCU goes low, the interrupt is triggered and the S-MCU reads the incoming PPDU stored
in the RX FIFO register of CC1101 using the receiveData command. While, the sendData
is a method which enables S-MCU to send a data packet via the CC1101 RF transmitter.
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It takes the PPDU to be sent as an argument. Next, we discuss the CC1101 PPDU frame
format.

3.7.3 CC1101 PPDU Frame Format

A CC1101 PPDU frame format is configurable and consists of a fixed length preamble,
a synchronization (SYNC) word, optional length byte, optional address byte (not used
as similar field is in the MPDU), variable length MPDU and an optional 2-byte Cyclic
Redundancy Check (CRC) field as shown in Figure 3.21 [150]. The preamble, SYNC word
and CRC fields are defined at the registers of CC1101 and are inserted automatically during
transmission (Tx) and removed during reception (Rx).

Fig. 3.21 CC1101 PPDU frame format.

We employ a variable packet length mode, where the MPDU length is configured by the
first byte after the sync word. The maximum length of MPDU is 60 bytes. This is governed
by the CRC capabilities of CC1101. We set the Length field to ‘MPDU size’ bytes. The
actual length of CC1101 data buffer is 63 bytes. However, 3 status bytes are inserted within
a received PPDU adjacent to its MPDU. These three status bytes contain Received Signal
Strength Indicator (RSSI), Link Quality Indicator Values (LQI) and CRC_OK values. In Rx
mode, when a sync word is detected, the RSSI value at the RSSI register is inserted in the
RSSI byte. In Chapter 5, we show that a sensor node can exploit this RSSI value to derive
the corresponding channel SNR, and thereafter use the same for cognitive adaptation of the
AI and PS to maximize its energy-efficiency. The LQI is a metric of the current quality of the
received signal. In CRC auto flush mode, CC1101 will flush the entire Rx FIFO if the CRC
check fails and it will set CRC_OK field to ‘0’.

3.7.4 MPDU Frame Format

The MPDU frame prepared by S-MCU (Figure 3.20) consists of a fixed length MAC header
and a variable-length MAC frame body/payload as shown in Figure 3.22 [23]. The payload
contains the sensor data. The Recipient ID denotes the ID of the recipient of the current
frame. The Sender ID is set to the ID of the sender of the current frame. The BAN ID field is
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set to the ID of the BAN in which the current frame is transferred. The Ack Policy field is set
to I-Ack to indicate the immediate acknowledgment requirement of data, connection request
and connection assignment frames. The Frame Type and Frame Subtype fields indicate the
type and sub-type of the current frame respectively according to Table 3.3. It must be pointed
out that the Frame Subtype field for allocation mapped data is user configurable that we use
for representing 15 different physiological signals. If more number of sensors are needed in
a WBAN, then we can use the reserved fields in the MPDU. The Last Frame field is used to
indicate the last frame transmitted in an AI.

Fig. 3.22 CC1101 MPDU frame format.

Table 3.3 Frame Type and Frame Subtype field encoding [23]

Frame Frame Type Frame Frame Subtype name
Type value name Subtype value

00 Management 0000 Beacon
00 Management 1000 Connection Request
00 Management 1001 Connection Assignment
01 Control 0000 I-Ack
10 Data 1000-1111 Allocation Mapped Data

The Sequence Number field prevents reception of duplicate MAC Service Data Unit
(MSDU) at the receiver. It is denoted with the same value for frames containing fragments
of the same MSDU. The Fragment Number field in data frames is used to indicate frames
containing the fragments of the same MSDU. The Non-final Fragment field in data frames is
set to one if the frame contains a non-final fragment of a fragmented MSDU.

For example, in case of transfer of a 2s ECG data sampled at 200Hz, a total of 400 integer
samples are generated. If we fragment the data stream into 20 data samples (each of 2 bytes),
then there will be 20 such 40-byte data payloads. Each of these data payloads constitute an
MSDU fragment. Then there will be 20 data fragments having same sequence number but
incrementing fragment number. Whereas, the sequence number will be incremented for the
next 2s ECG data. These fields play vital roles in multiplexing data from multiple sensor
nodes at the BNC and will be discussed in the next section.
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3.8 BNC Design with Multiplexing of Multiple Sensors and
B-DWT based Compression of Data

We designed a BNC to realize the scenario shown in Figure 3.17. The BNC is developed
based on the internal structure as shown in Figure 3.23. The ATmega328P MCU of the
BNC (H-MCU) controls the WBAN communication as a hub using CC1101 transceiver. The
WBAN communications needs to satisfy QoS constraints as mentioned in IEEE 802.15.6
standard [23]. Therefore, it comes as a straight forward deduction that it is not possible to
engage H-MCU in backhaul communication Therefore, we add another MCU comprising
of an 8-bit 16MHz ATmega2560 MCU termed as the Client MCU (C-MCU) as shown in
Figure 3.23. We will justify the terminology shortly. The C-MCU is part of an Arduino
Mega microcontroller board and has 8KB of SRAM and 4KB of EEPROM [154]. The higher
specifications of ATmega2560 is needed for 1) queuing data from multiple sensors, 2) handle
TCP-IP communications, 3)B-DWT based compression of data such as the ECG samples,
and 4) to allow scope for future optimizations with respect to the backhaul communication.
For supporting backhaul communication, we have a GSM shield connected to the C-MCU.
With the GSM shield, it is possible to leverage the GPRS data communication to access the
Internet. The GSM shield is fitted with a Subscriber Identity Module (SIM) card that is used
to access a GSM network of a communications provider. Figure 3.24 shows the hardware
realization of the BNC. The interfacing of CC1101 with H-MCU is similar to that of the
sensor nodes, and thus needs no further mention. However, the interfacing between H-MCU
and C-MCU needs an elaborate explanation. Next, we discuss this interfacing, and describe
the process of transferring the data collected from multiple sensor nodes to the RS.

Fig. 3.23 Building blocks of body network controller.

3.8.1 Interfacing H-MCU with C-MCU for Data Multiplexing with B-
DWT based compression

The H-MCU communicates with C-MCU via Universal Asynchronous Receiver/ Transmitter
(UART) interface. Here, the H-MCU takes bytes of data and transmits the individual bits in
a sequential fashion to the C-MCU. Figure 3.25 illustrates the process of transferring and
multiplexing the data collected by H-MCU from multiple sensors to the C-MCU. When the
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Fig. 3.24 Developed body network controller.

H-MCU receives a data MPDU from a sensor within an AI, it extracts the payload, the Frame
Subtype (FS) field, the Non-Final Fragment (NFF) field and prepares H-MCU packet. It
then transfers the H-MCU packet, as shown in Figure 3.25, to the C-MCU over the UART
interface. The FS field helps C-MCU decode the signal, while the NFF helps C-MCU identify
the final payload of a fragmented MSDU.

Upon detecting a packet over the UART interface, C-MCU parses the incoming integer
numbers. The first number of an incoming H-MCU packet corresponds to its size, which
helps C-MCU identify the boundaries of the packet. The next field is the Frame Subtype
field. For our proposed BNC, we employ this field to multiplex data from multiple sensors
within a particular WBAN of a patient. To enforce minimal memory utilization, we employ a
multiple queue memory management system for the C-MCU. Where one queue corresponds
to one particular physiological signal (having distinct Frame Subtype) as shown in Figure
3.25. The cus_id field inserted by C-MCU will help the RS identify the patient and efficiently
store the data in the database, more on this later. The advantage of the queue management
system is that the individual queues are flexible enough to adjust their lengths as per the
number of samples within an MSDU (fragmented or non-fragmented) that it stores. This
leads to less wastage of memory space, unlike fixed length array. The intelligent nature of the
BNC allows the C-MCU to take action when a complete MSDU is received from H-MCU.
This is identified from the Non-Final Fragment field (see Figure 3.25). It must be noted,
that prior to queuing the data bytes from H-MCU into C-MCU packets, the integer data are
re-converted to actual analog floating-point values that were digitized at the ADC of the
sensor nodes. Upon reception of a complete MSDU, the BNC is pre-programmed to perform
B-DWT data compression on certain signals with particular Frame Subtype. The compression
status of a signal is indicated by the dwt_flag field of C-MCU packet which is set to ‘1’ if
a signal is to be compressed, else it is set to ‘0’ . The dwt_flag will intimate the RS about
the compression status of a received C-MCU packet, which needs to be stored accordingly.
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(a) Preperation of uncompressed C-MCU packet

(b) Preperation of compressed C-MCU packet with DWT coefficients

Fig. 3.25 Multiplexing different fragments from sensors with data that requires (a) no
compression, (b)B-DWT compression for preparation of C-MCU packets.

In case a signal is to be transmitted in uncompressed form (eg. Temperature values), the
resulting C-MCU packet is prepared directly from the H-MCU packets as shown in Figure
3.25a. However, for signals that require compression (eg. ECG samples), prior to preparing
the final C-MCU packet with DWT coefficients, the C-MCU prepares a ‘temporary C-MCU
packet’ comprising of all the payloads of the concerned H-MCU packets as illustrated in
Figure 3.25b. Thereafter, the C-MCU compresses the original signal using B-DWT to prepare
the final C-MCU packet. In addition to the already existing fields, the C-MCU appends an
extra field denoted by coeff_len ahead of the DWT coefficients. The coeff_len denotes the
length of different levels of DWT coefficients which will be discussed later in Section 3.10.1.
The coeff_len field is instrumental in facilitating future reconstruction of signal from the
DWT coefficients. The C-MCU packet thus prepared is transferred to the RS using the GSM
shield.
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3.8.2 TCP/IP Client Server Interaction using GSM Shield

The GSM library for Arduino allows the C-MCU to act as a client and use TCP/IP communi-
cation to send data to the RS over the Internet. To connect to the Internet, we provide the
GPRS Access Point Name (APN) of the cellular provider. The GPRS APN is the gateway
between the cellular network and the Internet. The RS has a known dynamic DNS (DDNS)
address, ‘server.ddns.net’ and runs a Remote Server Application Program (RSAP), that
opens a TCP/IP server socket at port 8080 and listens to incoming client connections.

In our designed WBAN, different sensors send their MSDU to the BNC at regular
intervals (in the order of hour). After a complete MSDU is received, compressed (in needed)
and packed into a C-MCU packet, it is ready to be transmitted over to the RS. The C-MCU
creates a GPRS_Client connection to the RSAP socket @server.ddns.net:8080. When the
connection is accepted by the RSAP, the C-MCU packet is written out and then GPRS_Client
socket is closed. The C-MCU packet received at the RS is then inserted into a database. A
detailed discussion on the database management is given later in Section 3.12.

3.9 Implementation of Scheduled Access MAC

In order to achieve a seamless and reliable communication between different sensor nodes and
the BNC, we use the scheduled access mechanism of IEEE 802.15.6. For this, the S-MCU of
sensor nodes and H-MCU of BNC needs to handle the following three kinds of operations: i)
Superframe generation, ii) Connection Establishment, and iii) Data Transmission/ Reception
We now discuss these operations in detail.

3.9.1 Superframe Generation

In our designed WBAN, the sensors and hub operate within the superframe structure as
depicted in Figure 3.1. To achieve this, the H-MCU and S-MCU takes help of Timer
interrupts, whose ISR pseudo-code is given in Algorithm 3.1.

We maintain a variable mac_state that defines the current access phase of the sensor
node/hub. A timer interrupt executes the ISR, checks the current mac_state, and based on it
changes mac_state to the value corresponding to next access phase. The ISR also updates
the compare match register of the timer to trigger the next interrupt at the end of the current
access phase. Additionally, at the beginning of EAP1, the hub broadcasts a Beacon MPDU
allowing the sensor nodes to tune their individual timer clocks to the hub’s clock and also
update the access phase lengths in case of a change.
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Algorithm 3.1 Timer interrupt subroutine for superframe generation
1: ISR(TIMER1_COMPA_vect){
2: switch (mac_state){ // MAC states
3: case EAP1: //End of EAP1
4: mac_state = RAP1; //Start of RAP1
5: set compare match register for interrupt at end of RAP1
6: break;
7: case RAP1: //End of RAP1
8: mac_state = MAP1; //Start of MAP1
9: set compare match register for interrupt at end of MAP1

10: break;
11: case MAP1: //End of MAP1
12: mac_state = EAP1; //Start of EAP1
13: set compare match register for interrupt at end of EAP1
14: break;
15: {
16: {

3.9.2 Connection Establishment

Prior to beginning its transmission, a sensor node must obtain a scheduled allocation from
the hub by sending a Connection Request frame within EAP1 or RAP1. The MSDU of
Connection Request frame contains the requested AI. If the hub can fit the requested AI
within the available MAP barring the already granted allocations, then the hub sends a
Connection Assignment frame, informing the acceptance. Note that IEEE 802.15.6 [23] has
the provision for both secured and un-secured WBAN session. An implementation of the
secured communication is beyond the scope of this chapter, however it will be incorporated
in our setup in the future.

For transferring the Connection Request or Connection Assignment frames, the S-MCU
and H-MCU uses Tx-if-Clear Channel Assessment (CCA) mechanism of CC1101. The CCA
functionality makes use of the Carrier Sense (CS) feature of CC1101. The CS is asserted
when the RSSI is above a programmable absolute threshold, and de-asserted when RSSI is
below the same threshold. The RSSI threshold value (in dBm) in our setup is set at -91.5dBm
based on the CC1101 specification sheet [150]. In Tx-if-CCA mode, before transmission,
the CC1101 strobes the Rx, waits 500µs for a valid RSSI, and compares it with the threshold
for CS. If CS is asserted, then the channel is busy or else the PPDU loaded in Tx FIFO buffer
of CC1101 is transmitted.
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After connection establishment, the CCA function of CC1101 for sensor nodes is dis-
abled as sensor nodes do not require CCA for scheduled access. We now discuss the data
transmission and reception mechanism in the scheduled AIs.

3.9.3 Data Transmission and Reception

Upon obtaining a scheduled uplink allocation, if the queue of the sensor node is not-empty,
then the sensor node can initiate a frame transaction with the hub within its AIs. However,
the sensor node will only initiate transmission if the frame transaction and an appropriate
guard time fit within the current timer instant and the end of the AI, as shown in Figure 3.26.
If the frame cannot be transmitted, it will be deferred till the next AI. A frame transaction
comprises of the sensor node transmitting a CC1101 PPDU and waiting for a corresponding
Immediate Acknowledgment frame (I-Ack) from the hub, separated by a Short Inter-Frame
Spacing (SIFS). If an I-Ack is not received within the expected time, the node resends the
data frame. The maximum number of such resends is denoted by R. The I-Ack timeout is
detected by enabling another timer, termed I-Ack timer, within the sensor node. The timeout
is set to the time required to transmit an I-Ack frame plus the SIFS period. In this regard, the
superframe parameters, frame lengths and other system parameters are given in Table 3.4.

Fig. 3.26 Frame transactions in scheduled uplink allocations.

Upon reception of a PPDU at the hub, the H-MCU examines its CRC_OK status bit. If
the CRC check fails, then the hub discards the received frame. Upon timeout, the sensor
node will retransmit the frame. However, if the PPDU passes the CRC check, then the
MPDU will be extracted. Next, we check if the MPDU is actually meant for the sensor
node by comparing the BAN ID, Sender ID and Recipient ID present in the MPDU header
(Figure 3.22) respectively with the BAN ID, Recipient ID of the expected sensor node and
hub ID. H-MCU also checks for a duplicate frame using the Sequence Number and Fragment
Number fields of the MPDU. Upon successfully filtering the incoming PPDU, the sensor
data is handled by H-MCU and sent to C-MCU, as described in Section 3.8.1. In response to
the successful filtering of the received MPDU, H-MCU prepares the corresponding I-Ack
frame by setting its Recipient ID field to the sensor node ID, Sender ID field to the hub ID
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and Sequence Number and Fragment Number to that of the received MPDU frame. Upon
successfully receiving the I-Ack frame, the sensor node loads the TX FIFO of its CC1101
with the next data PPDU to be sent.

In order to prolong the battery life of sensor nodes, the following techniques are adapted-

i) During normal uplink data transfer, we follow the LDC technique of Section 3.4.3.6,
and

ii) after completion of the transmission of an MSDU and all fragments thereof, S-MCU
puts sensor node to hibernation state.

In either of the modes, when the CC1101 transceiver is powered down, the power and
crystal oscillator of CC1101 are turned off. Again, when the sensor node wakes up, S-MCU
selects the CC1101 chip to wake it from the inactive state.

3.10 Implementation of B-DWT for Data Compression

DWT, in practice, employs wavelet filters comprising of a pair of finite half-band low and
high pass filters [149]. Let us assume that the impulse response of these FIR filters be
represented by Hd[n] and Ld[n] respectively, and the length of these filters be denoted by
K. The procedure starts with passing the input sequence x[n] comprising of N samples
through Hd[n] and Ld[n] simultaneously, which doubles the frequency resolution. As per
Nyquist theorem, half the samples now become redundant and hence are removed through
down sampling by 2. The down sampling process reduces the time-resolution by half. The
output of Hd[n] followed by the down sampling, known as Detail Coefficients, comprises the
first level of DWT coefficients. Whereas, the output of Ld[n] after down sampling, called
Approximation Coefficients, is again subjected to filtering through Hd[n] and Ld[n] with
subsequent sub-sampling, and the process continues until L levels of decomposition are
performed. We now introduce our proposed B-DWT.

3.10.1 Proposed B-DWT Algorithm

For the proposed B-DWT algorithm, we employ the analysis of moving average filters [147],
that allows us to mathematically express the DWT process as,

yhigh[n] =
K−1

∑
t=0

(Hd[t]x[2n− t]) (3.6)

ylow[n] =
K−1

∑
t=0

(Ld[t]x[2n− t]) (3.7)
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Where, yhigh[n] and ylow[n] are the outputs of the high-pass and low-pass filters after sub-
sampling by 2. By intelligently exploiting (3.6) and (3.7), our proposed B-DWT can provide
improvement in execution speed by effectively reducing the number of arithmetic operations.
Additionally, B-DWT intelligently utilizes the C-MCU memory allocated for storing input
signal to hold the output data that will be utilized in the calculation of DWT coefficients of
subsequent levels. This saves memory space in the resource constrained C-MCU which can
now be more efficiently utilized. The psedo-code of B-DWT is provided in Algorithm 3.2.

At the beginning of the B-DWT algorithm, initialization of all the variables is performed.
tot_dwt_len denotes the length of the L level DWT of the input signal x[n] without any
compression, and it can be obtained mathematically. y[n] is the set of yet to be attained DWT
coefficients. M keeps track of the length of the input signal at each filtering stage. start_ind
and end_ind marks the beginning and end of the location in y[n] where the DWT coefficients
at each stage are to be inserted. As discussed previously, in DWT based compression, the first
level of high frequency DWT coefficients of length ⌊(N +K −1)/2⌋ are generally discarded.
Therefore, in order to save memory space of C-MCU and reduce execution time, the length
of y[n] is reduced as in (line: 4 of Algorithm 3.2). Thereafter, in the for loop of (line 8 of
Algorithm 3.2) the detail and approximation coefficients are obtained from sub-loops in
(lines: 10 and 21 of Algorithm 3.2) respectively. Note that, an advantage in terms of less
number of computations can be gained from (lines: 12 and 22 of Algorithm 3.2) which
essentially performs the down sampling but prior to the filtering process. More specifically,
at each filtering stage the proposed B-DWT technique uses (L−1)(L+M−2)/2 number
of additions and L(L+M−1)/2 multiplications. Whereas, normal DWT implementation
takes (L−1)(L+2M−1)/2 number of additions and L(L+2M−1)/2 multiplications to
get the same result. Hence, at each filtering stage B-DWT requires almost half the number
of computations as compared to normal DWT, thereby drastically reducing the execution
time. After evaluating the DWT coefficients at a particular level, the final stage of the
B-DWT pertains to the utilization of the approximation coefficients for the next level. Since,
we opt to enforce minimal memory utilization, the for loop of (line 30 of Algorithm 3.2)
aptly overwrites the input signal at x[n] with the approximation coefficients. Thereafter, M,
start_ind and end_ind are updated before proceeding to the next level. Finally, after the
computation of L levels of DWT, depending on the required degree of compression, the
output signal of length C is generated from y[n] in (line 36 of Algorithm 3.2). Lastly, the
length of each of the L levels of DWT coefficients and the actual input signal length N are
updated in coeff_len field of C-MCU packet (Figure 3.25).
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Algorithm 3.2 Computation of DWT Coefficients by B-DWT Algorithm
Initialization

1: tot_dwt_len=length of dwt output;
2: N= length of input signal, K=length of filter, C=length of compressed signal;
3: x[0 : N −1]=input signal, x[N : N +K −2] = 0;
4: y [0 : tot_dwt_len−⌊(N +K −1)/2⌋−1] = {0};
5: Hd [0 : K −1]=High pass filter coefficients;
6: Ld [0 : K −1]=Low pass filter coefficients;
7: M = N, end_ind = tot_dwt_len, start_ind = 0, k = 0, i = 0, j = 0;
8: for j = 1 : L do
9: start_ind = end_ind −⌊(M+K −1)/2⌋;

Calculation of Detail Coefficients
10: for k = 0 : ⌊(M+K −1)/2⌋−1 do
11: if j > 2 then
12: i = 2k+1;
13: if i < (K −1) then

14: y[start_ind + k] =
i

∑
t=0

Hd [t]× x[i− t];

15: else
16: y[start_ind + k] =

K−1
∑

t=0
Hd [t]× x[K −1− i];

17: end if
18: end if
19: end for
20: end_ind = start_ind;

Calculation of Approximation Coefficients
21: for k = 0 : ⌊(M+K −1)/2⌋−1 do
22: i = 2k+1;
23: if i < K −1 then

24: y[k] =
i

∑
t=0

Ld [t]× x[i− t];

25: else
26: y[k] =

K−1
∑

t=0
Ld [t]× x[K −1− t];

27: end if
28: end for
29: if j < L then
30: for k = 0 : ⌊(M+K −1)/2⌋−1 do
31: x[k] = y[k];
32: end for
33: end if
34: M = ⌊(M+K −1)/2⌋;
35: end for
36: output_signal = y[0 : C−1], where C ≤ ⌊(N +K −1)/2⌋;
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3.11 Performance Evaluation and Optimization of
Developed WBAN Setup

In this section, we analyze the performance of our designed WBAN access layer. For this, we
exploit our simulation model for WBAN in OPNET simulator [95] based on the scheduled
access mechanism of IEEE 802.15.6 MAC protocol. The requirements stated in [23] mention
an operating range of 3m for WBANs. At this distance, we were not able to record any
CRC error for the received frames. We, therefore, consider an ideal channel for our OPNET
model, and analyze the system performance metrics namely, average frame delay and energy
consumption of the sensor nodes. Recollect that, in Section 3.5, it was observed that the
throughput remained essentially constant with respect to changes in allocation intervals and
payload sizes, hence we skip throughput analysis in this section.

Through performance analysis, we also choose the appropriate system parameters. We
determine the AIs to maximize network capacity while maintaining a frame delay constraint,
and also select a payload size to achieve minimum energy consumption (i.e. maximum
energy-efficiency) of sensor nodes. Network capacity is defined as the number of sensors
that can be accommodated within the MAP for scheduled access. The AIs assigned to the
sensors play a significant role in determining the network capacity. More AIs assigned to
a particular sensor node means less number of AIs left for other nodes, and thus lowers
network capacity. Since the variation of energy consumption of sensor nodes with AIs is not
significant under ideal channel conditions, as observed in Figure 3.14b, we neglect this effect
in our optimization. However, this effect will be studied later in great detail in Chapter 5
under non-ideal channel conditions .

This section also deals with the analysis of the proposed B-DWT based compression of
ECG signal samples generated by AD8232 sensor. Then, it reports the most suitable wavelet
filter to achieve optimal compression within acceptable information loss. Finally, we provide
some real test-bed results pertaining to implementation of B-DWT in C-MCU to establish its
superior real-time performance with respect to normal DWT process.

3.11.1 Performance Analysis of WBAN Communication

We evaluate the performance of our setup in terms of the afore-mentioned metrics through
simulations in our OPNET model. For simulation, the parameters followed are same as the
hardware setup. The complete list of system parameters is given in Table 3.4. The transceiver
specific parameters of CC1101 are obtained from its data-sheet [150]. The OPNET model is
designed based on a slotted time-reference, with each slot equivalent to 2ms. Accordingly,
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we refer to superframe parameters in terms of time-slots. However, for building our hardware
setup, we implement the equivalent times in floating point variables.

Table 3.4 System parameters

Parameters Values Parameters Values
Data Rate 38.4kbps Voltage Supply, Vs 3V
SIFS 75 µs Transmit Current 16 mA
Guard Time, GT 120 µs Receive Current 15 mA
Beacon Period 0.5s Idle Current 1. 7mA
EAP1 Length 0.05s Sleep Current 0.2 µA
RAP1 Length 0.05s Wake-up Current 240 µA
MAP Length 0.4s Wake-up Time 1.5 ms

As highlighted in Section 3.6, we tested our hardware model for ECG and temperature
monitoring. The monitoring of ECG signal is more complicated as compared to temperature.
Unlike temperature (0.1 sample/s), sending an ECG signal requires continual and undisturbed
sampling period of 200 samples/s or 400 bytes/s. Therefore, performance analysis for ECG
sensor node needs special attention. We run the simulations in OPNET for 5mins in case of
ECG and 2 hours in case of temperature, where the nodes generate data continuously without
any sleep interval during the simulation run. This helps us get accurate average values for
the performance metrics.

The nodes generate traffic with constant traffic distribution. In case of ECG sensing, for
a selected payload size (of a single fragment) of Psize bytes/packet, the arrival rate (λ ) is
obtained as

λ =
400
Psize

packets/s (3.8)

Figure 3.27 shows the variation of average frame delay for ECG monitoring with respect
to the size of the payloads for different AIs. It must be noted, that the CC1101 PPDU frame
format limits the maximum payload size to 52 bytes. In this figure, it can be observed that as
the AI increases, delay decreases. For larger AIs, the event of deferral of frame transmissions
decreases. Less deferral corresponds to less waiting delay for the frames in the queue. This
leads to the perception that higher AIs are better for the system. However, as we increase
the AI, the network capacity also decreases. Hence, we select an AI that just satisfies the
maximum frame delay constraint. For our setup, we consider a delay constraint of 150ms
[23]. From Figure 3.27, we can observe that an AI of 90 slots (0.18s) satisfies this delay
constraint. It is also observed that for a fixed AI, variation in moderate payload sizes does not
affect frame delay significantly. Larger payloads lead to more deferrals, but reduced packet
arrival rates tend to balance that effect. Thus, the queue length and waiting delay does not
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vary much with changes in payload size. However, very small payload sizes (< 20 slots) lead
to high frame delay due to high packet arrival rate as per (3.8). A high packet arrival rate will
cause buffer overflow and thus packet loss and high delay.

Fig. 3.27 Variation of average frame delay with respect to payload size of ECG transmission
within WBAN for different Allocation Intervals (AI) in 2ms slots.

We illustrate the variation of total energy consumption of the ECG node transceiver with
respect to the payload sizes in Figure 3.28. It is observed that as payload size increases, the
energy consumption decreases. This is similar to the observations of Figure 3.15b. Therefore,
we remark that higher payload size leads to more energy-efficient transmissions. Hence, we
consider a payload size of 52 bytes for ECG node.

Fig. 3.28 Variation of energy consumption for continuous transmission by ECG node for
varied payload sizes.
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Compared to ECG, modeling temperature monitoring is much simpler. Only one 2-byte
sample needs to be transmitted every sleep interval. So, determining a payload size is not
required. As for AI, we performed a delay analysis in OPNET and determined 5 slots (0.01s)
as the AI length for temperature monitoring.

Likewise, the WBAN sensor nodes in our setup have been tuned to the optimal AIs and
payload sizes. To validate the functionality and capability of the scheduled access mode in
providing real-time tracking of physiological parameters, the H-MCU was directly monitored
via a serial monitoring tool. As shown in some exemplifying screenshots in Figure 3.29,
the hub arranges the superframe structure as highlighted in Figure 3.1, the sensor nodes
efficiently transmit the frames in their AIs and we obtain both ECG and temperature data
simultaneously at the monitoring tool. Note that, in order to get a continuous monitoring
graph, the ECG is sampled continuous and the temperature is sent in every superframe
without sleep intervals. The continuous simultaneous monitoring of ECG and temperature is
further elaborated through a video demonstration 1.

(a) (b)

Fig. 3.29 Snapshot: (a) Simultaneous activities of ECG and temperature nodes, (b) Simulta-
neous monitoring of continuous ECG and temperature at hub.

1Video@ https://www.dropbox.com/s/tb6guwr0ha0bsc2/SAM_Demo.mp4?dl=0.

https://www.dropbox.com/s/tb6guwr0ha0bsc2/SAM_Demo.mp4?dl=0
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3.11.2 Performance Metrics for DWT Analysis

The two metrics that are commonly used to measure the performance of DWT analysis are
[146],

i) Percentage Root Mean Difference (PRD) to measure distortion between the original
signal and the reconstructed signal. Mathematically,

PRD =

√√√√√√√
N
∑

n=1
(x [n]− x̂ [n])2

N
∑

n=1
(x [n])2

×100% (3.9)

ii) Compression Ratio or Compressed Data Ratio (CDR), defined as the ratio of the
number of bits representing the original signal to the number of bits required to store
the compressed signal. Mathematically,

CDR =
Boriginal

Bcompressed
(3.10)

Where, Boriginal and Bcompressed are the bit rates of the original and compressed signals
respectively.

3.11.3 Peformance Analysis of proposed B-DWT

Table 3.5 compares the output PRD and CDR averaged over the 400 sample ECG signal for
B-DWT performed using different DWT filters over 5 levels (i.e. L = 5). With increasing
compression, the CDR improves, however the PRD also increases. This is expected because
more compression means discarding more number of DWT coefficients, which results in
eliminating increased number of coefficients at lower frequency levels containing significant
meaningful information. Therefore, a tradeoff is required between the desired level of
compression (CDR) and the acceptable PRD.

The relationship between the measured PRD and the diagnostic distortion is established
based on the work of Zigel et al. on the weighted diagnostic measure for ECG signal compres-
sion [155], which classifies the different values of PRD based on the signal quality perceived
by a specialist. Table 3.6 reports the resulting different quality classes and corresponding
PRD. A filter is selected which provides an acceptable PRD with the maximum amount of
compression. Biorthogonal 4.4 filter produces the best results for B-DWT. A “very good”
signal reconstruction quality (corresponding to PRD below 2%, see Table 3.6) can be reached
for CDRs up to 3.03. Finally, it is worthwhile mentioning that the used metric, PRD may
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Table 3.5 CDR and PRD at different levels of DWT for varied wavelet filters

Wavelet Wavelets Level-1 Level-2 Level-3 Level-4 Level-5
Family CDR PRD CDR PRD CDR PRD CDR PRD CDR PRD

Biorthogonal

bior1.1 15.38 4.56 7.84 3.79 3.96 3.07 1.99 1.97 1 0
bior1.3 11.76 4.66 6.35 3.97 3.42 2.40 1.82 2.00 0.95 0
bior2.2 11.76 5.06 6.35 2.92 3.42 2.03 1.82 1.12 0.95 0
bior2.4 9.52 4.24 5.33 3.41 3.03 1.76 1.68 1.11 0.90 0
bior3.1 13.33 6.20 7.02 3.97 3.67 2.27 1.90 0.69 0.97 0
bior4.4 9.52 4.25 5.33 3.40 3.03 1.68 1.68 0.94 0.90 0
rbio1.1 15.38 4.56 7.84 3.79 3.96 3.07 1.99 1.96 1.0 0
rbio1.3 11.76 4.36 6.35 3.49 3.42 1.79 1.82 1.51 0.95 0

Reverse rbio1.5 9.52 4.41 5.33 3.46 3.03 2.58 1.68 1.39 0.90 0
Biorthogonal rbio2.2 11.76 4.59 6.35 3.31 3.42 2.68 1.82 1.47 0.95 0

rbio2.6 8.00 4.35 4.60 3.60 2.70 2.52 1.56 0.94 0.86 0
rbio3.1 13.33 14.75 7.02 9.79 3.67 6.95 1.90 2.27 0.97 0
rbio3.5 8.70 4.55 4.94 3.60 2.86 2.61 1.61 0.54 0.88 0

Daubechies db1 15.38 4.56 7.84 3.79 3.96 3.07 1.99 1.96 1.0 0
db4 10.53 4.20 5.80 3.53 3.20 2.36 1.74 0.61 0.92 0

Coiflets

coif1 11.76 4.47 6.35 2.89 3.42 2.26 1.82 1.31 0.95 0
coif2 8.70 4.29 4.94 3.51 2.86 2.64 1.61 1.04 0.88 0
coif3 7.14 4.37 4.17 3.51 2.50 2.41 1.47 0.95 0.83 0
coif4 5.88 4.39 3.51 3.71 2.17 2.45 1.33 0.90 0.78 0

Symlets sym2 13.33 5.14 7.02 3.78 3.67 1.86 1.90 1.31 0.97 0
sym4 10.53 4.24 5.80 3.18 3.20 2.46 1.74 1.22 0.92 0

not always reflect the reconstruction quality. Hence, Figure 3.30 is plotted to illustrate that
the proposed B-DWT algorithm produces acceptable signal after signal reconstruction. As
evident from Figure 3.30b the last 310 DWT coefficients are insignificant and hence omitted.
From Figure 3.30c it can be easily seen that transmitting only the first 132 DWT coefficients
(3.03 CDR or 67% compression) followed by signal reconstruction preserves the original
signal information. Interestingly, the reconstructed signal does not contain the high frequency
noise and is smoother than the original signal in Figure 3.30a. Consequently, while incurring
no significant information loss, B-DWT could efficiently provide three-fold energy and cost
saving in transmission over long distance backhaul link and thus making our e-healthcare
architecture more energy-efficient and cost effective.

Table 3.6 PRD and corresponding quality class [155]

PRD Reconstructed Signal Quality
0∼2% “Very good” quality
2∼9 % “Very good” or “good” quality
≥ 9 % Not possible to determine the quality group
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(a) Original ECG (b) DWT coefficients (c) Reconstructed ECG

Fig. 3.30 (a) 2s ECG signal captured by AD8232 sensor, (b) DWT signal compressed using
Bior.4.4 filter, (c) Reconstructed signal from 1st 132 DWT coeff.

3.12 Remote Server and Database

In this section, the implementation of the Remote Server (RS) and the development of a
database to store the captured data is described. For the RS, we have used MATLAB TCP
server framework. As highlighted previously, the RS receives the C-MCU packets from
the BNC. The RS is further configured to insert the data into a database called Remote DB
in a formatted manner as illustrated in Figure 3.31. As seen in Figure 3.31, the database
maintains separate Microsoft Excel files (.xlsx) for each patient and names them according to
their Customer IDs. Each .xlsx file has separate worksheets for storing records of different
physiological signals in chronological order of the time the data were collected. The time of
the data collection is registered by the RS. To achieve this structured and sorted Remote DB,
the RS exploits the header information contained with C-MCU packets. More specifically,
the cus_id helps in selecting the .xlsx file, the Frame Subtype field allows to identify the
worksheet, and the dwt_flag field facilitates in identifying whether the data contained in the
C-MCU packet is compressed. If dwt_flaq=1 (as in in case of ECG), the corresponding DWT
coefficients are stored along with the contents of the coeff_len field of C-MCU packet. As
shown in Figure 3.31, for a single record of ECG monitoring we store the all the 132 DWT
coefficients preceded by the coeff_len, values, while for temperature only a single value
(uncompressed) is stored. In must be highlighted that, instead of storing all the 400 samples

Fig. 3.31 Snapshot of remote database.
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of a 2s ECG signal, B-DWT allows Remote DB to store the same signal in terms of 132
DWT coefficients and seven coeff_len values leading to a significant 65.25% reduction in
database storage utilization.

The presence of this database decouples the process of data collection and analy-
sis/visualization. The latter can be achieved with the help of different automated data
analytics tools such as Microsoft Power BI. Therefore, doctors and other operators do not
need to directly query the database for information. A detailed discussion of the data an-
alytics tool is beyond the scope of this work. However, it is worth to mention that the
different analytics tools will not only help in visualizing the received data and deliver deeper
insights into a patient’s conditions, but also enable integration of the system to cloud and web
services. This will further enable other services like bringing the data into mobile handsets,
and therefore, provide ubiquitous access to the patient’s information stored in the database.
Moreover, the healthcare service providers can also leverage on Cloud messaging services
like Google Cloud Messages (GCM) to send Push Notifications to the mobile devices of
medical staff in case of an emergency.

3.13 Conclusion

In this chapter, we have designed a simulation model in OPNET Modeler for a WBAN as
per the IEEE 802.15.6 standard focused towards its scheduled access mechanism. For this,
the network model, the node model and the process model are designed and realized. We
provide the detailed interrupt-based design of the process model of the MAC of sensor nodes
and hub. More specifically, we implemented the superframe generation, frame transmission,
connection establishment and energy computation mechanisms of the scheduled access mode.
Further, we study the performance in terms of variation of average frame delay, throughput
and energy consumption of the sensor nodes with respect to system parameters like traffic
loads and allocation intervals. The results obtained reflect efficient simulation design with
sufficient credibility. Thus, the model established in this chapter can be used in future
research work like validation of derived analytical models, performance analysis of WBAN
setups, followed by suitable optimizations.

In this chapter, we also present a WBAN that can be used to remotely monitor and store
multiple physiological signals of patients. For this, we implement, first of its kind, schedule
access mechanism of IEEE 802.15.6 to monitor ECG and temperature simultaneously. In this
regard, detailed hardware implementation involving interfacing of MCU of sensor nodes with
CC1101 low power transceiver is discussed. We also remark that, in Chpater 5 we enable the
sensor node the exploit the RSSI value inserted by CC1101 after packet reception to derive
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the corresponding channel SNR, and thereafter use the same for cognitive adaptation of the
AI and PS to maximize its energy-efficiency. Focusing on the present chapter, we elaborate
the process of multiplexing of data from multiple sensor nodes at the BNC. In addition,
we also propose a fast B-DWT algorithm at the BNC to compress long data streams into
DWT coefficients in real-time that would allow the BNC to transfer the data over a backhaul
network in an energy-efficient and cost effective manner. In this regard, the BNC is used to
connect to a GSM cellular network to send the collected data over the Internet to a Remote
Server (RS). Moreover, the RS is configured to accept data from multiple patients and store
in a database. This would allow users to access patient data anywhere, anytime through web
service and mobile applications.

To characterize and optimize the designed WBAN, we perform its performance analysis
in OPNET. To this aim, we obtain the optimal Allocation Intervals (AIs) for ECG and
temperature monitoring, that maximizes the network capacity within a frame delay constraint.
Furthermore, the optimal payload sizes are obtained to maximize the energy-efficiency of the
sensor nodes. Additionally, through a comprehensive performance analysis of the proposed
B-DWT algorithm we found Bi-orthogonal 4.4 Wavelet filter as the most suitable filter
providing 67% signal compression with less than 2% information loss. Moreover, B-DWT
is found to be 64% faster in terms of execution speed and 2% more memory efficient as
compared to traditional DWT. To add to this, the storage of the physiological signals in
their compressed form at the remote database also allows a significant 65.25% reduction in
database storage utilization. Currently we are working to make the WBAN communication
secured, and interface the database with analytics tool and cloud services to provide a user
interface for secured pervasive access of the data.



Chapter 4

Characterization and Resource/Energy-
Efficient Implementation of Energy
Detector for Real-Time CR using WARP

❝ I think that in the discussion of natural problems we ought to begin not with the Scriptures,
but with experiments, and demonstrations❞

-Galileo Galilei

It is evident from Chapter 2 that CRN has the potential of alleviating some of the major
concerns such as spectrum scarcity issues arising due to the deployment of prolific amount
of IoT services like e-healthcare and the necessity for minimizing the data transfer costs
involved in remote health monitoring. Also, Chapter 3 has laid the ground work for the
implementation of remote health monitoring using WBAN. However, the work in Chapter 3
was focused primarily on WBAN which utilized licensed WAN for backhaul transmission.
To introduce CRN at the backhaul of WBAN and truly take advantage of DSA, the first step
should be the proper design of a real-time CR interface (i.e. SU) that can be used by the BNC
for opportunistically sending its NRT data over PU channels in a CRN. Other motivations for
developing a CR platform in hardware test-bed is firstly to use it for obtaining key operational
parameters from test-bed, and secondly for validating the research findings through future
proof of concepts and render them suitable for widespread deployment.

One of the fundamental functions of any SU is efficient sensing of the spectrum to detect
spectrum holes in the PU channel. Therefore, it is imperative that particular attention is given
towards characterization and implementation of spectrum sensing in real test-bed. The critical
aspects of such implementation include i) efficient utilization of the on-board resources of
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the SU, and ii) ensuring maximum energy-efficiency. Taking all of these into account, this
chapter provides a practical realization of real-time SUs through proposed test-bed design,
characterization of energy detection based sensing and implementation of a generic CRN
test-bed where SUs leverage our proposed Practical Energy-Efficient Energy Detection
(PED) method to sense the PU channels with high accuracy and then successfully transfer
IP packets while keeping the interference to PUs within pre-determined threshold.

4.1 Introduction

In recent years there has been an increasing demand of wireless services. However, tradi-
tionally spectrum is licensed to operators and each system has to operate within a limited
frequency band. As the unlicensed spectrum is already congested, there is a need to find
new ways to exploit licensed radio spectrum. Recent studies have shown that the actual
licensed spectrum remains unoccupied for large periods of time [156] termed as ‘white
spaces’. Cognitive Radio (CR) [157, 10] technology can be used to sense these ‘white
spaces’. Opportunistic users also called Secondary Users (SUs) can leverage the CR tech-
nology to exploit the ‘white spaces’ without causing harmful interference to the incumbent
Primary Users (PUs). The aim of this chapter is to build a practical real-time SU in a CR
test-bed that is capable of taking intelligent standalone decisions enabling opportunistic
transmission over PU channels. This would facilitate testing and validation of new proposed
CR related concepts and algorithms in real test-bed setup. For this, SUs need to have CR
capabilities, such as sensing the spectrum reliably to determine whether it is being used by a
PU and change the radio parameters to exploit the unused part of the spectrum.

Spectrum sensing is by far the most important component for the establishment of SU.
Spectrum sensing is the task of obtaining awareness about the spectrum usage and existence
of PUs in a geographical area. This awareness can be obtained by using geolocation and
database, by using beacons, or by local spectrum sensing at cognitive radios [158, 159, 76]
or a combination of any of these within a network. In this chapter, we focus on spectrum
sensing performed by SUs because of its broader application areas and lower infrastructure
requirement. When used with geolocation database, local spectrum sensing can provide even
superior spectrum efficiency for a Cognitive Radio Network (CRN).

Three schemes are generally used for local detection of PU presence through spectrum
sensing. These are: matched filter based detection, energy detection and cyclostationary
feature detection. Among these, both matched filter and cyclostationary feature detection
require some priori information about the PU signal to be known to the SU. However, if the
receiver cannot gather sufficient information about the PU signal, for example, if only the
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power of the random Gaussian noise is known to the SU receiver, the optimal detector is an
energy detector [160]. Despite of the poor performance of energy detector under low SNR
conditions and noise uncertainty [161], it is still widely used as a signal detection method in
real time systems because of its lower complexity. Furthermore, energy detection is the most
common sensing technique used in validation of a wide range of CR algorithms that rely on
spectrum sensing as one of its enabling methods.

Some of the common techniques to improve the performance of energy detection involves
use of longer sensing duration and higher receiver sensitivity [77]. Fortunately, in current
practical test-beds for CRs, the Analog to Digital Converter (ADC) frequency of a receiver
is quite high. This greatly reduces the sensing time with high receiver sensitivities. For
example, Ghasemi et al. in [77] reports a sensing time of 100ms for a single SU for a very
low receiver sensitivity of -20dB. However, recent CR test-beds which have high ADC
frequencies of 40MHz reduces the individual sensing time to 3ms, as will be discussed later
in this chapter. Due to the aforementioned reasons, individual energy detection based sensing
is highly favorable for low complexity implementation of highly efficient CRs.

Literature survey revealed that most of CR related work has been focused towards theo-
retical research and software simulation, which need further validation on practical hardware
platform to observe their performance in real situation and feasibility of implementation.
To this end, we aim to build a standalone SU in test-bed. For this, it is essential to perform
a detailed test-bed modeling of the energy detection based spectrum sensing, evaluate its
performance and possibly optimize it.

4.1.1 Importance of Test-Bed Modeling and Performance Evaluation

Detailed test-bed modeling and performance evaluation with test-bed parameters allows users
to study the device characteristics in real environment under operational conditions at any
realistic scale at real speeds. It gives an insight into the working of the device and helps in
understanding the tradeoff between different test-bed parameters. This allows us to re-modify
the existing analytical expressions with test-bed related parameters and study them from new
viewpoints.

One such aspect of test-bed deployment of CR is the intelligent exploitation of the limited
on-board resources of the SU. The resources are utilized based on specific applications. There
are two types of resources available for efficient SU deployment -

i) Field Programmable Gate Array (FPGA) hardware resources- Low-level Physical
(PHY) layer entities like transceivers, packet buffers, registers, packet detectors, energy
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detectors are implemented in the FPGA. In addition, any operation that requires parallel
processing for faster execution can be implemented at the PHY core.

ii) Soft-core Embedded Processor (EP) resources- This is based on sequential execu-
tion of instructions and mainly used for higher Medium Access Control (MAC) layer
operations that act on the information collected at the PHY layer and then imbibe
intelligence to the SU.

Efficient implementation of CR through intelligent utilization of the afore-mentioned limited
resources opens up new possibilities of achieving more efficient SU performance. Lastly,
a test-bed setup for CRN also allows system designers to validate new ideas in practical
scenarios as a proof of concept. This may lead to discovery of possible deployment issues
and incorporation of appropriate modifications in the proposed algorithms to address such
issues.

4.1.2 Available CR Test-Bed Platforms

Although many works have been proposed to improve the performance of spectrum sensing
and dynamic spectrum access and sharing, most of them only focus on the theoretical
modeling and analysis and few of them have been verified in a practical system. Therefore,
CR platforms need to be developed as a real world test-bed that can verify the theoretical
analysis. Generally, CR is characterized by self-adaptive mechanisms which rely on software
radio technologies. In this regard, generally Software Defined Radio (SDR) platforms like
GNU-radio based Universal Software Radio Peripheral (USRP) [162], Wireless Open Access
Research Platform (WARP) [163] and Berkeley Emulation Engine 2 (BEE2) [164] have
been used for developing CR test-beds. A comprehensive survey on the SDR architectures
available for CR test-beds is conducted in [165].

GNU Radio is a free software toolkit for building software radios [162]. The USRP is
the device that interfaces GNU Radio and the real environment. GNU Radio is the software
for exploring SDR and USRP is the hardware which implements it. GNU radio operates
in computers and simulate the construction of simple software radios with USRP. It is an
open-source framework and supports C++ and Python languages. C++ is used for the
computational processing blocks, while Python is the glue that controls and coordinate these
blocks. One of the main advantages of GNU radio is its low cost hardware, but that is
because it does not have an on board processor. The performance of GNU radio is entirely
dependent on a host computer that is connected to USRP via Universal Serial Bus (USB)
interface. Since the low bandwidth of the USB connection limits the bandwidth between the
software radio design with USRP, GNU Radio only supports narrow band communication
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and low throughput. Due to the absence of an on-board processor, USRP cannot execute
algorithms independently. This also limits the applicability of USRP to off-line physical layer
prototyping, making it unsuitable for real-time Internet Protocol (IP) enabled communication.

WARP is an extensible, scalable and programmable wireless platform developed at Rice
University [166] . It provides a freely available Open-Access Repository that supplies the
archive for all parts of the platform, including documentation, libraries, designs, and appli-
cation examples [166]. The Xilinx Virtex FPGA is used in the WARP board as the main
computational processor and supplies embedded programming situation for PHY, MAC
and network layer design with MATLAB simulink [163]. In addition, it also provides an
on-board PowerPC (WARP v2) or Microblaze (WARP v3) processors for efficient MAC
implementation. These on-board processors can be leveraged to realize an intelligent stan-
dalone communication node, where data is received as IP packets from an application through
1000/100 Mbps Ethernet interface, to achieve wide band communication and high throughput.
The embedded processors are programmed in Xylinx SDK platform using C programming
language. Moreover, like USRP, WARP also supports traditional off-line physical layer
prototyping with a host Personal Computer (PC) controlling the board using WARP libraries
for MATLAB called WARPLab framework. Lastly, the ability to connect multiple FPGAs
together through high speed MGTs also makes the WARP scalable and extensible.

The BEE2 system is more advanced as compared to WARP and provides a scalable,
modular solution for a range of advanced applications such as Digital Signal Processing
(DSP) [164]. The BEE2 board includes 5 Vertex-2 Pro FPGAs. Each FPGA has a PowerPC
405 core, which minimizes the latency between the microprocessor and the reconfigurable
fabric. Like in WARP, the PowerPC processor enables standalone node deployment in BEE2.
The BEE2 uses Matlab/Simulink coupled with the Xilinx system generator as programmable
tools to design a set of parameterized library blocks. One drawback of BEE2 is that it requires
license to access certain sections of its repository. In summary, BEE2 is faster, with more
communication ability, wider band communication, and is more scalable and extensible, but
it is also more complex and expensive.

Due to the presence of on-board embedded processor, open-source framework and
cost-effectiveness, we select WARP as the idle test-bed platform to conduct our CR based
experimentation, validation and provide proof-of-concept for our proposed algorithms as
introduced in later chapters.

4.1.3 Literature Survey and Motivation

Implementation of CR spectrum sensing using SDR boards has mainly been focused towards
offline non-real time processing. In offline mode, the test-bed in general, and signal transmis-
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sion, reception, signal processing and MAC layer processing in particular, are controlled by
external computer software that interact with the boards. In this regard, Rashid et al. in [88]
developed a CR system with spectrum sensing, spectrum management, spectrum decision
and data transmission implemented in GNU radio and interacts with USRP as the hardware
RF terminals. Similarly, in [89] Mandke et al. developed a flexible wireless test-bed called
Hydra that uses the GNU radio platform and Click modular router to implement higher MAC
and PHY layer algorithms in a Host PC while interacting with USRP radio terminals. The
chief disadvantage is that end-to-end link performance is limited, not only by the computation
needed by PHY algorithms, but also by the limited bandwidth of the USB 2.0 interface which
connects the general purpose computer to the USRP front-end. Similar off-line spectrum
sensing models for CRs were also developed using WARP by Lee et al. in [90]. As evident
from the literature survey, implementation of MAC and PHY layer algorithms in on-board
processor that would help realize a standalone SU is not possible in USRP and is yet to the
realized in test-bed using WARP. The work in this chapter attempts to fill this gap.

In [90], Lee et al. did not implement the traditional energy detection based sensing
probably due to noise uncertainty. However, energy detectors have very low complexity and
are ideal for developing new PHY layer algorithms which leverage on sensing to provide
the channel observations. This would provide a baseline which can then be tested for other
sensing techniques as future projects. This motivated us to characterize the energy detection
performance in a CR test-bed using WARP and then develop a sensing framework for its
offline mode of operation. The off-line analysis and implementation provides the background
needed to achieve the main goal of this chapter which is to build a real-time standalone SU
with CR capabilities.

Offline processing and energy detection is ideal for testing new physical layer ideas.
However, implementing those ideas in real-time in a standalone SU controlled by its on-
board EP with no external control presents new challenges and opportunities for further
optimizations. Considering the design complexities in real-time CR modeling, only few
works [91, 97] have implemented it using the WARP boards. While RECOG [91] configures
the Access Points with cognitive abilities to implement real-time applications, the soft real-
time model in [97] utilizes the knowledge of the frequency hopping based PU traffic behavior
to host video-streaming services. However, the model in [91] suffers from the issues of
energy-efficiency and cost-effectiveness due to the use of two transceivers, whereas the model
in [97] does not consider a generic CRN and is thus not widely acceptable. In short, none
of these works deploy “truly cognitive SU terminals” that must be equipped with sensing,
decision, management and mobility functionalities.
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One of the primary challenges of implementing real-time CR interface is efficient utiliza-
tion of the limited on-board resources as highlighted earlier. Moreover, a CR interface with its
MAC and PHY tuned for real-time standalone SU operation can be leveraged for facilitating
IP enabled communication. This in effect opens up immense opportunities for testing new
applications and validation of new MAC layer ideas. Therefore, after drawing observations
from the off-line mode, we model a Energy Detection based CR MAC (ECR-MAC) at the
EP of WARP for implementing energy detection sensing. For the ECR-MAC, we propose a
Practical Energy-Efficient Energy Detection (PED) method, which intelligently exploits the
already available FPGA resources for practical realization of energy detection. Moreover,
PED method not only enables efficient resource utilization but also minimizes the sensing
time for PU detection based on the PU channel conditions. It is shown through performance
analysis that PED method minimizes the energy consumed towards spectrum sensing. There-
fore, our proposed PED method is more resource-efficient as well as energy-efficient as
compared to the traditional energy detection based sensing.

4.1.4 Contributions of this Chapter

The main contributions of this chapter are as follows:

➊ For studying the energy detection sensing operation, we evaluate the sensing time
and detection threshold by considering the probabilities of detection and false alarms
in sensing. Based on this, we model the energy detection mechanism for efficient
implementation in WARP. We extend the analysis to obtain the normalized interference
duration between SU and PU transmissions, that is partly dependent on the uncertainties
in sensing result.

➋ For characterization and performance analysis of energy detection in WARP, we take
into account different operating conditions like the PU activity of a channel, detected
PU SNR at the SU and SU receiver sensitivity.

➌ From the analysis we determine the Receiver Operating Characteristics (ROC) for
WARP and its detection threshold that would provide satisfactory performance.

➍ Next, using the obtained parameters we implement and validate the operation of energy
detection sensing over WARP test-bed in its off-line non-real time framework.

➎ As the most significant contribution of the chapter, after off-line validation, we utilize
the real-time framework of WARP to design an independent and standalone SU to
facilitate opportunistic IP enabled communication over PU channels. We introduce our
proposed PED method and ECR-MAC framework for the on-board EP that exploits
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the already existing Carrier Sense (CS) module in a transceiver system for resource
efficient and energy-efficient implementation of energy detection framework.

➏ Thereafter, through performance analysis we validate the effectiveness of PED method
in facilitating energy-efficient detection of PU presence as compared to traditional
energy detector.

➐ Lastly, we validate the functionality of ECR-MAC framework by deploying oppor-
tunistic IP enabled SU communication over PU activity channels in our test-bed setup

4.1.5 Chapter Organization

This chapter is organized as follows. Section 4.2 outlines the system model that also includes
the fundamentals of energy detection based sensing and PU activity modeling. In Section 4.3,
we conduct performance analysis and characterization of energy detection in WARP. Next,
Section 4.4 validates the characterization of energy detection through implementation using
off-line WARPLab framework. Thereafter, Section 4.5 introduces our proposed PED method
and ECR-MAC framework followed by the implementation of real-time CR interface using
WARP boards. Finally, we conclude the chapter in Section 4.6.

4.2 System Model

We consider an overlay CR system comprising of a SU which needs to transmit data to
a receiver by opportunistically accessing the PU channels of a PU system. For this, the
SU senses a PU channel using energy detection based sensing for TS duration for presence
or absence of a PU. If the channel is sensed/observed to be ideal, then the transmission
takes place for TD duration. Else if the channel is busy, then the SU defers transmission
for inter-sensing duration TD. The sensing-transmission cycle of SU, also termed as CR
cycle, is shown in Figure 4.1. The total frame duration of the CR frame is denoted by
TF = TS +TD. Figure 4.1 also highlights that a SU transmission can cause undue interference
to PU transmission when,

• the SU miss-detects the presence of PU and starts transmission,
• the SU correctly detects the absence of PU and begins transmission, but PU returns in

the channel within the inter-sensing duration

To address the above issues, the SU must make sure that the interference to PU is kept within
a pre-determined threshold.

It is worth mentioning that, in the event of successive user-defined B number of busy
sensing observations, the SU may perform handoff, i.e. it may jump to another PU channel



4.2 System Model 129

for transmission. A discussion on handoff or its target channel sequence is beyond the scope
of this chapter and an elaborate study in this regard can be found in [167]. Therefore, in this
chapter, we do not consider the handoff event, and the SU remains in the same channel even
after successive busy sensing observations.

Fig. 4.1 Timing behavior of PU and SU with possible collision instances.

Figure 4.2 shows the several functional entities of a standalone SU developed on WARP
board along with the inter-layer coupling. The MAC layer at the Embedded Processor (EP)
of a SU incorporates the sensing scheduling and spectrum access units. Sensing Scheduling
unit controls certain timers that set the start and end of sensing and inter-sensing durations,
thereby maintaining the CR cycle. The Spectrum Access unit is responsible for accessing
and obtaining the current channel observation from the Spectrum Sensing unit. Based
on the sensing observation, it decides whether to remain idle or transmit in the following
inter-sensing duration. For transmission, the MAC accepts packets from the higher layer,
encompasses them into CR frames by appending CR MAC headers and forwards them to the
CR PHY layer for transmission. Lastly, the CR PHY layer at the FGPA core of SU comprises
of the Spectrum Sensing unit and the transceiver radio modules for transmission over the
radio frequency environment.

It is worth mentioning that the SU depicted in Figure 4.2 is a standalone entity that we
aim to develop in this chapter. However, in off-line mode, the WARP EP is deactivated and
the WARP PHY layer resources are controlled by a host PC. The software framework at the
PC, called WARPLab, takes all the spectrum related decisions. This shown in Figure 4.3a.
Whereas, in real-time mode, a host which may be a PC provides only the higher application
layer data packets to the CR MAC layer at the EP of SU for transmission. This is highlighted
in Figure 4.3b. Real-time mode of operation facilitates IP based communication between
two hosts as illustrated in 4.3b. Whereas, in off-line mode the communication is restricted
within different radio boards that are controlled by a single host PC.

In the following sub-sections, we first model the PU activity, and then introduce the
performance parameters for energy detection based sensing and subsequent transmission.
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Fig. 4.2 Functional block diagram of a standalone SU with data from host PC.

(a) Off-line mode of operation

(b) Real-time mode of operation

Fig. 4.3 Block diagram of SUs composed of WARP nodes for off-line and real-time operations
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4.2.1 PU Activity Modeling

The PU system has multiple non-overlapping orthogonal PU channels of bandwidth WHz.
The occupancy state of a channel due to PU is modeled as a non-time slotted two-state
ON/OFF Continuous Time Markov Chain (CTMC), which is the most popular model in
literature. For PU activity modeling, 27% of the total schemes have used this model [168].
This model is also used in public-safety bands for approximating spectrum usage, in IEEE
802.11b for modeling the presence of PUs, and it is the most famous model for voice
[168–170]. The durations of PU’s ON state (hypothesis H1 or busy period) and OFF state
(hypothesis H0 or idle period) are represented by exponentially distributed i.i.d. random
variables X and Y , with probability density functions (p.d.f.) fX(t) = λe−λ t and fY (t) =
µe−µt having parameters λ and µ respectively. Thus, the average busy period (ton) is 1/λ ,
and the average idle period (to f f ) is 1/µ . Therefore, the probability of a channel being

busy, simply termed as PU activity, is denoted by P(H1) =
ton

ton + to f f
. While the idle channel

probability is P(H0) =
to f f

ton + to f f
.

4.2.2 Energy Detection

It is reasonable to assume that the SU does not have a priori knowledge of the PU signal
characteristics such as the modulation type, packet format or pulse shape. In this scenario,
the optimal detector is an energy detector [160], which is also one of the most commonly
used detection technique in CRs [10]. The goal of spectrum sensing is to decide between the
following two hypotheses,

x(t) =

 n(t),H0

hs(t)+n(t),H1

(4.1)

where, x(t) is the SU received signal, s(t) is the primary signal, n(t) is the Gaussian white
noise at the receiver of the SU with no noise un-certainty and h denotes the gain of wireless
channel between the SU and the PU.

The energy-detector performs non-coherent signal detection by integrating squared
versions of NS number of received signal samples that are received during sensing time TS.
We can relate NS and TS as,

TS =
NS

fADC
(4.2)

where fADC is the sampling frequency of the Analog-to-Digital Converter (ADC) of the SU
radio transceivers. The energy of the signal thus obtained is then compared to a set threshold
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as shown in Figure 4.4. Let λth be the detection threshold of the SU. The Neyman-Pearson
method of obtaining λth is discussed next.

Fig. 4.4 Block diagram of energy detector.

The energy collected (Y ) by the SU during the sensing time TS can be obtained as,

Y =
NS

∑
n=1

|x[n]|2 (4.3)

Following the work of Urkowitz [171], Y may be shown to have the following distribution,

Y =

 χ2
NS
,H0

χ2
NS
(2γPU) ,H1

(4.4)

where, χ2
NS

and χ2
NS
(2γPU) denote central and non-central chi-square distributions respec-

tively with a non-centrality parameter of 2γPU for the latter. γPU represents the received PU
Signal-to-Noise Ratio (SNR) at the SU. According to the central limits theorem, if NS > 125,
Y can be approximated as a Gaussian random variable with distribution,

Y ∼

N(NSσ2
0 , 2NSσ4

0 ) , H0

N(NSσ2
1 , 2NSσ4

1 ) , H1

(4.5)

where, σ2
0 denotes the variance of white noise at the SU and σ2

1 denotes the variance of Y
under H1.

For a zero mean white noise, the noise power (N0) at the SU can be obtained as,

N0 =
1

NS

NS

∑
k=1

n2[k] =E
{

n2[k]
}
=Var {n[k]}= σ

2
0 (4.6)

Further, it can be shown that,

σ
2
1 = σ

2
0 (1+ γPU) (4.7)
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The received PU signal power at the SU can be calculated as,

S0 =
Y
NS

−N0 (4.8)

The detection performance of spectrum sensing is crucial to the performance of both
primary and CR systems. This is primarily determined on the basis of two metrics:

i) probability of false-alarm, and
ii) probability of detection.

Probability of false-alarm denotes the probability of the SU declaring that a PU is present
when the spectrum is actually free. Whereas, probability of detection denotes the probability
of the SU declaring that a PU is present when the spectrum is indeed occupied by the PU.
Mathematically, the probability of false-alarm (Pf ) of the SU can be obtained as,

Pf = P(Y > λ/H0) = Q

λth −NSσ2
0√

2NSσ4
0

 (4.9)

Similarly, the detection probability (Pd) of the SU can be obtained as,

Pd = P(Y > λ/H1) = Q

λth −NSσ2
1√

2NSσ4
1

 (4.10)

where σ2
0 and σ2

1 are obtained using (4.6) and (4.7) respectively, and Q(·) is the Q-function.
Let the SU false-alarm constraint be set to κ . Then, solving (4.9) we can obtain the detection
threshold (λth) of SU as,

λth =
√

2NSσ4
0 Q−1(κ)+NSσ

2
0 (4.11)

Further, we can obtain the number of samples required for the SU to sense a PU at a
minimum PU SNR, γPU,min (also known as receiver sensitivity) with detection probability
Pd = χ under the false-alarm constraint Pf = κ can be obtained upon simplification using
(4.10) and (4.11) as,

NS = 2×
[{

Q−1(κ)− (1+ γPU,min)Q−1(χ)
}
/γPU,min

]2
(4.12)

Using (4.12) and (4.2) we obtain a fixed sensing time for our designed CR system using
WARP and perform further performance analysis of energy detection based sensing under
varied PU activity and SNR conditions.
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4.2.3 Transmission

Two metrics that are commonly used to characterize the SU performance during transmission:

i) transmission probability, and
ii) normalized interference duration

It is worth mentioning that there are other metrics namely throughput, energy consumption
and energy-efficiency of a SU and they will be taken up later in appropriate chapters.

A SU may initiate transmission under two conditions: i) the channel is actually busy but
the sensing decision indicates an idle channel (miss-detection) with probability (1−Pd), and
ii) the channel is idle and the sensing decision correctly identifies this (not false alarm) with
probability (1−Pf ). Then, the transmission probability (Ptrans) can be expressed as,

Ptrans = P(H1)(1−Pd)+P(H0)(1−Pf ) (4.13)

We define the normalized interference duration (ε) as the ratio of the expected non-
effective CR communication or the collision duration to the inter-sensing duration, which is
defined as,

ε =
TC

TD
(4.14)

where TC is the expected collision duration of the SU due to interference with the PU within
the inter-sensing duration TD. We now analyze the different possibilities of collisions between
SU and PU transmissions.

(A) In the event of a miss-detection, the SU will initiate data transmission and generate
interference to the PU in its inter-sensing block TD. Under this scenario, two different
cases of interference might arise:

i) The channel does not change its state in the inter-sensing interval (TD), and so
the interference lasts for the entire TD duration.

ii) The channel changes its state after t1 during the inter-sensing duration. Then, the
interference will last for t1.

Therefore, in case of a miss-detection we can express the average non-effective com-
munication duration (Tbc) as,

Tbc =
∫

∞

TD

fX(t1)TD dt1 +
∫ TD

0
fX(t1)t1 dt1 (4.15)
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Solving (4.15) using the p.d.f. of exponential ON time ( fX(t)) we obtain Tbc as,

Tbc =
1
λ
×
(

1− e−λ TD
)

(4.16)

(B) We now consider the scenario where the SU correctly identifies an idle channel during
its sensing time and starts communication. Despite the correct detection, the SU may
still generate interference with PU within its inter-sensing duration. This happens if the
channel state changes after t1 in the inter-sensing interval. Then, the interference will
appear for (TD − t1). So in case of a not false-alarm we can express the non-effective
communication duration (Tic) as,

Tic =
∫ TD

0
fY (t1)(TD − t1) dt1 (4.17)

Solving (4.17) using the p.d.f. of exponential OFF time ( fY (t)) we have Tic as,

Tic = TD − 1
µ
× (1− e−µ TD) (4.18)

Therefore, the expected collision duration (TC) can be obtained using (4.16) and (4.18) as,

TC = P(H1)(1−Pd)Tbc +P(H0)(1−Pf )Tic (4.19)

A CR system should be designed so that the normalized interference duration (ε) in
(4.14) is kept within a pre-determined threshold. This ensures that the interference to PU
communication due to opportunistic SU transmission does not exceed the prescribed limit.
Mathematically, this can be represented as,

ε ≤ Γ (4.20)

4.3 Performance Analysis and Characterization of Energy
Detection in WARP

In this section, we perform a simulation study in MATLAB and analyze the performance
of energy detection based sensing and transmission under different receiver sensitivities,
channel SNRs and PU traffic usages. Based on the design philosophy highlighted in the
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previous section, we evaluate the performance in terms of detection probability, transmission
probability and normalized interference duration.

4.3.1 Simulation Settings

In our simulations, we utilize the WARP radio boards to model the transceivers of SU CR
modules. More specifically, we consider the sampling frequency of the ADC ( fADC) of the
SU receiver to be equal to that of the WARP board, i.e. fADC = 40MHz. The PU activity of
the channels follow an exponential ON-OFF distribution with mean duty-cycle ton+to f f = 3s.
To obtain the sensing time, we draw on the assumptions presented in [172], where the optimal
sensing time has been evaluated for detection probability χ = 0.9, and false alarm constraint
κ = 0.1.

Further, to keep parity between the simulation results and designed hardware prototype,
we take into account the following considerations. The ADC of WARP has a sampling
frequency of 40 MHz with a buffer size of 214. Generally, WARP avoids first 1000 received
signal samples out of 214 samples. Excluding this 1000 samples, WARP takes 0.384 ms to
sense the samples contained in an entire buffer. Hence, the time taken for sensing NS samples
for PU detection using WARP can be obtained as,

TS = 0.384× NS

214 −1000
(4.21)

4.3.2 Analysis of Receiver Operating Characteristics (ROC)

We illustrate the variation of the detection probability (Pd) with respect to the PU SNR at SU
for different SU receiver sensitivities (γPU,min) in Figure 4.5a, which is also known as the
Receiver Operating Characteristics (ROC). It is observed that as PU SNR at the SU increases,
the detection probability increases. Higher SNR corresponds to higher accumulated energy
within the sensing time, which leads to better PU detection. Also, we notice that for any given
PU SNR, the detection probability increases with decrease in the value of γPU,min. From the
expression of NS in (4.12) and Pd in (4.10), we discern the inverse proportionality of γPU,min

and Pd . Hence, we remark that the more a receiver is sensitive, the better is its detection
performance. However, this comes at the cost of increased sensing time. This is illustrated
in Figure 4.5b. It is noted that with the decrease in γPU,min, the sensing time increases
drastically. This variation can be explained from (4.12). As γPU,min gradually decreases,
the value of the number of samples required to detect the PU presence with probability
χ = 0.9 increases. This increases the sensing time obtained using (4.21), thereby leading
to more energy consumption. Therefore, it is very essential to set a receiver sensitivity
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that balances the detection performance and sensing time. For our designed system we
set γPU,min =−20dB, which is also duly supported by related works in the literature [172].
For γPU,min =−20dB, the receiver sensitivity is set sufficiently low to allow good detection
of PU for a wide range of detected PU SNRs at the SU. As shown in Figure 4.5b, for
γPU,min =−20dB, we obtain the sensing time TS = 3ms which corresponds to the required
number of samples obtained using (4.12) as NS = 131072.

(a) Receiver operating characteristics (b) Sensing time vs receiver sensitivity

Fig. 4.5 Variation of (a) detection probability under different PU SNRs and receiver sensitivi-
ties, (b) sensing time with respect to different receiver sensitivities.

4.3.3 Analysis of Normalized Interference Duration

In interference-tolerant CR networks, a practical and reliable way to manage the mutual
interference of SU and PU transmissions is by keeping the normalized interference duration
within the pre-specified threshold Γ. The variations of normalized interference duration
with the inter-sensing time (TD) for different PU activities at -20dB and -19dB detected PU
SNR are shown in Figures 4.6a and 4.6b respectively. From both the figures it is observed
that as TD increases the normalized interference increases. Higher TD corresponds to higher
probability of return of PU during transmission by SU within a detected white-space, which
adds to the concerned increased interference. Further, keeping TD and detected PU SNR
fixed, it can be seen that the interference decreases with decrease in PU activity. Lower PU
activity means less PU ON time and more empty spaces, which contributes toward lower
mean collision duration.



138 Characterization and Implementation of Energy Detector for Real-Time CR

(a) PU SNR, γPU =−20dB (b) PU SNR, γPU =−19dB

Fig. 4.6 Variation of normalized interference duration with respect to inter-sensing duration
for different PU activities and detected PU SNRs.

4.3.4 Analysis of Transmission Probability

Figure 4.7 shows the variation of transmission probability (Ptrans) with respect to the PU
SNRs and PU activities. In this figure, it can be observed that as the PU SNR decreases, the
transmission probability increases, resulting in more throughput for the SUs. Lower PU SNR
leads to more miss-detections which leads to more SU transmission opportunities. However,
the increased SU transmission is at the cost of more interference to the PU as evident from
Figures 4.6a and 4.6b.

Furthermore, it is also noted from Figure 4.7 that as the value of PU activity increases,
Ptrans decreases. This is to be expected as higher PU activity corresponds to less number of
white spaces available for transmission. Therefore, it comes as straightforward deduction
that as lower PU activity channels are characterized by high transmission probability, they
are idle for deployment of SUs with high throughput and low delay requirement, e.g. Real
Time applications. Whereas, for Non-Real Time applications both high and low PU activity
channels may be suitable. However, energy-efficiency of SU is a consideration. More in
detail, a lower PU activity (less than 50%) will allow the SU to attain higher throughput
for the energy consumed by it towards spectrum sensing. We study this scenario in great
detail in Chapter 6. However, if the channel sensing is performed by some other entity like a
Cognitive Base Station (CBS) in a CR network, even higher PU activity channels may be
suitable for NRT transmission. However, this comes at the obvious cost of more network
resources. We consider such a network in Chapter 7.
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Fig. 4.7 Variation of transmission probability with respect to different PU activities and
detected PU SNRs.

4.4 Implementation of Energy Detection based Sensing us-
ing WARPLab

In order to develop a real-time standalone SU using WARP, at first we start with the off-line
non-real time WARPLab framework to develop an energy detection model for WARP. In
addition, this developed WARPLab model will also enable verification of new physical layer
ideas based on spectrum sensing. In this thesis, we use this developed model later for the
proof of concept of our proposed Centralized Scheduling, Sensing and Prediction (CSSP)
framework as discussed in Chapter 7.

In this subsection, we first describe the test-bed setup for effective execution of WARPLab
framework. Thereafter, we highlight the implementation of energy detection sensing using
WARPLab.

4.4.1 Test-bed Setup for WARPLab framework

We develop the energy detection based sensing model using WARPLab in the absence of
noise uncertainty. A detailed distributed overlay spectrum sharing CR system in the 2.4
GHz unlicensed spectrum has been considered consisting of one PU and one SU as shown
in Figure 4.8. The location of the SU radio is varied with respect to the PU transmitter as
explained later in Section 4.4.3. The WARP v2 board is configured with WARPLab v6 [166]
bit stream from a PC via a JTAG cable. Further, we communicate with WARP board through
MATLAB running on the PC via Ethernet cable.
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Fig. 4.8 Test-bed setup for energy detection using WARPLab.

Lee et al. in [90] implemented the PU and SU sub-systems on two different WARP
boards controlled by the same PC. In this regard, to better utilize the resources we use a
single WARP board to implement the PU and the SU. For this experiment, the WAPRLab
MATLAB script is configured to implement one radio daughter card of the board as the PU
and another as the SU. The received signal at the SU is stored in the buffers of the radio
daughter cards. The stored data in the buffers are then read by the MATLAB script, which
uses energy based detection, as illustrated in Section 4.2.2, to sense the presence or absence
of the PU. The PU channel is centered at 9.5 MHz having a bandwidth of 18MHz. The
baseband signal is then translated to channel 9 of 2.4GHz RF spectrum by up-conversion.

4.4.2 Energy Detection Algorithm for WARPLab

We use a single WARP v2 kit to implement energy detection based sensing. A single kit
consists of four trans-receiver radios, out of which two has been used. RADIO_2 serves as
the primary transmitter (Tx mode) and RADIO_1 as the SU transceiver. RADIO_2 primary
signal is generated using exponential ON-OFF distribution as explained in Section 4.2.1. At
first, we configure RADIO_1 (SU) to operate as a receiver (Rx mode) and then calculate
the noise powers N0 using (4.6). Thereafter, the MATLAB script calculates the detection
threshold λth using (4.11), performs energy detection sensing in Rx mode and obtain the
respective detection bits. Figure 4.9 gives a flow chart of the sequence of events.

4.4.3 WARPLab based Results

In this sub-section, we present the results of the implementation of energy detection based
sensing using WARPLab. In this regard, following the flowchart in Figure 4.9, we calculate
the noise power (in dB) at the WARP receiver as,

N0 = σ
2
0 =−123.3dB (4.22)
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RADIO_2 := Primary Transmitter
RADIO_1 := SU Transceiver

RADIO_2 generates primary signal.

RADIO_1 obtain noise power N0 as per
(4.6) and then MATLAB script calculates
detection threshold λth following (4.11).

RADIO_1 performs spectrum sens-
ing, and the MATLAB script by using

the NS received samples calculates
the recieved energy as per (4.3).

Y > λth?
PU Present,
Detection

Bit=1

PU Absent,
Detection

Bit=0

Yes No

Fig. 4.9 Flowchart of implementation of energy detection in WARP using WARPLab.

Thereafter, using NS = 131072 (obtained in Section 4.3.2) we calculate the detection
threshold (λth) (in dB) using (4.11) as,

λth =−72.05dB (4.23)

Figure 4.10a shows the transmitted PU signal over CR environment, while Figure 4.10b
shows the raw received signal at the SU during PU transmission where the PU SNR at the SU
is -10.63 dB. The un-deterministic PU signals are detected with the help of energy detection
threshold obtained from (4.23), and the detection bits are shown in Figure 4.10c, which
depicts the correct detection of PU presence.

4.5 Design and Implementation of Resource-Efficient and
Energy-Efficient Energy Detection in Real-Time CR
Test-bed using WARP

After initial testing and validation of the energy detection based sensing for CR in offline mode
using WARPLab framework, we now utilize the WARP Real-Time (WARP-RT) framework to
design an independent and standalone SU with efficient implementation of energy detection
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(a) PU transmitted signal

(b) SU received signal

(c) Detection bits

Fig. 4.10 Primary user transmission and SU received signal with detection bit.

based sensing to facilitate opportunistic IP enabled communication over PU channels. To
this end, as highlighted previously, for implementing energy detection based sensing we are
motivated to exploit the already existing Carrier Sense (CS) module in a transceiver system
that are used in protocols like Carrier Sense Multiple Access (CSMA). This prevents us
from designing a separate energy detection module at the FPGA core specifically for CR
use, thereby leading to efficient utilization of FPGA resources. Furthermore, we propose a
Practical Energy-Efficient Energy Detection (PED) method for the CR MAC layer running
in the CR Embedded Processor (EP) that intelligently exploits the CS module at the PHY
core of the SU. Moreover, a real-time test-bed setup with SU having intelligent EP capable
of taking standalone decisions can be leveraged for performance analysis, validation and
proof-of-concept for new application and MAC layer ideas. In our work, we have duly used
this design for validation of our proposed concepts later in Chapter 6.

In this Section, we first design the Energy Detection based CR MAC (ECR-MAC) for
the SU EP which incorporates the proposed PED method for spectrum sensing. Following
this, we validate the working of the ECR-MAC in a test-bed setup. Lastly, we quantify the
improvement in energy-efficiency due to PED method.
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4.5.1 ECR-MAC with Proposed PED Method

Prior to introducing our proposed PED method, we give a brief overview of the working of a
CS module. Thereafter, we explain the PED method.

4.5.1.1 Carrier Sense (CS) Module

The CS module senses the channel for a maximum duration of ts (ts << TS) and returns a
binary result denoted by variable b. It collects the samples and computes the total energy
accumulated at the current instant. However, at any instant during its operation if it detects
that the total energy computed within its accumulator is higher than a threshold λCS, then it
returns a binary value b = 1 (busy) to the ECR-MAC. The threshold energy for CS module
(λCS) is set to the total energy accumulated within ts duration if the individual signal samples
received has constant power T HRESRSSI (T HRESdB in dB). For a given ADC frequency
( fADC), the threshold energy of CS module (λCS) can expressed mathematically as,

λCS = fADC ts 10T HRESdB/10 (4.24)

If the total energy accumulated within ts duration is less than λCS, then CS module returns
b = 0 (idle). In addition, under normal CS operation as implemented in CSMA, the CS
module accumulator is reset before the next operation.

4.5.1.2 Proposed PED Method and ECR-MAC Framework

The elementary CS module can be effectively utilized within our designed ECR-MAC
framework to energy-efficiently sense the PU channel. This constitutes the proposed PED
method. The primary activities of ECR-MAC are shown in Figure 4.11.

To keep track of the sensing and transmission time durations, we exploit the WARP
80MHz Timer (TMR), which is set in the count-up mode. For maintaining the boundaries
of the sense interval (TS) and optimal inter-sense duration (T ∗

D) we declare two variables
Tcur_sense and Tcur_intersense that are used to read the TMR and store the current time instant
within sensing and inter-sensing durations respectively. Lastly, ECR-MAC maintains a
variable transmit_ f lag which indicates the sensing observation, i.e. it is set to ‘1’ if the PU
channel is sensed to be idle, or else if a channel is busy it is set to ‘0’. Depending on the
variable, ECR-MAC begins or defers transmission respectively.

The PED method operates within the devised ECR-MAC framework as follows:

1. For sensing a PU channel, the ECR-MAC iteratively accesses the CS module for a
maximum of TS duration. (Figure 4.11 (1)). If the CS module returns b = 1 (Figure
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B = 0
Reset and Start TMR

Activate CS Module (1)

b = 1?(2)

• Reset accumulator of CS
• Update Busy Counter, B = B+1

(3) Do not reset accumulator of CS (4)

B < BT ?(5)

Get current sense time
Tcur_sense from TMR

Get current sense time
Tcur_sense from TMR

Tcur_sense ≥ TS? Tcur_sense ≥ TS?
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transmit_ f lag = 1
Reset and start TMR

(7) transmit_ f lag = 0
Reset and start TMR
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time Tcur_intersense from TMR
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(9)
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No
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Fig. 4.11 Flowchart of implementation of ECR-MAC in WARP using WARP-RT framework.
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4.11 (2)), then ECR-MAC increments a busy counter B and resets the accumulator of
CS module (Figure 4.11 (3)).

2. In the event that the CS module returns b= 0, ECR-MAC does not reset the accumulator
of CS module (Figure 4.11 (4)). We achieve this through a small change in ECR-MAC
conditional programming. This essentially allows the ECR-MAC to utilize the already
accumulated energy in a CS module which was not utilized towards incrementing the
busy counter.

3. To determine whether the total cumulative signal energy accumulated till the current
instant within the sensing time TS exceeds energy detection threshold λth, the busy
counter B is compared against a maximum threshold BT , where,

BT =
λth

λCS
(4.25)

4. If at the end of a CS module operation, we attain B ≥ BT (Figure 4.11 (5)), then
the ECR-MAC infers the channel as busy, stops sensing, remains idle for the rest of
the sensing duration (Figure 4.11 (6)) and sets the transmit_ f lag = 0. This practical
technique makes sensing even more energy-efficient and resource-efficient. It is
resource-efficient because it enables intelligent exploitation of available resources, i.e.
the CS module, without the need for the design of a separate energy detector at the
PHY core. While it is energy-efficient because during a busy channel with moderately
good PU SNR, the accumulated energy will be above the threshold even before the
sensing time is complete, thereby allowing the SU to switch off the radio-modules and
reduce energy consumption.

5. When the channel is completely idle, the maximum number of times CS module can
be accessed is NC = TS

ts
). Consequently, if at the end of sense interval we have B < BT ,

then ECR-MAC sets transmit_ f lag = 1. (Figure 4.11 (7)).

6. If transmit_ f lag = 1, ECR-MAC accepts packets from network layer, encapsulates it
in a MAC frame and forwards it to CR PHY layer for transmission (Figure 4.11 (8)).
However, if transmit_ f lag = 0, ECR-MAC remains inactive (also termed as sleep) for
the inter-sense duration (Figure 4.11 (9)).

7. Upon expiry of the inter-sense duration, ECR-MAC again begins channel sensing
(Figure 4.11 (10)).
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4.5.2 Energy Consumption Analysis of PED Method

In this sub-section, we conduct a performance analysis of the PED method in MATLAB. For
this, we use the sensing duration of TS = 3ms that was calculated earlier in Section 4.3.2
for γPU,min = −20dB and detection threshold of λth = −72.04dB. Figure 4.12 shows the
probability of detecting a PU using the PED method for different PU SNRs at a particular
instant within the sensing time TS . It is noted that the time required to detect a PU with certain
probability decreases with increase in PU SNR. Higher PU SNR leads to accumulation of
samples with larger power in the CS module which leads to reduction in the time needed
to exceed the energy detection threshold λth. Figure 4.13a shows the effective sensing time
for PED method to attain a 90% detection probability under different PU SNRs. A smaller
effective sensing time leads to reduction in the energy consumed towards sensing a channel as
busy. This improvement in energy consumption is highlighted in Figure 4.13b. As observed,
higher PU SNR leads to more reduction in energy consumption.

Fig. 4.12 Variation of detection probability for different detected PU SNRs at different
instants of sweeping through the sensing time of duration TS = 3ms.

4.5.3 Test-bed Setup and Validation of ECR-MAC framework

Based on the system-model highlighted in Section 4.2, we consider the test-bed shown
in Figure 4.14 for testing and validating the functionality of ECR-MAC as highlighted in
Section 4.5.1. The test-bed includes-
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(a) (b)

Fig. 4.13 Variation of (a) Effective sensing time for Pd = 0.9, and (b) Percentage improvement
in energy consumption due to PED method, with respect to different detected PU SNRs.

1. A PU system developed using 2 laptops with built in 100MBps IEEE 802.11a cards.
The PU system emulates the incumbent PU transmitter (PU-Tx) and receiver pair
(PU-Rx) with exponential ON-OFF traffic. The PU system uses channel 9 of 2.4GHz
frequency band for video communication. The exponential traffic is generated by
turning the video transmission ON and OFF using an automated tool for intervals
governed by the exponential ON-OFF distribution. The time-period of the distribution
is set to 3s and the PU activity is set to 20%.

2. A SU is composed of a Personal Computer (PC) connected to WARP v3 board whose
Microblaze embedded processor is modified with our proposed ECR-MAC as per
the algorithm shown in Figure 4.11. Leveraging on the PED method of ECR-MAC
framework, the SU PC detects whitespaces in the PU channel and transmits UDP video
to a receiver.

3. A PC connected to a WARP v2 board configured as a Normal receiver (N-Rx) receives
the data transmitted by the SU.

In the designed ECR-MAC framework, the threshold and sensing time for the CS module
are set to T HRESdB = −113.31dB, and ts = 30µs respectively. Moreover, as obtained
previously, we set the SU sensing time TS = 3ms. The inter-sensing duration TD is set such
that the normalized interference duration ε = Γ = 0.06 (for a certain detected PU SNR and
set PU activity). Lastly, we calculate the maximum number of times the CS module can be
accessed within the sensing duration of 3ms as NC = 100 and obtain BT = 11 using (4.25).
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Fig. 4.14 Test-bed setup for demonstration of functionality of ECR-MAC framework.

For studying the activities of the SU and PU, we respectively monitor the incoming traffic
at the Ethernet terminals of PU-Rx and N-Rx PCs with Network Emulator for Windows
Toolkit Software. A snapshot of the real-time operation as recorded in the software is shown
in Figure 4.15. It depicts that the ECR-MAC successfully detects the gaps in PU transmission
and transmits its video successfully to the N-Rx.

Furthermore, we use a software called Putty [173] to monitor the internal activities
of the ECR-MAC via USB-UART interface of WARP. It helps in debugging the sensing-
transmission cycle executed by ECR-MAC. Figure 4.16 highlights two screenshots of the
ECR-MAC activities when the channel is completely empty (Figure 4.16a) and when it is
busy (Figure 4.16b). To illustrate the sensing operation, we continue channel sensing for
the entire TS duration and display the maximum value attained by busy counter. For easier
representation, we denote the complete sensing time as NC = 100. As shown in Figure 4.15,
the ECR-MAC successfully performs energy detection based sensing and accurately detects
the PU presence/absence.
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(a) PU transmitted signal

(b) Received SU video signal at N-Rx

Fig. 4.15 Network Emulator screenshots displaying the ability of ECR-MAC in facilitating
SU transmission during spectrum holes in PU channel.

4.6 Conclusion

In this chapter, we have provided a holistic test-bed development, analysis and characteriza-
tion of a CR based SU, which uses energy detection based spectrum sensing as one of its
enabling methods. To this end, first we study the analytical modeling of various performance
metrics of energy detecton sensing, namely receiver operating characteristics, normalized
interference duration, and transmission probability. Following this, we conduct a compre-
hensive performance analysis of energy detection sensing in terms of the aforementioned
performance metrics against system parameters like PU channel activity, SU receiver sensi-
tivity, PU SNR, sensing time. The performance study revealed the trade-offs in achieving
high detection probability with low receiver-sensitivity but at the cost of longer sensing time.
Therefore, to address this inherent trade-off in WARP, we obtain a sensing time of 3ms for
a receiver sensitivity of -20dB at 90% detection probability. We validate the effectiveness
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(a) Idle PU channel (b) Busy PU Channel

Fig. 4.16 Putty Screenshots showing internal operation of ECR-MAC when (a) PU channel
is idle, (b) PU channel is busy.

of this characterization by successfully implementing energy detection in off-line mode
using the WARPLab framework. Finally, motivated by the need to develop a real-time CR
enabled SU, we introduce our proposed Practical Energy-Efficient Energy Detection (PED)
method that efficiently uses the existing Carrier Sense (CS) module of a transceiver system
to implement the energy detection based sensing as characterized earlier. In addition to being
resource efficient, the PED method is also made energy-efficient in its sensing operation by
incorporating within our proposed Energy Detection based CR MAC (ECR-MAC) framework
developed at the embedded processor of WARP. Lastly, through a test-bed validation we
demonstrate how ECR-MAC can be used to realize the real-time CR interface of a SU to
facilitate IP enabled communication like video streaming over opportunistic PU channels.



Chapter 5

Performance Analysis of Scheduled
Access Mode of the IEEE 802.15.6 MAC
Protocol under Non-Ideal Channel
Conditions

❝ The advantage of the analytical approach is that it is widely applicable, and it can provide a
considerable amount of qualitative information even with a relatively poor resolving power.❞

- Christian de Duve, Nobel Laureat, Cytologist and Biochemist

After suitably designing the simulation model and test-bed model for WBAN, the next
focus is the detailed analytical study of WBAN based on IEEE 802.15.6 scheduled access
MAC, followed by suitable optimization to achieve optimal system performance. Detailed
analytical modeling and performance evaluation allows users to study a communication
network and analyze its performance even before the system is implemented. It gives an
insight into the system performance and helps us understand the tradeoff between different
system parameters. Moreover, it allows a system designer to choose optimal network
parameters at the design stage thereby maximizing the system performance.

Delay, throughput and energy consumption are some of the most vital performance
metrics for the sensor nodes of WBAN. Average delay of data frames is an important
QoS metric for real-time health monitoring. Average throughput of sensor node helps in
estimating the network capacity. While, average energy consumption analysis gives an
estimate of the sensor life time. From this, we can also obtain energy-efficiency, which
is defined as the ratio of the average throughput to energy consumption. It indicates how
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efficiently energy is being utilized towards data transmission. For these reasons, in this
chapter, we provide detailed mathematical derivations of closed form expressions of key
performance indicators of WBAN leading to comprehensive performance analysis and
subsequent optimization through suitable tuning of system parameters by exploiting CR
capabilities of sensor nodes under non-ideal channel conditions.

Initially, the expressions of average frame waiting delay, throughput, energy consumption
and energy-efficiency of the sensor nodes are derived using queuing techniques. We also
elaborate on the non-ideal channel characteristics of WBAN and its effect on the performance
indicators. Following this, to lend credibility to the derived expressions, we validate the
analytical model through simulations performed using our OPNET model developed in
Chapter 3. In addition, we perform detailed analysis of system performance for variations in
allocation intervals, traffic loads,payload sizes, beacon intervals, information data rate, error
probability due to different modulation schemes and channel SNRs. Finally, by taking note
of the trade-offs in system performance with respect to the selection of allocation intervals
and payload sizes in IEEE 802.15.6 scheduled access mode, we propose an implementable
LUT based approach that allows our already developed sensor nodes in Chapter 3 to leverage
their CR capabilities to adapt their allocation intervals and payload sizes based on the channel
SNR to achieve maximum energy-efficiency under frame delay and reliability constraints.

5.1 Introduction

Pervasive monitoring of human physiological parameters through wearable wireless medical
sensors forming a network known as Wireless Body Area Network (WBAN), which is a key
solution towards achieving an affordable and proactive healthcare [17]. It allows ubiquitous
healthcare monitoring providing early diagnosis of diseases for patients and enhances patient
mobility leading to speedy recovery. With the rise of embedded systems and advances in
sensors such networks are becoming a reality [25].

A WBAN comprises of wireless sensors measuring physiological parameters of human
body, and sending the data to a hub that is placed close to the body (within 3m) [17], [23].
The applications include: electromyogram, electrocardiogram, pulse oximeter, dosimeter and
many more. The hub then forwards the data to an access point which may be connected to
Internet, allowing ubiquitous health monitoring.

Current communication technology such as ZigBee [22] is not meant for WBAN-
communications. ZigBee was primarily designed for wireless personal area networks operat-
ing at low data rates. It does not support increase in data rate, Quality of Service (QoS) and
reliability needed for WBANs. To address this, IEEE 802.15.6 [23] Task Group developed
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a short-range wireless communication standard for low power devices functional on, in, or
around the human body meant to serve medical as well as entertainment applications. IEEE
802.15.6 supports QoS, data rates up to 10Mbps, extremely low power and high reliability.

Medium access control (MAC) protocols are one of the key enabling techniques of
WBANs [25]. They play a vital role in determining the performance of WBAN in terms
of the battery life of the energy constrained sensor nodes and the delay in sending a data
packet to the hub. Contention free Time Division Multiple Access (TDMA) and contention
based CSMA/CA or Slotted Aloha are the two basic MAC mechanisms used in WBANs to
support variety of periodic and urgent traffic [26]. Both of these access mechanisms have
their own advantages and shortcomings which depend on factors like data rate and network
conditions [27]. Therefore, to integrate their advantages, IEEE 802.15.6 provides a hybrid
MAC protocol that supports both CSMA-CA, Slotted Aloha and TDMA based Scheduled
Access MAC (SAM). Since in depth study of SAM is still limited, in this chapter we perform
its detailed analytical modeling, evaluate its performance and then optimize for maximum
energy-efficiency.

5.1.1 Importance of SAM in Healthcare Monitoring

Patient monitoring using biomedical sensors is a popular WBAN application that can con-
tinuously or periodically monitor chronic and non-chronic diseases. In most of these cases
the traffic is often correlated [31]. For example, to get a clearer picture of a patient’s overall
health, a physician requires a complete view of the patient’s vitals namely temperature, blood
pressure, ECG which have to be recorded simultaneously at periodic intervals. Similarly, for
tracking the performance of an athlete, a WBAN need to continuously track high data rate
applications like EMG, ECG, along with low data rate signals like temperature. Contention
based MAC is not suitable in such cases of high traffic correlation [31] as they encounter
heavy collisions and extra energy consumption. Schedule-based protocols such as TDMA,
provide good solutions to the traffic correlation. These protocols are energy conserving
protocols because the duty cycle is reduced and there are no contention, idle listening,
and overhearing problems [31]. Usually, CSMA/CA is considered to be appropriate for
low, urgent, adaptive, scalable traffic patterns and frequent network changes, whereas the
TDMA is recommended for high periodic traffic and infrequent network changes [28–30].
A comparison between TDMA and CSMA protocols is reported in [32]. It is shown that
TDMA method is more suitable for nondynamic types of networks. Fortunately, WBAN
has a nondynamic network structure (fixed network topology), which forms the basis for
further investigations on TDMA MAC by Marinkovic et al. in [33]. Further detailed account
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of other related works based on TDMA in WBAN is provided in Section 5.2, which shows
its active interest among researchers.

5.1.2 Different Modes of IEEE 802.15.6 SAM

The above sub-section establishes the significance of TDMA based SAM protocols in
WBANs with high correlated traffic scenarios. Moreover, such networks may have sensors
transmitting at low and/or medium to high data rates. To this end, Tachtazis et al. in [99]
addressed the low data rate case by considering m-periodic allocations of IEEE 802.15.6
SAM. In m-periodic SAM [23], devices and hubs exchange frames in every m superframes.
However, the analysis for medium to high data rate applications which requires 1-periodic
SAM is yet to be carried out. Therefore, to adress this scenario, in this chapter, we consider
the 1-periodic allocation of IEEE 802.15.6 SAM [23], where nodes exchange frames with
the hub in their scheduled Allocation Intervals (AIs) in every superframe. Further, we will
focus only on uplink traffic, as it is the most commonly encountered traffic and also has been
extensively considered for analysis in the literature [65, 66].

IEEE 802.15.6 [23] also suggests two different access continuation and termination
mechanisms for 1-periodic uplink SAM in Sections 6.7.4/6.7.5 and Section 6.8 of [23].
We designate these two modes respectively as Primary and Supplementary (one which
is not meant as a substitute of the primary mode). In the Primary mode, a connection
can be terminated any time by the sensor node by transmission of a Modified Connection
Request frame to the hub. This connection termination mechanism can be readily exploited
in WBANs with high correlated and periodic traffic having either i) sensor nodes that are
pre-defined to start and stop their sessions, as reported in [31], e.g. transmission of a five
minute ECG signal at regular intervals of several hours, or ii) user initiated start and stop of a
highly correlated monitoring session, as in case of the athlete monitoring. However, to avert
situations where a sensor node might misuse such allocations, the standard recommends
aborting connections which have not generated traffic for a considerable amount of time
(equal to mScheduledAllocationAborted AIs). This also has the following interpretation:
the presence of the abort mechanism ensures that even in the event of a momentary empty
queue, neither the sensors nor the hub relinquish or reclaim the AIs until it exceeds the
prescribed mScheduledAllocationAborted AIs. Even for high data rate applications (like
EEG, EMG), such instances of empty queue are likely to arise as the service rate of a data
frame is supposed to be greater than the packet arrival rate as illustrated by Rashwand et al.
in [65]. However, such moments are quickly followed by more data packets.

Contrary to the primary mode, the supplementary mode exploits the More Data or Last
Frame fields of transmitted frames to respectively convey whether there are any Data (or
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Management) type frames pending for transmission or if this is the last frame to be transmitted
in the present AI. Based on the appropriate combination, the AI will be reclaimed by the hub.
This supplementary mode of operation can be beneficial for emergency applications with
finite backlogged data [174], or sensor nodes with finite buffered traffic [175, 176] under
high network load. On completion of the data transmission, such nodes which may not
be pre-programmed can utilize the supplementary mode of SAM as an effective means of
terminating a session. However, for high data rate applications it will often lead to frequent
disconnections. This will result in unnecessary energy consumption and network delays
which arises as a result of the subsequent connection establishment that is based on contention
based CSMA/CA or Slotted Aloha, that in effect nullifies the advantages of using TDMA
based SAM. The aforementioned reasons motivate us to base the analysis in this chapter
following the primary mode of SAM. In addition, in Section 5.3.2, we propose a possible
method that would allow both primary and supplementary modes to co-exist and be used
according to the application needs.

5.2 Related Work and Motivation

In this section, we review the seminal works in the field of i) performance analysis in IEEE
802.15.6, ii) TDMA based WBAN MAC protocols, iii) queuing analysis of TDMA systems,
and iv) generic vacation based queuing analysis, to bring out the motivation and novelty
aspects of this work.

Performance analysis of IEEE 802.15.6 MAC protocols: The evaluation of the MAC
protocols through analytical modeling has mainly been focused towards the CSMA/CA and
slotted Aloha based contented medium access. Rashwand et al. in [65] provided frame delay
analysis for CSMA/CA based MAC using queuing theory under realistic non-saturated traffic
considering the empty state of a sensor node queue for error-prone channel conditions. In this
regard, Sarkar et al. [66] provide further in depth analysis of reliability, throughput, delay
and power consumption in CSMA/CA mode under saturated traffic and non-ideal fading
channel conditions. In [177, 178], a non-Markovian analysis of the CSMA/CA access mode
is provided in terms of throughput and delay limits. Chowdury et al. [67] analyzed the
throughput performance of the slotted Aloha under varied traffic loads.

As for the contention free SAM, Tachtatzis et al. [99] performed energy analysis of
the m-periodic uplink SAM in the context of medical applications. It considers only low
traffic scenarios where a data frame is completely transmitted within a single AI without
considerations for retransmission and frame deferrals. As evident from the literature survey,
the work on IEEE 802.15.6 based SAM is very limited. This necessitate the need to perform
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a detailed theoretical analysis of the IEEE 802.15.6 SAM, particularly for serving medium
to high data rate applications leveraging the 1-periodic uplink SAM. Some of the relevant
related work on general TDMA based MAC in WBAN are reviewed next.

TDMA based WBAN MAC: Focusing on TDMA based protocols, the authors in [175,
176] modify the existing IEEE 802.15.4 superframe to allocate more than one slots to
the users based on their traffic. Similarly, Mohhamad et al. in [174] modify the IEEE
802.15.6 superframe to serve emergency data. However, in these works the nodes have
buffered packets and the allocated slots are released to other nodes when the transmission is
completed, which bear resemblance with the supplementary mode of IEEE 802.15.6 SAM.
However, buffering of packets from high data rate applications, which is a point of interest
in this chapter, in memory limited sensor nodes is not a feasible approach. In this regard,
Marinkovi’c et al. in [33] proposes an Energy-Efficient Low Duty Cycle (EELDC) MAC
protocol which supports streaming of large amount of data in WBAN. However, one major
area where this user-defined MAC protocol differs from IEEE 802.15.6 is the allocation
of only a single slot to a sensor within a superframe and the presence of separate reserved
slots for packet re-transmission. Liu et al. [179] proposed a MAC for WBAN based on
TDMA with QoS provisioning and energy-efficient design for different types of traffic. It
is based on scheduling of sensor node transmissions by the hub at every superframe. The
delay experienced by data frames in [179] is calculated using a traditional vacation based
queuing system, which considers that after a sensor node finishes its scheduled transmission
slots it goes to sleep which is viewed as the server’s vacation. The work in [179] differs
from IEEE 802.15.6 standard in the following aspects: i) Primary mode of SAM is based on
fixed transmission order in every superframe, ii) when the queue of a node becomes empty
within an AI, it does not immediately go for a vacation, however it may employ a Low Duty
Cycling (LDC) technique as envisioned in [33] to reduce energy consumption, and iii) it
does not consider the provision of deferring a frame transaction if it cannot be fitted into
the present AI. A frame transaction includes transmission of a data frame and reception of
an acknowledgement. The last two of the above-mentioned points prevent application of
standard results of traditional vacation based queuing systems for SAM. We now review
some seminal works on queuing analysis of TDMA based systems and general vacation
based queuing systems.

Queuing Analysis of TDMA Systems: Performance analysis of traditional TDMA
MAC is well investigated in [180, 181, 148]. Lam [148] discussed the analysis for TDMA
with fixed slot assignment. In this chapter, the average delay was derived by obtaining the
steady state Probability Generating Function (PGF) of queue length. The equilibrium point
analysis for the fixed point TDMA and its derivation of average message delay is performed
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by Tasaka in [181]. However, these works [181, 148] are not meant specifically for the
IEEE 802.15.6. More in detail, in these works, the authors need not take into account the
deferral of a frame transaction within an AI, and the presence of acknowledgment frames
corresponding to every data message, or retransmission of data messages in case of an
error in the transmission. All these factors make IEEE 802.15.6 SAM different from the
traditional TDMA schemes and thereby calls for separate analysis. For the analysis, we adapt
an approach that is inspired from M/G/1 systems with vacations. However, unlike [179], the
modeling of the queue for SAM differs from traditional vacation or periodic vacation based
systems. Before highlighting the significant differences, we briefly review some of the works
on vacation based queuing systems.

Vacation based Queuing Systems: Traditionally, a server goes into vacation once the
queue becomes empty [182]. Upon returning from vacation, if the server finds jobs waiting
it starts serving them, or else it goes for another vacation. This vacation model as used in
[179, 183] is not suitable for SAM. In [184, 185], for analyzing LTE/UMTS dowlink traffic,
the authors considered that a node instead of immediately going to sleep (vacation) dwells in
an inactivity region where a packet upon arrival at the base station will be served immediately.
This has similarity with uplink SAM, where a queue of a sensor node after becoming empty
within an AI will remain idle till the start of the IAI. However, unlike [184, 185], an IAI
starts after the completion of an AI in a strictly periodic manner, irrespective of the state
of the queue. For instance, consider that the time available within an AI is not adequate
for completing the next frame transaction. Then, the service of the frame will be deferred
to the next AI. As for the server (hub), it is in IAI (like being in vacation), but the node is
still holding the frame which is waiting for service to resume in the next AI. Addressing
this, in this chapter we model the service time to encompass the IAI in case of deferral.
Furthermore, at the end of an IAI even if a queue is empty, instead of going for another
vacation, as in [184, 185], the hub will serve a packet arriving within the AI immediately.
Moreover, as compared to these works, we obtain different service times based on the state
of the node in SAM. Doshi in [186] surveys the available vacation models for cyclic server
queues. However, none of these provide a suitable match for SAM, where the server is
modeled to go to vacation either when the queue is empty or when a specific number of jobs
have been served.

In this chapter, we provide a detailed mathematical treatment of SAM and formulate the
expressions for all the essential performance metrics like frame delay, throughput, energy
consumption, reliability, and energy-efficiency. In addition, motivated by the LDC approach
undertaken by Marinkovic et al. in [33], we incorporate the same in our analysis for ensuring
minimal energy consumption. Further, inspired by Sarkar’s work [66] for CSMA/CA, in



158 Performance Analysis of Scheduled Access Mode of the IEEE 802.15.6 MAC

this chapter we consider non-ideal fading channel properties to model and analyze the afore-
mentioned parameters for TDMA based SAM in WBAN. It is to be mentioned that none
of the existing works have considered BCH coding, as mentioned in IEEE 802.15.6 [23],
and its effect on the performance of MAC protocols. BCH coding provides a significant
Signal-to-Noise Ratio (SNR) gain for systems [187]. Therefore, in our work, along with
other parameters we also consider the effect of BCH coding to analyze the derived metrics
for varied channel SNRs.

5.2.1 Contributions of this Chapter

We consider the primary mode of IEEE 802.15.6 1-periodic uplink SAM and perform the
following:

➊ For delay analysis we evaluate the service time of the data frames and the PGF of
queue length by considering the acknowledgment, deferral and retransmission policies
of the standard. We extend the analysis to obtain throughput as a departure process
from the queue. Lastly, we calculate the energy consumption of a sensor node by
considering LDC.

➋ We also evaluate other necessary parameters like reliability in data transfer, and energy-
efficiency of the nodes.

➌ Further, we take into consideration log-normal fading channel [61] characteristics and
incorporate BCH coding, first of its kind, into the performance analysis.

➍ Our analytical model is validated with simulation results obtained from our customized
IEEE 802.15.6 SAM built for WBAN in OPNET (Chapter 3).

➎ For performance analysis we take into account different system parameters like the
length of AIs, Payload Sizes (PSs), varied traffic loads, beacon intervals, data trans-
mission rate, non-ideal channel errors and SNRs, and then determine the optimal (and
minimum) AIs and PSs for a certain traffic load that maximize the energy-efficiency of
sensor nodes under frame delay and reliability constraints.

➏ Finally, we show how a system designer can prepare Look-Up Table (LUT) that allows
nodes to adapt their optimum AIs and PSs based on the channel SNR.

5.2.2 Chapter Organization

This chapter is organized as follows. In Section 5.3 the system model is outlined. Section
5.4 presents the delay analysis. The throughput analysis and energy consumption analysis
are provided in Section 5.5 and Section 5.6 receptively. Section 5.7 elaborates the non-ideal
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channel modeling. In Section 5.8, first we validate our analytical model, and then conduct
an extensive performance analysis of the aforementioned attributes and subsequently the
optimal AI and PS are obtained in Section 5.9. Finally, we conclude the chapter in Section
5.10.

5.3 System Model

5.3.1 Basic Framework of IEEE 802.15.6

We consider a single hop star-topology where multiple sensor nodes and a hub are organized
to form a WBAN, which is coordinated by the hub for medium access. The frames are
exchanged between nodes and the hub.

All nodes and hubs comprise of a PHY layer and a MAC sublayer. For a node that
has data to transmit, the MAC accepts packets (also termed as MAC service data units or
MSDUs) from its higher application layer. The MAC sublayer then passes MAC frames (also
known as MAC protocol data units or MPDUs) to the PHY layer. An MPDU comprises of
MAC header and Frame Check Sequence (FCS) appended to the MSDU. Further, the PHY
layer prior of transmission over the channel appends its header to the MPDU to produce
PHY frame (also known as Physical protocol data unit or PPDU). In this chapter, unless
specifically mentioned otherwise, the term frame refers to a PPDU, as MPDU and PPDU
have a one-to-one mapping with the inclusion of PHY header in the PPDU.

All nodes and the hub need to establish a time reference base, if their medium access is
to be scheduled in time. Therefore, as shown in Figure 5.1a [23], the time axis is divided into
beacon periods (superframes) and each superframe is composed of allocation slots of equal
length TS and numbered from 0,1, · · · , j, · · · ,X , where X ≤ 255.

(a)

(b)

Fig. 5.1 (a) Layout of superframe and access phases in IEEE 802.15.6, (b) Layout of access
phases as followed in this chapter.
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In beacon mode operation, the hub communicates the boundaries of the superframe and
synchronizes the sensor nodes through periodic transmission of beacons as shown in Figure
5.1a. The hub organizes applicable access phases in each superframe as illustrated in Figure
5.1a, where B stands for Beacon. The hub may place the access phases— Exclusive Access
Phases (EAP1 and EAP2), Random Access Phase (RAP1 and RAP2), Managed Access
Phase (MAP), and Contention Access Phase (CAP)— in the order shown in Figure 5.1a.
Except RAP1, the hub may set the length of all other access phases to zero. The access
during EAPs, RAPs and CAP is based on contention mechanism and access during MAP is
scheduled. In this work, we focus on scheduled access in MAP. Therefore, we keep EAP1,
RAP1 and MAP and set the lengths of all other access phases to zero as shown in Figure
5.1b. EAP1 is kept for emergency applications that may occur in a WBAN, while RAP1 is
required for exchange of management frames such as in case of connection establishment of
SAM session. It must be noted that for SAM, both CAP and RAP1 serves the same purpose.
Thus, provided both CAP and RAP1 are of same length, the cyclic nature of SAM ensures
that the steady state analysis and results presented in this chapter remain valid irrespective of
whether RAP1 or CAP is set to zero.

5.3.2 SAM: Connection Establishment, Access Continuation and Ter-
mination

Connection Establishment: To obtain one or more new scheduled allocations, a sensor
node shall send a Connection Request frame to the hub. For this the node may use CSMA/CA
or slotted Aloha in contention periods (RAP1 in this case). The Connection Request contains-
i) the wakeup period request which is set to one for 1-periodic allocations, and ii) Uplink
Request Information Element (IE). Through these IEs, the sensor nodes request the hub
for creation or modification of one or more scheduled allocations. Specifically, the nodes
mention the User Priority (UP), the Minimum Length Nmin

M of AI required to barely satisfy
the QoS metrics like delay and reliability, and the desired/optimum Allocation Length N∗

M

for each superframe that maximizes the node energy-efficiency. Note that, the symbol NM

is used to represent any AI length. Our analysis presented in this Chapter will ultimately
lead to the determination of the range [Nmin

M ,N∗
M] and the corresponding PSs (Psize in bytes)

based on the traffic load of the sensor nodes, channel SNR, superframe parameters and
applicable data rates. To grant scheduled allocations requested by the sensor nodes, the hub
may employ scheduling to assign AIs to the appropriate nodes based their request. Since,
IEEE 802.15.6 SAM governs communication after an AI has been assigned to a node, a
detailed discussion on the assignment problem is beyond the scope of this Chapter. However,
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it is worth mentioning that the solution will depend on - i) number of nodes, ii) the node
priorities, and iii) the number of available free MAP slots. After obtaining a solution, the hub
sends Connection Assignment frames to the nodes, containing Assignment IEs that inform
nodes about the accepted AIs.

Session Continuation and Termination: In primary mode of 1-periodic SAM, every
sensor node is allocated their requested AIs within the MAP at fixed non-overlapping
locations of every superframe (Figure 5.1b), where only uplink transmission of that particular
sensor node is allowed without interference or collision from other sensor node transmissions.
This is similar to static TDMA as in [148], which has the following features- i) due to the
cyclic nature of allocation, the steady state analysis is dependent only on the length of the
AI and not on the relative location of AI, and ii) the analysis for a sensor node performance
does not depend on other sensor node transmissions which occur outside its AI [148]. The
assignment for a particular sensor node remains valid until- i) the node ends the scheduled
allocation by sending a disconnection request at a pre-determined time, for instance in case
of periodic monitoring at regular intervals, ii) a connection change request is generated from
the node to modify the session parameters, e.g. request to change the length of the AI due to
change in channel SNR, or iii) the session is aborted by the hub after failing to receive any
frame in the last mScheduledAllocationAborted AIs.

In this chapter, we strictly follow the primary mode. But to facilitate coexistence with the
supplementary mode, we propose the following possible implementation. The supplementary
mode sets the More Data field of MPDU to 0 if there are no more data or management frames
pending for transmission, thereby relinquishing the AI [23]. Based on this, the supplementary
mode can be transformed into primary mode by allowing a sensor node to set MoreData = 1
to intimate the hub about the pending Modified Connection Request management frame,
which is to be finally transmitted to terminate the SAM session. This will prevent the hub
from relinquishing the AI. When MoreData = 1, the Last Frame field is set to 1 to intimate
the hub about deferral of frame transaction, which is explained next.

5.3.3 SAM: Uplink Data Communication

Upon receiving the Connection Assignment frame from the hub, a sensor node may initiate a
data frame transaction with the hub anywhere within its AIs, if the data frame, acknowledg-
ment and an appropriate guard time (GT) [23] can fit into the current AI of NM slots. This
is illustrated in Figure 5.2. The data frames are of fixed length l (slots) and lb (bits) and
arrives at the sensor node (denoted U) according to a Poisson process with mean arrival rate
λ . It is reasonable to expect that multiple data frame transmissions can occur within a single
AI. If the time duration between the current time and the end of the current AI is not long
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enough to fit a frame transaction, the node shall defer the transmission till its next AI. The
node sleeps in the time duration between two successive AIs defined as the Inter-Allocation
Interval (IAI) as shown in Figure 5.1b. During IAI, the node can generate new packets which
will be stored in a queue maintained by it and transmitted later during an AI.

Fig. 5.2 Frame transactions in scheduled uplink allocation interval.

The system is modeled with non-ideal channel conditions, and for Immediate Acknowl-
edgment (I-Ack) Policy [23]. An I-Ack frame is transmitted by the hub to acknowledge
successful receipt of the previous frame. The size of I-Ack frame is denoted by ack (slots)
and ackb (bits). Let ber denotes the Bit Error Rate (BER) of the channel due to the error-
prone non-ideal nature of the channel. Therefore, the probability that the data frame and its
corresponding I-Ack frame are transmitted without getting corrupted by any error can be
denoted as, η = (1−ber)lb+ackb . Detailed modeling of the non-ideal channel in WBAN will
be discussed later in Section 5.7. In the event of an un-successful reception of either the data
frame or its I-Ack, the node retransmits the data frame. The data frame is dropped after it
exceeds the maximum limit R for such retransmissions.

5.3.4 Low Duty Cycling

For minimizing the energy consumed by a sensor node we adapt the duty cycling approach
envisioned by Marinkovic et al. in [33]. In [33], a duty cycle is defined as the fraction of
time that a sensor is in an “active” state. For the sensor, this is the time the transceiver is ON
(RF activity time), regardless if it is transmitting data, receiving data, or idly waiting for an
I-Ack. The TDMA based protocol envisioned in [33], allows sensor nodes to go to power
down state after a frame has been transmitted. During power down (or sleep) mode, only the
internal time counter and ADC sampling are active, which provide the appropriate interrupts
necessary to wake up the sensor node. Based on this, we consider the following duty cycling
approach during a SAM session:

1. A sensor node remains active when a frame is serviced. However, when the service
of a frame is deferred, the sensors will go to sleep state, and wake up prior to the
beginning of the upcoming AI.
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2. When the queue of a sensor node becomes empty, it goes to sleep. Following this, it
will again wake up prior to the service of the next incoming packet.

3. The sensor node also wakes up for periodic synchronization with the hub through
reception of a beacon. Periodic synchronization is required by the sensor nodes to
compensate for their relative clock drifts with respect to the hub [23]. As per IEEE
802.15.6, the sensor node needs to re-synchronize every SIn superframes termed as the
mNominalSynchInterval. After re-synchronization sensor node again goes to sleep.

Note that, similar to [33, 99], in this chapter we focus only on the energy consumed by
the transceiver of a node.

5.3.5 Assumptions

We make following assumptions to simplify the analysis presented in this chapter:

• The connection assignment process is a one-time operation that does not affect steady
state analysis related to data frame transmission in SAM.

• The time before a SAM session is aborted i.e. mScheduledAllocationAborted AIs
is sufficiently long to not affect the steady state analysis. The default value of
mScheduledAllocationAborted is 32 [23]. For example- in case of beacon periods of
0.3s or 0.5s, the equivalent time before a session can be aborted will be 9.6 mins and
16 mins respectively. The probability of a frame not arriving for 9.6 mins or 16 mins
within an active session is almost zero for a Poisson arrival process for the concerned
medium to high data rate applications.

• To simplify the analysis, initially we do not consider the guard time (GTn) within an
AI as GTn is in the order of micro-seconds whereas the AIs are in the order of several
milli-seconds. However, the final results are derived by incorporating GTn through a
simple transformation,

NM → NM − GTn

TS
(5.1)

Equation 5.1 considers the guard time as part of the IAI. However, this incorporation
of GTn do not make any noticeable changes to delay or throughput calculations. While
for energy calculations, its effect is noteworthy only during periodic re-synchronization
that is taken up separately in Section 5.6.

In the following sections, we calculate the average frame delay, throughput and energy
consumption of the sensor node. Table 5.1 summarizes the symbols used in the chapter.
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Table 5.1 Summary of symbols used

Symbol Meaning
X Beacon interval
TS Allocation slot length
NM Allocation interval length
Psize Payload size
l, lb Data frame length (in slots and bits)

ack, ackb I-Ack frame length (in slots and bits)
beru, ber, seru, ser Uncoded/Coded BER and SER

γ Channel SNR
η , ηd , ηa Successful transfer prob of a data and I-Ack pair, a single

data frame and a single I-Ack
R Re-transmission limit
λ Packet arrival rate

si f s Short inter-frame space
GTn, SIn Guard time and Synchronization Interval

Ls,Lc Successful & unsuccessful transaction time
Ld IAI length or Deferral time

LA(s) LB(s) LC(s) L T a of service times of different scenarios
Xa Xb Xc Mean service time of different scenarios

n No. of Frames Slots with an AI
r Remainder of AI not covered by frame slots

Π(z) PGFb of number of frames in queue
ai, bi, ci No. of packet arrivals in ith frame departure

A(z), B(z), C(z) PGF of ai,bi,ci

LM(s), LI(s) L T of MAP duration and IAI
I Mean IAI

W Mean waiting delay
T Average throughput
D Average inter-departure time
ps Reliability of data transfer

It , Ir, Ii, Iwup, Is Current consumptions while Tx, Rx, in idle state, power-
ing on/down and in sleep state

Vs Supply voltage
Eavg Average energy consumed by sensor node
EE Energy-efficiency
µ,σ Log-normal channel coefficients

aL T =Laplace Transform, bPGF=Probability Generating Function.
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5.4 Waiting Delay Analysis

We analyze the delay of a packet arriving at sensor node U by employing embedded Markov
chain analysis [182]. In this analysis, the Markov chain of the number of frames in the queue
of U is embedded just after the frame departure instants and we consider how the system
evolves from one departure instant to the next. A frame departure instant is defined as the
time instant when the service of a particular frame is complete. While the service time is
defined as the time a node takes to start its transmission attempt till the time it has been
successfully transmitted or dropped when it exceeds the maximum retry limit. Due to the
inherent nature of the cyclic ordering of AI and IAI, a frame to be serviced will experience
different service times based on the arrival of the frame and/or the arrival/departure of
previous frames. Therefore, we also evaluate the average service time of a frame under
the various scenarios considered for embedded Markov Chain analysis. To this aim, we
perform computations in Laplace domain which makes the analysis simpler. Note that, due
to presence of an erroneous channel, the service time of a frame may comprise of multiple
data frame transactions. A data frame transaction between node U and the hub comprises of
the actual data frame transmission, the reception of corresponding acknowledgment from the
hub and a short inter-frame space (si f s) between the transmission and reception. Therefore,
the time spent towards a data frame transaction is denoted as Lx = l +ack+ si f s. Subscript
‘x’ is replaced by ‘s’ or ‘c’ for successful or unsuccessful transmission respectively.

5.4.1 Embedded Markov Chain Analysis

The embedded Markov chain analysis obtains a relation for the number of frames (PPDU)
left in the queue by a frame departure. The Markov chain analysis can be treated under the
following three scenarios:

(S1) ith frame departure leaves the queue empty and

(S1a) the (i+1)th packet (MSDU) arrives during an AI.
(S1b) the (i+1)th packet arrives during a IAI.

(S2) ith frame departure leaves the queue non-empty.

We perform embedded Markov chain analysis for each scenario to derive the expression
for the number of frames left in the queue just after a frame departure. Let ni be the number
of frames left behind in the queue after ith frame departure. We relate the states of the queue
at the ith and (i+ 1)th instants and derive the relations for ni+1. Thereafter, we derive the
service time of the frame for each scenario.
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5.4.1.1 Scenario S1a: Empty queue after ith frame departure and the next (i+ 1)th

packet arrives during an AI

This scenario is illustrated in Figure 5.3, which depicts that the number of frames left behind
in the queue after the (i+1)th frame departure will be equal to the ai+1 packets that have
arrived during the service time of that frame. This can be expressed as

ni+1 = ai+1, j = 0, ni = 0 (5.2)

Fig. 5.3 Frame departure and packet arrivals for Scenario S1a.

As evident from (5.2), the condition of the (i+1)th packet arriving during an AI means
that no packet arrival occurred after the queue became empty in any of the earlier AIs and
IAIs (i.e. j = 0). Thus, the probability (F̂0) that the (i+1)th packet arrives in an AI after the
ith frame departure leaves the queue empty can be obtained upon simplification as

F̂0 = (1− f (1)M,0)+ f (1)M,0 f ∗0 (1− fM,0) [1+ f ∗0 fM,0 + · · · ]

=
(1− f (1)M,0)+ f ∗0

(
f (1)M,0 − fM,0

)
1− f ∗0 fM,0

(5.3)

where fM,0 is the probability of no packet arrival during an AI (except for the 1st AI of frame
departure), and is given as

fM,0 = LM(λ ) (5.4)

where, LM(s) = L (δ (t −NMTS)) = e−sNMTS is the Laplace transform (L T ) of the pdf of
the AI of NM slots and ’L ’ denotes the Laplace transform operator. Furthermore, f ∗j denotes
the probability of j packet arrivals during an IAI. Let LI(s) = e−sLdTS denote the L T of the
pdf of IAI of length Ld = (X −NM) slots (see Figure 5.1b). Then the PGF of the number of
packet arrivals during an IAI can be related to f ∗j as LI(λ −λ z) = ∑

∞
j=0 f ∗j z j [182]. Thus,

f ∗0 is given as
f ∗0 = LI(λ ) (5.5)

Lastly, we denote f (1)M,0 as the probability of no packet arrivals in the first AI between the
instant when the ith frame departure leaves the queue empty and the end of that AI. Let t
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denote the time of departure of the ith frame with respect to the start of the AI. Since t can lie
anywhere between LsTS and NMTS with equal probability, f (1)M,0 can be obtained as

f (1)M,0 =
∫ NMTS

LsTS

e−λ (NMTS−t)

(NM −Ls)TS
dt =

1
λ

1− e−λ (NM−Ls)TS

(NM −Ls)TS
(5.6)

We also calculate the PGF (A(z)) of the number of packet arrivals during a frame service
time in scenario S1a as

A(z) = LA(λ −λ z) (5.7)

where LA(s) is the L T of the pdf of the service time of a frame under scenario S1a, which
is derived next. Equation (5.2) and the PGF obtained in (5.7) will be used for further delay
analysis in Section 5.4.2.

Evaluation of pdf of service time of frame under S1a: LA(s)

In Figure 5.4, we draw a Continuous Time Markov Chain (CTMC) that considers all possibil-
ities of arrival of a new frame within an AI and its subsequent service as per IEEE 802.15.6
SAM. For developing the CTMC, in Figure 5.5a we visualize the AI to be composed of
n= ⌊NM/Ls⌋ Frame Slots (FS) each with Ls slot duration in addition to the last r slot duration,
where r = NM%Ls. The symbol ‘%’ denotes the modulus operator. Further, for this scenario
S1a, we consider each FS of the AI where a packet first arrives to be composed of sections as
shown in Figure 5.5b. For example, in the uth FS, the section AS(u,1) denotes the first r slot
duration and section AS(u,2) represents the next (Ls − r) slot duration. The last section of
Ls slots is denoted as AS(d) because a frame arriving in this interval will be deferred. This
division of a FS into sections will not be required for evaluation of Scenarios S1b and S2.
In the CTMC of Figure 5.4, the blocks S(u,1), u = 1,2, · · · ,n; S(u,2), u = 1,2, · · · ,(n−1);
and S(d) corresponds to the arrival of a packet in sections AS(u,1), AS(u,2) and AS(d) of
an AI respectively (refer Figure 5.5b). Using the uniformity property of Poisson arrivals
[188] it can be shown that, given a packet arrives within an AI, the arrival instant relative to
the start of the AI is uniformly distributed over AI length. This explains the probabilities
associated with the blocks in Figure 5.4. The analysis based on this CTMC is divided into
two parts. First, we obtain the L T of pdf of the time taken for service of a frame in each of
these blocks and also their corresponding mean service times. Then, following Figure 5.4,
we combine the service times of individual blocks to obtain the mean service time of a frame
for Scenario S1a.

The internal structure of one block of each category (S(u,1), S(u,2) and S(d)) is shown in
detail in Figure 5.6. The CTMC is modeled after the states of the node when a new frame
starts its first transmission attempt till the moment it is serviced. For the CTMC, we consider
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Fig. 5.4 CTMC for service of a data frame under Scenario S1a.

(a) Viewing AI as composed of Frame Slots (FS)

(b) Each FS is considered to have sections particularly for Sce-
nario S1a

Fig. 5.5 Composition of an Allocation Interval (AI).

the general case of n < R. However, following Figure 5.6, the final expressions are obtained
for any value of n and R. The CTMC is constructed as a 3-tuple with the following states:

1. (k, u, T) representing the kth transmission attempt of the frame at uth FS (symbol ’T’
denotes Transmission),

2. (k, u, N) representing deferral of the kth transmission attempt of the frame at uth FS
(symbol ’N’ denotes No-transmission).

For block S(u,1), u = 1,2, · · · ,n, as shown in Figure 5.6a, a packet first arriving within
section AS(u,1), will make its next transmission attempt (in case of an error with probability
(1−η)) in AS(u+ 1, 1). Similar argument also holds for block S(u,2), u = 1,2, · · · ,(n−
1), as shown in Figure 5.6b. The subsequent transmission attempts within the AI follow
similar pattern until a frame deferral occurs, which is discussed next. After an unsuccessful
transmission attempt at state (k,n,T) in Figure 5.6a and state (k,n−1, T) in Figure 5.6b, it
is observed that the (k+1)th transmission in both the cases is deferred and the node moves
to state (k+1, 1, N). Time spent in state (k+1, 1, N) for blocks S(u,1), u = 1,2, · · · ,n, and
S(u,2), u = 1,2, · · · ,(n−1), can be obtained as

(
Ld +

r
2

)
and

(
Ld +

Ls+r
2

)
slots respectively.
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(a) CTMC for block S(u,1)

(b) CTMC for block S(u,2)

(c) CTMC for block S(d)

Fig. 5.6 CTMC for different blocks of Figure 5.4 for n < R.

It is to be noted that after the 1st deferral, every transmission attempt until the frame is
serviced will always be at the beginning of a FS.

At a finer level of detail, it can be observed that the states occurring after the first deferral
of a frame in blocks S(u−1,2) and S(u,1) for u = 2,3, · · · ,n−1 are same. This repetition of
states in the CTMC of Figure 5.4 is done for simplifying the derivation of the service time of
a frame for each block. Finally, considering block S(d) in Figure 5.6c, we observe that the
first transmission attempt is deferred for

(
Ld +

Ls
2

)
slots till the beginning of the next AI.

Following Figure 5.6, we derive the L T of the pdf of the service time of a frame arriving
in blocks S(u,1), u = 1,2, · · · ,n; S(u,2), u = 1,2, · · · ,(n−1); and S(d) (LA1,u(s),LA2,u(s)
and LA3(s)) respectively in (5.8), (5.9) and (5.10).
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LA1,u(s) = e−sLsTSη

[
n−u

∑

j = 0
j ≤ R

(1−η) je−s jLcTS +

(1−η)n−u+1e−s(n−u+1)LcTSe−s(Ld+
r
2)TS

Md1,u

∑

md = 1
R > n−u

{
(1−η)(md−1)ne−s(md−1)XTS

n−1

∑

q = 0
q+(md−1)n
+(n−u+1)≤R

(1−η)qe−sqLcTS

}]

+(1−η)R+1
[

e−s(R+1)LcTS

∣∣∣
(n−u)≥R

+ e−s(Ld+
r
2)TSe−s(Md1,u−1)XTSe−s(R+1−(Md1,u−1)n)LcTS

∣∣∣
(n−u)<R

]
(5.8)

LA2,u(s) = e−sLsTSη

[
n−u−1

∑

j = 0
j ≤ R

(1−η) je−s jLcTS +

(1−η)n−ue−s(n−u)LcTSe−s(Ld+
Ls+r

2 )TS

Md2,u

∑

md = 1
R+1 > n−u

{
(1−η)(md−1)ne−s(md−1)XTS

n−1

∑

q = 0
q+(md−1)n
+(n−u)≤R

(1−η)qe−sqLcTS

}]

+(1−η)R+1
[

e−s(R+1)LcTS

∣∣∣
(n−u−1)≥R

+ e−s(Ld+
Ls+r

2 )TSe−s(Md2,u−1)XTSe−s(R+1−(Md2,u−1)n)LcTS

∣∣∣
(n−u−1)<R

]
(5.9)

LA3(s) = ηe−sLsTSe−s(Ld+
Ls
2 )TS

Md3

∑
md=1

{
(1−η)(md−1)ne−s(md−1)XTS

n−1

∑

q = 0
q+(md −1)n ≤ R

(1−η)qe−sqLcTS

}

+(1−η)R+1e−s(Ld+
Ls
2 )TSe−s(Md3−1)XTSe−s(R+1−(Md3−1)n)LcTS

(5.10)

Where, Md1,u, Md2,u, and Md3 denote the maximum number of AIs (barring the 1st AI)
that the service of a frame may extend for blocks S(u,1), S(u,2) and S(d) respectively, and
are obtained as
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Md1,u =

⌈
(R+1)− (n−u+1)

n

⌉
(5.11)

Md2,u =

⌈
(R+1)− (n−u)

n

⌉
(5.12)

Md3 =

⌈
(R+1)

n

⌉
(5.13)

Equation (5.8) comprises of two parts: the first part deals with a successful frame
transaction, which may occur after a number of unsuccessful transmission attempts, while
the second part is related to a frame being dropped, which occurs after the number of
transmission attempts have exceeded (R+1). Considering the successful frame transaction,
the conditions placed beneath each summation symbol signifies the possible scenarios where
the final successful transmission might occur for a packet arriving in uth FS of the first AI. The
expressions associated with ( j ≤R) refers to the possibility of successful transaction occurring
in the ( j+ 1)th FS of the first AI, whereas the condition q+(md − 1)n+(n− u+ 1) ≤ R
refers to the possibility of the successful transmission occurring in the qth FS of (md +1)th

AI. Similarly, the dropped frame scenario will occur in the first AI if (n−u)≥ R or else it
will occur in the successive AIs following the deferral procedure. Likewise, (5.9) and (5.10)
can also explained following a similar argument.

From Figure 5.4, and combining (5.8), (5.9) and (5.10), we obtain

LA(s) =
r

NM

n

∑
u=1

LA1,u(s)+
Ls − r

NM

n−1

∑
u=1

LA2,u(s)+
Ls

NM
LA3(s) (5.14)

The mean service time (Xa) for a data frame under scenario S1a can be obtained by
taking the first derivative of LA(s) as Xa =−LA

′ (0), and the second order moment can be
given as X2

a = LA
′′ (0).

5.4.1.2 Scenario S1b: Empty queue after ith frame departure and the next (i+ 1)th

packet arrives during an IAI

In this scenario, the service of the (i+ 1)th frame will begin after the end of the IAI in
which it had arrived. There can be multiple packet arrivals during the IAI where the (i+1)th

packet arrives. This event is illustrated in Figure 5.7. Hence, the probability ( f j) of j packet
arrivals during an IAI for the first time since the queue became empty can be obtained upon
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simplification using (5.5) as

f j = f (1)M,0 f ∗j [1+ fM,0 f ∗0 + · · · ] =
f (1)M,0 f ∗j

1− f ∗0 fM,0
, j ≥ 1 (5.15)

Fig. 5.7 Frame departure and packet arrivals for Scenario S1b.

From (5.15), we evaluate the PGF (F(z)) of the number of packet arrivals during an IAI
for the first time since the queue became empty as

F(z) =
∞

∑
j=1

f jz j =
LI(λ −λ z)− f ∗0

1− f ∗0 fM,0
(5.16)

Thus, for this scenario, as depicted in Figure 5.7, we get the number of frames left after
the (i+1)th frame departure as

ni+1 = j+bi+1 −1, j ≥ 1,ni = 0 (5.17)

where bi+1 is the number of packet arrivals during the service of the (i+1)th frame under
Scenario S1b. Similar to (5.7), the PGF (B(z)) of the number of arrivals during the service
time of a frame in this scenario can be obtained as

B(z) = LB(λ −λ z) (5.18)

where LB(s) is the L T of the pdf of the service time of a frame under Scenario S1b, which
is derived next.

Evaluation of pdf of service time of frame under S1b: LB(s)

Under Scenario S1b, a packet arriving in an IAI will start its service at the beginning of the
1st FS of the AI following the IAI. Therefore, the service time of the frame will be similar
to the packet arriving in block S(d) of Scenario S1a, except that there is no deferral and the
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service begins at the start of the AI. Therefore, using (5.10) LB(s) is related to LA3(s) as

LB(s) = LA3(s)es(Ld+
Ls
2 )TS (5.19)

Finally, using (5.19), the mean service time for a data frame under Scenario S1b can be
obtained as Xb =−LB

′ (0), and the second order moment can be given as X2
b = LB

′′ (0).

5.4.1.3 Scenario 2 (S2): Non-empty queue after ith frame departure

Consider the case of non-empty queue when the ith frame departs and immediately the node
begins the service of the (i+ 1)th frame. While the frame is being serviced, new packets
can arrive at the node, as shown in Figure 5.8, where there are ci+1 packet arrivals during
the service of the (i+1)th frame. Thus, the number of frames left after the (i+1)th frame
departure can be given by

ni+1 = ni + ci+1 −1 ,ni > 0 (5.20)

Fig. 5.8 Frame departure and packet arrivals for Scenario S2.

The PGF (C(z)) of the number of arrivals during the service time of a frame in this
scenario is represented as

C(z) = LC(λ −λ z) (5.21)

where LC(s) is the L T of the pdf of the service time of a frame under Scenario S2.

Evaluation of moments of service time of frame under S2

Due to the inherent nature of Scenario 2, instead of obtaining the actual pdf LC(s), we
derive only its first two moments, i.e. the mean Xc = −LC

′ (0), and mean square value
X2

c = LC
′′ (0), that will be used for further analysis in Section 5.4.2.

It is well established that for a stable queue the service rate must be greater than the
packet arrival rate. Then the scenario of a non-empty queue will at some point arise after an
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empty queue. Therefore, derivation of the moments of service time of the packets following
the first packet arriving to an empty queue is the topic of interest. The evaluations can be
split into two cases: Case1) the first packet to an empty queue arrives in an AI after which
the queue remains non-empty, and Case2) the first packet to an empty queue arrives in an
IAI after which the queue remains non-empty.

Case1) When the first packet to an empty queue arrives in an AI after which the
queue remains non-empty: The probability that a packet arriving to an empty queue arrives
in the AI is NM/X . In Case1, similar to Scenario S1a, the arrival instant of the first packet is
uniformly distributed within an AI. Therefore, the start of service of each frame following
the first frame (till the queue remains non-empty) will also be uniformly distributed. Thus,
the 1st and 2nd order moments of the service time of a frame in Case1 are given as, Xc1 = Xa

and X2
c1 = X2

a respectively.
Case2) When the first packet to an empty queue arrives in an IAI after which the

queue remains non-empty: Consider the case that the first packet arriving to an empty
queue arrives in the IAI. The service of this 1st frame is already covered in Scenario S1b.
However, the service of the following NI (say) frames arriving within the IAI needs to be
accounted for under Scenario 2. The service time of such frames depends on the position
where their service starts with respect to the start of the AI, which in turn depend on the
number of Poisson arrivals within an IAI of length Ld slots. The pdf of the service time of a
frame which starts its service at the beginning of the uth FS (LC2,u(s)) and one which starts
just after the end of the nth FS boundary (see Figure 5.5a), which we denote as the beginning
of (n+1)th FS (LC2,n+1(s)) are respectively obtained using (5.8) and (5.10)) as

LC2,u(s) = LA1,u(s)
∣∣∣
rTS/2→rTS

, u = 1,2, ....,n (5.22)

LC2,n+1(s) = LA3(s)es Ls
2 TSe−srTS (5.23)

Where rTS/2 → rTS denotes replacing rTS/2 in (5.8) with rTS. The 1st and 2nd order moments
of LC2, j(s) are given as Xc2, j =−L

′
C2, j(0) and X2

c2, j = L
′′

C2, j(0), j = 1, ..,(n+1).
For deriving the moments of frame service time under Case2, we also obtain the average

number of transmissions (m) involved in the service of a frame as

m =

⌊
1− (1−η)R+1

η

⌉
(5.24)

Where ‘⌊·⌉’ symbolizes rounding off to the nearest integer.
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Using (5.22)-(5.24) and based on the cyclic nature of the AI and IAIs, the 1st and 2nd

order moments of the service time under Case2 are obtained respectively as

Xc2 =

∞

∑
NI=1

{
(λLdTS)

NI+1e−λLdTS

(NI+1)!
1
NI

NI
∑

k=1
Xc2,uk

}
Pd(NI ≥ 1)

(5.25)

X2
c2 =

∞

∑
NI=1

{
(λLdTS)

NI+1e−λLdTS

(NI+1)!
1
NI

NI
∑

k=1
X2

c2,uk

}
Pd(NI ≥ 1)

(5.26)

In (5.25) and (5.26), we derive the moments for the NI frames (NI > 1) that may arrive
after the first packet to an empty queue within an IAI . These moments are weighed against
the probability of Poisson arrival of (NI +1) packets within the IAI. Further, we leverage the
cyclic nature of the AIs and IAIs and use (5.22) and (5.23) to provide the following iterative
procedure where uk and hk are updated with each value of ‘k’ within the internal summations
of (5.25) and (5.26),

uk =


(hk +m)%(n+1), hk +m < n+1
(hk +m)%(n+1)+1, hk +m > n+1
(hk +m), hk +m = n+1

(5.27)

hk =

{
uk−1, uk−1 < n+1

1, uk−1 = n+1
(5.28)

Lastly, we normalize the summation in (5.25) and (5.26) with Pd(NI ≥ 1), which is the
probability of arrival of more than one packet within an IAI, and is given as

Pd(NI ≥ 1) = 1− e−λLdTS(1+λLdTS) (5.29)

Finally, the 1st and 2nd order moments of the service time of a frame in Scenario S2 are
obtained respectively by combining the moments of Case1 and Case2 as

Xc =
NM

X
Xc1 +

X −NM

X
Xc2 (5.30)

X2
c =

NM

X
X2

c1 +
X −NM

X
X2

c2 (5.31)

We now calculate the overall frame waiting delay using embedded Markov Chain Analysis
in the next subsection.
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5.4.2 Evaluation of Overall Frame Waiting Delay

The expression for the number of frames (ni+1) left behind in the queue by the (i+1)th frame
departure can be obtained by combining the equations (5.2), (5.17) and (5.20) for Scenario
S1a, S1b and S2 respectively as

ni+1 = ai+1, j = 0,ni = 0

= j+bi+1 −1, j ≥ 1,ni = 0

= ni + ci+1 −1, ni > 0

(5.32)

Using the unit-step function U(x), (5.32) can be expressed in more compact form as

ni+1 = ai+1 +(ni + ci+1 −ai+1 −1)U(ni −1)

+U( j−1) [1−U(ni −1)] [ j+bi+1 −ai+1 −1]
(5.33)

Hence, the PGF of the equilibrium state distribution of the number of frames in the queue
of U at frame departure instants can be evaluated as [182]

Π(z) = E(zni+1) = A(z)
[

π0 F̂0 +π0

∞

∑
j=1

f jzbi+1−ai+1+ j−1 +
∞

∑
ni=1

πniz
ci+1−ai+1+ni−1

]
= A(z)π0 F̂0 +π0B(z)

F(z)
z

+
C(z)

z
(Π(z)−π0)

(5.34)

The first, second and third terms of (5.34) correspond to Scenarios S1a, S1b and S2
respectively. Here, πni denotes the steady-state probability of ni frames in the queue. Using
(5.16), and upon simplifying (5.34) we get

Π(z) = π0
C(z)−B(z)F(z)− z F̂0A(z)

C(z)− z
(5.35)

Using the normalization relation Π(1) = 1 we get

π0 =
(1−λXc)

F̂0(1+λXa)+F(1)λXb +F ′(1)−λXc
(5.36)

As per Kleinrock’s Result [188] and PASTA Property [189], (5.33) will also give the
steady state distribution observed at any arbitrary chosen time instant. Hence, the average
number of frames in the queue of node (U) under equilibrium can be given from Little’s law.
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Therefore, using equation (5.35) and applying Little’s law we obtain,

Π
′(1) = λW =

π0

2(1−λXc)

[
2F ′(1)λXb +2F̂0λXa+

F ′′(1)+ F̂0λ
2X2

a +F(1)λ 2X2
b −λ

2X2
c

]
+

λ 2X2
c

2(1−λXc)

(5.37)

where W is the mean waiting time (in s) of data frames, and F ′(1) and F ′′(1) are obtained
from (5.16) as

F ′(1) =
f (1)M,0 λ I

1− f ∗0 fM,0
(5.38)

F ′′(1) =
f (1)M,0 λ 2 I2

1− f ∗0 fM,0
(5.39)

where I =−LI
′(0) = LdTS denotes the average duration of IAI. I2 = LI

′′(0) is the 2nd order
moment.

It is worth emphasizing that (5.37) gives the closed form expression for derivation of the
W as a function of superframe parameters like beacon period (X), allocation interval (NM);
traffic loads (λ and Psize); transmission data rate which determines frame transaction time;
and channel bit-error-rate (ber) which in turn depends on channel SNR.

5.5 Throughput Analysis

The throughput T of node U is defined as the number of data bits departing from the queue
maintained by the node and successfully transmitted over to the hub per unit time. Let
D denote the mean inter-departure time of frames from the queue, and ps represents the
probability of successful transmission of the data frames with payload size of Psize bytes.
Then, mathematically T (bits/sec) is defined as

T = (8×Psize)×
1
D
× ps (5.40)

5.5.1 Evaluation of ps: Reliability or Probability of Successful Trans-
fer of Data Frames

A successful data transfer occurs if a data frame of lb bits is successfully transmitted over the
error-prone non-ideal channel to the hub. Note that, lb denotes the average length of the PHY
frames (PLCP Preamble+ PLCP Header+ MAC header + MSDU length or payload or packet
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size + MAC FCS length) in bits. The probability that the data frame is transmitted without
getting corrupted by any bit error can be denoted as, ηd = (1−ber)lb . In case of an error
in transmission, the node re-transmits the data frame where the maximum re-transmission
limit is denoted by R. Thus, the probability of successful data transfer (ps) also known as
reliability can be given by

ps = 1− (1−ηd)
R+1 (5.41)

5.5.2 Evaluation of D: Inter-Departure Time of Frames

Based on the concept of flow balance, for a queue to be stable the incoming rate must be
equal to the outgoing rate. Therefore, we state Lemma 1 as available in literature [182].

Lemma 1 For a Poisson arrival process to a queue with rate λ , the departure process is
also Poisson with same rate.

In this sub-section, we derive the closed form expressions for the inter-departure time as it
will provide the foundation for energy consumption analysis in the next section. Additionally,
solving the derived final expression of D in any simulator will provide a proof for Lemma 1.

The inter-departure time analysis can be considered under two separate scenarios:

1. a frame departure leaves the queue non-empty, and

2. a frame departure leaves the queue empty

Let D1 and D2 denote the average inter-departure times for the above two scenarios,
respectively. The overall average inter-departure time D can be expressed as

D = (1−π0)D1 +π0 D2 (5.42)

5.5.2.1 D1 evaluation: Frame departure leaves queue non-empty

Since in this scenario the service of the next frame will start immediately, the average
inter-departure time (D1) in this case will be equal to Xc, i.e.

D1 = Xc (5.43)

5.5.2.2 D2 evaluation: Frame departure leaves queue empty

Since there are no frames present, the next frame departure will happen after the next
incoming packet is serviced. This event is illustrated in Figure 5.9. Similar to Section 5.4.1.1,
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t denotes the time of departure of the frame with respect to the start of the AI. Hence, t can
lie anywhere between LsTS and NMTS with equal probability. To evaluate D2, we consider a
shift in the time axis starting from t. Regarding the arrival instant of the next packet, we can
identify two events. Event 1) next packet arrives in an AI, and 2) next packet arrives in an
IAI. As per Section 5.4.1, the service time of the frame under these two events will be Xa

and Xb respectively. Additionally, the service of a frame arriving at an empty queue within
an IAI will start after the end of the IAI, whereas for a frame arriving within AI it will start
immediately. Therefore, following Figure 5.9 with shifted time-reference, the average time
taken (Z(t)) for the next frame to depart after the previous frame leaves the queue empty at
time t can be calculated as

Z(t) =

NMTS−t∫
0

fλ (τ)(τ +Xa)dτ +

XTS−t∫
NMTS−t

fλ (τ)(XTS − t +Xb)dτ+

(X+NM)TS−t∫
XTS−t

fλ (τ)(τ +Xa)dτ +

2XTS−t∫
(X+NM)TS−t

fλ (τ)(2XTS − t +Xb)dτ + ·· (5.44)

= Xa +
1
λ
+

eλ t

1− eλXTS

[
e−λNMTS(X −NM)TS −

(
e−λNMTS − e−λXTS

)( 1
λ
+Xa −Xb

)]
Where τ is a dummy variable that represents the arrival instant of the next packet with
respect to the origin of the shifted time reference and it follows an exponential distribution
fλ (τ) = λe−λτ . Using the uniform distribution of t between LsTS and NMTS, the average
inter-departure time of the frame under this scenario (D2) can be obtained by taking the mean
of (5.44) with respect to t as,

D2 = E{Z(t)} (5.45)

Equation (5.45) involves calculation of the mean of eλ t of (5.44), which is obtained as
E{eλ t}= eλNMTS−eλLsTS

λ (NM−Ls)TS
.

Fig. 5.9 Shifting of time reference for inter-departure time analysis.
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5.6 Energy Consumption Analysis

Energy consumption is one of the most important performance parameters for WBAN. It
helps in estimating the average life-span of the nodes. In SAM, considering LDC, energy
is consumed by sensor node U towards transmission, reception, when a node is idle while
waiting for an I-Ack, when waking up or powering down the transceivers and when the node
is sleeping with transceivers powered down. These energy consumptions can be related to
the current consumptions of the node as given in Table 5.2. It , Ir , Ii, Iwup and Is are the
current consumptions of the node while transmitting, receiving, in idle state, when waking
up/powering down and when it is in sleep state respectively. Whereas, Vs denotes the node
power supply.

Table 5.2 Energies consumed during different sensor node activities

Activity
Energy

Remarks
Consumption

Transmission of data
frame

ξd,t =VsIttd td= Duration of data frame
transmission

Reception
of I-Ack Frame

ξa,r =VsIrtack tack= Duration of I-Ack
frame reception

Waiting for an
I-Ack Frame

ξa,i =VsIitack

Waiting in sifs ξsi f s =VsIisi f s

Waking-up or
powering-down

ξwup =VsIwuptwup twup = Waking-up/
powering-down time

Sleep current not con-
sumed during waking-
up or powering-down

ξs,wup =VsIstwup For adjusting the extra en-
ergy consumed in waking-
up/powering-down

Reception of
beacon

ξb =VsIrtb tb= Duration of
beacon reception

Sleep current not con-
sumed during beacon
reception

ξs,b =VsIstb For adjusting the extra en-
ergy consumed in beacon re-
ception

Let ED denotes the average energy consumed between the departure of two frames.
Furthermore, additional energy is consumed by sensor nodes during re-synchronization.
During re-synchronization, the sensor node wakes up GTn time prior to the reception of
beacon. Based on this, the average energy consumed (Eavg) by the sensor node in operating
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time Top can be expressed as,

Eavg =
Top

D
ED +

Top

SInTS

[
2(ξwup −ξs,wup)+

(
ξb −ξs,b

)
+GTnVs(Ii − Is)

]
(5.46)

At a finer level of detail, observe the subtraction of 2ξs,wup which is an adjustment to
accommodate the energy consumed during sensor node wake-up and power-down within an
otherwise sleep duration. Similarly, the adjustment terms ξs,wup,ξs,b, and GTnVsIs accommo-
date the additional energies consumed during re-synchronization.

The derivation of ED is identical to the derivation of D. Therefore, following Section
5.5.2, ED can be obtained as,

ED = (1−π0)Ec +π0 EZ (5.47)

Where EZ refers to the energy consumed under Scenario 2 of Section 5.5.2, which is obtained
following (5.44),(5.45) as

EZ = 2(ξwup −ξs,wup)+Ea +
VsIs

λ
+

VsIsE{eλ t}
1− eλXTS

[
e−λNMTS(X −NM)TS−(

e−λNMTS − e−λXTS
)( 1

λ
+

Ea −Eb

VsIs

)] (5.48)

Note that, when the queue becomes empty, the sensor node goes to sleep, and subsequently
wakes up when the next incoming packet is to be serviced. The terms Ea, Eb, Ec refer to
the average energies consumed during service of a frame under scenarios S1a, S1b and
S2 respectively of Section 5.4.1 and are obtained as Ea =−L ′

E,A (0), Eb =−L ′
E,B (0) and

Ec = −L ′
E,C (0) respectively. Where, LE,A(s),LE,B(s),LE,C(s) are the L T of the pdfs

of the respective energies consumed. The derivation LE,A(s),LE,B(s) and the 1st order
moment of LE,C(s) (i.e. Ec) are identical to their service time counterparts except certain
terms replaced as summarized in Table 5.3. Accordingly, based on Table 5.3, the L T s
of service times like LA1,u(s), LA2,u(s), LA3(s), LC2,u(s) and LC2,n+1(s) get transformed
into the L T s of the pdf of the respective energy consumptions as, LE,A1,u(s), LE,A2,u(s),
LE,A3(s), LE,C2,u(s) and LE,C2,n+1(s). Similarly, service time moments Xa, Xc1 and Xc2, j

get transformed to their respective energy consumption moments as, Ea, Ec1 and Ec2, j.
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Table 5.3 Energies consumed during service of a frame

Service Time Terms Corresponding Energies Consumed
LsTS in (5.8)-(5.10) ELs = ξd,t +ξa,r +ξsi f s

Applicable to all instances except those men-
tioned later in this table

LcTS in (5.8)-(5.10) ELc = ηd
(
ξd,t +ξa,r +ξsi f s

)
+ (1 −

ηd)
(
ξd,t +ξa,i +ξsi f s

)
LdTS in (5.8)-(5.10) ELd = LdTSIsVs +2(ξwup −ξs,wup)

rTS in in (5.8)-(5.10), (5.22), (5.23) Er = rTSIsVs

XTS in (5.8)-(5.10) EX = nELc +Er +ELd(
Ld +

Ls+r
2

)
TS in (5.9) ELd +

1
2(LsTSIsVs +Er)(

Ld +
Ls
2

)
TS in (5.10), (5.19) ELd +

1
2LsTSIsVs(Ls

2 − r
)

TS in (5.23) 1
2LsTSIsVs −Er

Energy-Efficiency

Energy-efficiency of a sensor node is defined as the throughput achieved by the node for the
energy consumed by it. Energy-efficiency (EE) in bits/s/watt of a sensor node can be given
as the ratio of the average throughput (T ) to the average power consumed (Pavg) i.e. energy
consumed per unit time. Therefore, using (5.40) and (5.46) we get

EE =
T

Pavg
(5.49)

where Pavg =
Eavg
Top

with Eavg obtained using (5.46).

5.7 Analysis of Non-Ideal Channel Characteristics

In order to design a highly reliable WBAN it is essential to characterize the wireless channel
between the sensor nodes and the hub that are fixed on the body surface. A number of studies
have addressed the WBAN channel modeling problems. Smith et al. [61] show lognormal
distribution to be the best fit for small-scale fading in narrowband communications. In
similar research work based on on-body channels [63], where communication is across the
surface of the human body and off-body [62], have both reported small-scale fading following
log-normal distribution. Motivated by this we consider a log-normal channel for modeling
the wireless channel and then derive its Bit Error Rate (BER).
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Prior to transmission of the MPDU (also known as Physical Service Data Unit or PSDU),
IEEE 802.15.6 allows encoding using a systematic BCH encoder [23] with a code rate
of (51,63) that has a 2-bit error-correcting capability. Since error can be corrected, the
(51,63) BCH encoder produces a coding gain. Taking this into consideration, we obtain the
coded BER of the log-normal channel for different channel SNRs through simulations. The
coded BER thus obtained will then be utilized in our developed analytical model for further
performance analysis of IEEE 802.15.6 SAM. To this end, in this section we also show the
resulting probability of successful transfer of data frames or reliability in WBAN for different
payload sizes under varied channel SNRs.

5.7.1 Log-Normal Channel Modeling

Consider the channel gain of the wireless fading channel be denoted by h. Then the effective
channel SNR γ at the receiver is given by

γ = |h|2 Eb

No
= |h|2γ0 (5.50)

where γ0 = Eb/No is the given value of bit energy to noise ratio also known as the reference
SNR. To find the average uncoded error probability, more specifically the uncoded symbol
error probability or Symbol Error Rate (SER), over all random values of γ , the pdf of γ i.e.
pϒ(γ) needs to be evaluated from the pdf of a log-normal channel.

The log-normal pdf (pH(h)) for an envelope H with log mean µ and log standard deviation
σ , may be given as [61],

pH(h) =
1

hσ
√

2π
exp

(
−[log(h)−µ]2

2σ2

)
, h > 0 (5.51)

The pdf (pϒ(γ)) of SNR γ is obtained by differentiating its Cumulative Distribution
Function (CDF) (Fϒ(γ)), which is related to the CDF of h (FH(h)) using (5.50). Therefore,

pϒ(γ) = Fϒ
′(γ) = FH

′
(√

γ

γ0

)
=

1
2
√

γ0γ
pH

(√
γ

γ0

)
(5.52)

Equation (5.52) can be simplified by using pH(h) from (5.51).
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5.7.2 Bit Error Rate

First we calculate the uncoded BER (beru) and then utilize it for coded BER calculation. To
obtain beru we start by obtaining the uncoded SER (seru). For an m-bit binary symbol, SER
is related to BER as seru = 1− (1−beru)

m.
The SER depends on the particular modulation process utilized at the physical layer.

As per IEEE 802.15.6, for 2360-2483.5 MHz bands, the DBPSK and DQPSK modulation
schemes are supported. We calculate average SER (seru) as

seru =
∫

∞

0
Pe(γ)pϒ(γ)dγ (5.53)

where Pe(γ) is the conditional error probability. For completeness, we give Pe(γ) for DBPSK
and DQPSK from [66] as

Pe(γ)DBPSK =
1
2

e−γ (5.54)

Pe(γ)DQPSK = Q(a
√

γ,b
√

γ)− 1
2

I0(abγ)e−
a2+b2

2 γ (5.55)

where a =
√

2−
√

2,b =
√

2+
√

2 and Q(·) is the Marcum Q-function and I0(·) is the
modified Bessel Function of the first kind and zero-order. Using seru from (5.53), we get the
uncoded BER for DBPSK (m = 1) and DQPSK (m = 2).

After obtaining the uncoded BER, the focus shifts to determining the coded BER through
simulations conducted in MATLAB. We consider BCH (51,63) encoder to encode the data
and produce the transmitted message, then use the obtained uncoded BER to introduce error
in the encoded message, thereby obtaining the received message. The received message is
then decoded and compared with the transmitted data to obtain the coded BER (ber).

For this purpose, readings were taken with the narrowband communication parameters
as given in Table 5.4 [23], and for modeling the log-normal channel we consider log mean
µ =−7.25 and log standard deviation σ = 0.73[61].

Table 5.4 Modulation parameters for 2360-2483.5 MHz

Information Modulation Code Spreading Symbol
Data Rate Rate Factor Rate

(kbps) (S) (ksps)
485.7 π/2-BPSK 51/63 1 600
971.4 π/4-QPSK 51/63 1 600
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(a) (b) 971.4kbps-DQPSK (c) 485.7kbps-DBPSK

Fig. 5.10 Variation with respect to SNR of (a) BER and (b), (c) Probability of successful data
transfer against different payload sizes.

Figure 5.10a shows the significant coding gain due to BCH code for WBAN. It must be
noted that the uncoded SER (not shown in Figure 5.10a) of DQPSK is higher than that of
DBPSK. However, in Figure 5.10a we see a slightly lower coded/uncoded BER for DQPSK
as compared to DBPSK. This is because for higher SNR the beru of DQPSK is half of its
seru.

The effect of BER or the channel SNR is best observed through its effect on the reliability
(ps) in data transfer. To this aim, in Figures 5.10b and 5.10c, we vary the payload size (Psize)
of the transmitted data and study the variation in ps considering different channel SNRs for
both DQPSK and DBPSK respectively. In this regard, the MAC header, FCS and PPDU
header sizes are mentioned in Table 5.6. With an increase in channel SNR, the successful
packet transmission probability increases drastically due to the improved BER performance.
Further, for larger Psize, the probability that the data frames will be affected by channel error
will be high resulting in lower probabilities of successful data transfer. Most importantly,
Figures 5.10b and 5.10c help in determining the SNR for a particular TL beyond which the
reliability in data transfer is guaranteed to satisfy a minimum reliability constraint ps,min,
which as per the standard is 0.9 [17].

5.8 Performance Analysis

We solve our analytical model using MATLAB platform to obtain the average waiting delay
of frames (W ), the throughput (T ) and energy consumption (Eavg) of the sensor nodes. In
this section, first we validate our analytical model by comparing with simulation results of
the IEEE 802.15.6 SAM obatined using OPNET simulator [95]. The detailed modeling of
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IEEE 802.15.6 SAM in OPNET was discussed earlier in Chapter 3. After validating the
accurateness of the analytical model, we conduct a comprehensive performance analysis of
primary mode of IEEE 802.15.6 1-periodic uplink SAM.

For experiments in OPNET simulator and in analytical model, we consider that the nodes
generate Poisson traffic as per the Traffic Load (TL) parameters given in Table 5.5 [190]. The
WBAN operates in 2.4 GHz band having a log-normal fading channel as modeled in Section
5.7 following the coded BER curve as shown in Figure 5.10a. We set the data transmission
rate at 971.4kbps and set the modulation parameters and transmission rates according to the
IEEE 802.15.6 standard (Table 5.6). The beacon period X is set to 250 time slots, while the
EAP and RAP lengths are fixed at 50 and 100 slots respectively and the length of MAP is set
to 100 slots. The rest of the system parameters used for simulation are as shown in Table
5.6 [25, 23, 66, 99]. The transceiver current consumptions are based on Nordic nRF24L01+
[191] transceivers that operate in the 2.4GHz band. We run the simulations in OPNET for
30mins, i.e. the operating time Top = 1800s, and then compare and contrast the variation of
the performance metrics under different channel conditions.

Table 5.5 Different Traffic Load (TL) parameters [190]

TL Data Stream Data Rate (bytes/s) (λPsize)
1 Respiration 93.75
2 Blood Pressure 150
3 Electrocardiogram (ECG) 300
4 Electroencephalogram (EEG) 500
5 Pulse Oxymeter 1000
6 Electromyogram (EMG) 3000

Table 5.6 Simulation parameters

Parameters Values Parameters Values
Slot length, TS 2ms Voltage Supply, Vs 3V
Max. retry limit, R 3 Transmit current, It 7.5 mA
sifs 75 µs Receive current, Ir 13.1 mA
Guard time, GTn 120 µs Idle current, Ii 26 µA
MAC Header 7 bytes Wake-up current, Iwup 400 µA
MAC FCS 2 bytes Sleep current, Is 900 nA
PPDU Header 214 bits Wake-up time, twup 1.5ms
Sync Interval, SIn 8Xslots Operational Time, Top 30 min



Table 5.7 Validation of Analytical (Ana) results with Simulation (Sim) data for TL-3, data rate = 971.4 kbps, beacon period X = 250
slots

Ideal Channel with Psize=150 bytes Non-Ideal Channel (SNR = 18dB) with NM=11 slots
a NM

b W (s) c T (bits/s) d Eavg (Joule) e Psize
b W (s) c T (bits/s) d Eavg (Joule)

(slots) Sim Ana Sim Ana Sim Ana (bytes) Sim Ana Sim Ana Sim Ana

4 0.2606 0.2537 2402 2400 0.21682 0.21665 30 0.2384 0.2405 2401.87 2394.91 0.78282 0.8466

5 0.2478 0.2473 2402 2400 0.21679 0.21664 50 0.2359 0.2401 2370.22 2389.13 0.54832 0.59881

6 0.2446 0.2449 2402 2400 0.21679 0.21667 70 0.2355 0.2397 2363.82 2380.14 0.45426 0.49592

7 0.2426 0.2432 2402 2400 0.21682 0.21669 90 0.2370 0.2397 2406.80 2367.40 0.41087 0.44139

8 0.2408 0.2415 2402 2400 0.21685 0.21672 110 0.2394 0.2403 2401.91 2350.52 0.38288 0.40891

9 0.2384 0.2398 2402 2400 0.21690 0.21675 130 0.2392 0.2408 2338.84 2329.29 0.35977 0.38832

10 0.2358 0.2382 2402 2400 0.21694 0.21677 150 0.2452 0.2412 2274.67 2303.60 0.34266 0.37488

11 0.2337 0.2365 2402 2400 0.21697 0.21680 170 0.2430 0.2424 2274.22 2273.50 0.34163 0.36603

12 0.2318 0.2348 2402 2400 0.21700 0.21683 190 0.2456 0.2435 2263.11 2239.13 0.34164 0.36031

13 0.2299 0.2332 2402 2400 0.21703 0.21686 210 0.2498 0.2441 2111.2 2200.71 0.32720 0.35676

aNM = AI length, bW = Avg. waiting delay, cT = Avg. throughput, dEavg= Avg. energy consumed in Top = 30min, ePsize = Payload size.
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The simulation results are summarized in Table 5.7 along with the analytical results for
comparison. Related detailed plots from OPNET are provided further in Appendix A. All the
results in Table 5.7 indicate reasonably close match between the simulation and analytical
results, thereby strongly validating our derived analytical model.

We now conduct extensive performance analysis of the IEEE 802.15.6 SAM. In addition
to earlier simulation settings, we perform various tests for the 485.7 kbps data rate (Table
5.4). Also, to see the effect of varied beacon intervals, along with the 250 slot beacon interval
we also take a 150 slot beacon interval where the EAP1, RAP1 and MAP durations are set to
25, 25 and 100 slots respectively.

5.8.1 Effect of Variation of Allocation Intervals

In this sub-section, we present the analysis of average waiting delay and energy consumption
with respect to variations in AIs. We do not consider throughput since it remains constant for
changes in AI as evident from Table 5.7.

In Figure 5.11, keeping PS fixed, we illustrate the variation of average frame delay versus
the AIs against different channel SNRs, data transmission rates and Beacon Period (BP).
From the figures it is observed that as the AI increases, delay of the frames decreases. This is
because as the value of AI increases, the deferral probability of a frame and IAI decreases
and the frames are serviced more easily resulting in the lower average waiting delay. We also
observe that under lower channel SNR the delay is higher. This is expected as lower SNR
leads to more bit errors and hence more re-transmissions, which increases the service time.

Moreover, comparing Figures 5.11a and 5.11b reveals that for lower data rate the waiting
delay increases. Lower data rate leads to longer frame transmission time, and hence larger
service duration which leads to more deferrals and thus longer delays. As an effect, we find
that for maintaining the same delay, one needs to select more AIs for lower data rate as
compared to higher data rates.

(a) 971.4kbps, 250 slot BP (b) 485.7kbps, 250 slot BP (c) 971.4kbps, 150 slot BP

Fig. 5.11 Variation of average frame delay with respect to allocation intervals under different
channel SNRs for TL-3 with Psize= 150 bytes.
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Further, from Figures 5.11a and 5.11c it is observed that as the BP decreases, waiting
delay decreases. Smaller BP corresponds to lower IAI, which reduces the service duration
and the probability that a new packet to an empty queue will arrive during an IAI. As a
consequence, the waiting delay is reduced drastically.

Next, in Figure 5.12, keeping the PS fixed, we vary the AI for different channel SNRs,
data rates and BPs to observe their impact on the average energy consumption of the sensor
nodes within an operating time of 30 minutes. It is observed that increase in AI leads to
initial decrease in energy consumption followed by a gradual rise. For a small AI, the frame
service time is more which leads to a lower probability of the queue being empty. This results
in frequent frame deferral causing powering down of the transceivers at the beginning of an
IAI followed by waking-up prior to the start of the next AI. Due to this reason, the energy
consumption has a higher value at smaller AIs. Also it is observed that at larger values of AI
the energy consumption increases with increase in AI length. This is a straightforward impact
of the increase in the probability of an empty queue which leads to a rise in the number
of transceiver turn-offs after service of a frame. Furthermore, as shown in Figure 5.12,
increasing channel SNR reduces energy consumption. This is expected as higher channel
SNR is associated with lower BER that results in increased reliability of data transfer with
reduced number of re-transmissions.

From Figures 5.12a and 5.12b, it is observed that the energy consumption decreases with
increase in data rate. Higher data rate corresponds to lower transmission and reception time
for the frames leading to lower amount of energy exhausted for those operations. Lastly,
comparing Figures 5.12a and 5.12c we note that the energy consumption is higher for lower
BPs. From the expression of energy consumption (5.46), we remark that the increase in
energy consumption at smaller BPs is due to the decrease in the synch interval SIn.

(a) 971.4kbps, 250 slot BP (b) 485.7kbps, 250 slot BP (c) 971.4kbps, 150 slot BP

Fig. 5.12 Variation of average energy consumption with respect to allocation intervals under
different channel SNRs for TL-3 with Psize= 150 bytes.
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Fig. 5.13 Comparison of SAM with CSMA/CA for different channel SNRs and TL-3 with
Psize= 150 bytes.

Finally, Figure 5.13 provides a basic comparison of SAM with CSMA/CA of IEEE
802.15.6 for medium/high rate applications. As evident, even in a collision free scenario
CSMA/CA consumes more energy. This is due to listen-before-talk and use of backoff
counter in CSMA/CA [23].

5.8.2 Effect of Variation of Payload Sizes

In this sub-section, we present the analysis of average waiting delay, throughput, energy
consumption and energy-efficiency with respect to variations in PSs (with fixed AI) as shown
in Figure 5.14. In this regard, it can be observed from Figure 5.14a that as Psize increases, the
frame delay initially decreases and then increases. Smaller PS leads to higher packet arrival
rate (λ ) resulting in increased delay. Whereas, for a too long PS, the reliability decreases
which causes more re-transmissions and deferrals, thereby increasing its delay.

Figure 5.14b shows the variation of the average throughput with respect to the PSs that
satisfy a minimum 90% reliability [17] in data transfer. From the expression for throughput
(5.40), we discern the direct proportionality of reliability with the average throughput.
Therefore, as a straightforward deduction from Figure 5.10, we remark that with decrease in
PS and/or increase in channel SNR the throughput increases due to the increase in reliability
of data transfer.

Figure 5.14c shows the variation of the average energy consumption of a sensor node
with respect to the PSs for different channel SNRs. We note that for a given AI and channel
SNR, the energy consumption of a sensor node is lower for larger PS. As PS increases: i)
the average number of transmissions involved in the service of a frame (m) increases due to
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reduced reliability, and ii) the arrival rate of the packets to the queue (λ ) decreases. Since
the header size (MAC+PHY) for a transmitted frame is constant, the number of header bit
transmission decreases with decrease in frame transmission rate, which is equal to packet
arrival rate (as per Lemma 1). As deduced from Figure 5.14c, with increase in PS, the latter
effect of decrease in the number of transmitted header bits overpowers the increase in number
of re-transmissions due to the reduced reliability, which explains the concerned decrease in
the energy consumption. Also similar to Figure 5.12, in Figure 5.14c we observe that the
energy consumption increases with decrease in channel SNR.

After obtaining the average throughput and energy consumption of individual sensor
nodes, we plot the variation of their energy-efficiency with respect to channel SNRs for
different PSs in Figure 5.14d. We observe that the energy-efficiency increases with channel
SNR since both throughput and energy consumption improves. But more importantly, it
can be observed that at high channel SNR, as PS increases the energy-efficiency increases.

(a) Average Frame Delay (b) Average Throughput

(c) Average Energy Consumption (d) Energy-Efficiency

Fig. 5.14 Performance under different PSs and channel SNRs for TL-3 with Psize= 150 bytes,
data transmission rate=971.4 kbps, BP X = 250 slots.
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Hence, we remark that for higher channel SNR, the decrease in energy consumption due to
increase in PS as observed in Figure 5.14c outweighs the reduction in throughput as seen in
Figure 5.14b. However, for lower channel SNRs, we observe that energy-efficiency follows
a concave curve. At low channel SNR, the reliability is noted to be the lowest resulting is
reduced throughput, which explains the concerned decrease in energy-efficiency for higher
PS.

Thus, in this section we observe tradeoffs with respect to the selection of AIs and PSs.
Using the information obtained, in the next Section we propose a method to assign optimal
AIs and PSs for sensor nodes based on the traffic load, channel SNR, beacon period and data
transmission rate.

5.9 Optimal Allocation Interval and Payload Size

Suppose we have the constraint that the average waiting delay (W ) that a frame experiences
should be less than Wmax, and the reliability in data transfer (ps) should be greater than ps,min.
As per IEEE 802.15.6, the maximum tolerable delay limit should be less than 250ms [25],
and the minimum reliability requirement ps,min = 0.9 [17]. Based on this information and
the previous observations, the following optimization problem has been formulated.

5.9.1 Energy-Efficiency Maximization Problem

The selection of the optimal AI and PS for a node can be cast as its energy-efficiency (EE)
maximization problem under its maximum delay and minimum reliability constraints. This
optimization problem is expressed as,

P1 : max
NM ,Psize

EE (NM,Psize) (5.56)

s.t. W (NM,Psize)≤Wmax (5.57)

ps (Psize)≥ ps,min (5.58)

0 ≤ NM ≤ lmap, 0 ≤ Psize ≤ 255 (5.59)

where we get EE, W , ps from (5.49), (5.37), (5.41) respectively. lmap in constraint (5.59) is
the MAP length in slots and 255 bytes denotes the max payload permitted by IEEE 802.15.6.

We solve problem P1 offline using exhaustive search to obtain the optimal AI (N∗
M) and

PS (P∗
size). Figs. 5.15a, 5.15b give the N∗

M (in slots) and P∗
size (in bytes) for all TLs and

channel SNRs for 971.4kbps data transmission rate, 250 slot BP, and lmap = 100. The delay
constraint Wmax for 250 slot BP is set to 250ms. From the plot in Figure 5.15a, it is observed
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that keeping the SNR fixed, TLs with higher data rate need more AIs. Inspecting Figure
5.15b, reveals that the optimal PS for a particular SNR is in general equal to the PS that
achieves the maximum energy-efficiency while satisfying constraint (5.58). However, this is
a general trend and exceptions are possible particularly at low SNRs and the exact solution
is dependent on the operating conditions. Moreover, for higher TLs (TL-4,5,6), increasing
channel SNR decreases the optimal AIs. Whereas, for lower TLs, with increase in SNR,
N∗

M initially increases and then decreases. Finally, from Figure 5.15c it is evident that a
stricter delay constraint can be satisfied by requesting higher number of AIs from the hub.
This observation is a straightforward deduction from Figure 5.11a. Thus, the QoS needs for
various applications manifests itself through different AI length requirements. Note that in
designing WBAN it is also required to set the beacon period so as to satisfy the strictest delay
constraint among the TLs.

5.9.2 Minimum Allocation Interval

The optimal N∗
M is the desired AI of a sensor node for a particular channel SNR which can

be specified in the Allocation Length field of its Uplink Request IE. However, due to several
reasons such as large number of nodes, and/or priority of other nodes, this desired AI might
not always be granted by the hub. Hence, it is also essential for the node to specify the
minimum AI length Nmin

M in the Minimum Length field which satisfies constraints (5.57) and
(5.58). To obtain Nmin

M , we employ the following 2-step offline exhaustive search technique:
i) obtain the minimum AI, NM = Nmin

M that satisfies (5.57), (5.58), (5.59), ii) keeping AI fixed
at Nmin

M , obtain PS Pmin
size that provides the maximum energy-efficiency.

(a) Optimum allocation intervals (b) Optimum payload sizes (c) 971.4kbps,150 slot BP,20dB SNR

Fig. 5.15 Variation of optimum AIs and PSs with respect to (a), (b) channel SNRs and (c)
delay constraints for different TLs.
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5.9.3 Proposed LUT based Solution

After obtaining the optimum and minimum values offline, we prepare a static Look-Up
Table (LUT) for the sensor node (with fixed TL) that specifies the range [Nmin

M ,N∗
M] and the

associated PSs corresponding to the channel SNR of a log-normal fading channel (Note-
except P∗

size, other PSs are obtained following Section 5.9.2 for the respective AI values).
We propose to store the static LUT locally at the sensor node, and hence can be leveraged
easily for adapting its AI and PS based on the channel SNR. Recollect that in Section
3.7.3, we illustrated how the CC1101 transceiver inserts the RSSI value as a status byte
within the received PPDU adjacent to its MPDU. This RSSI value can be used to derive the
corresponding channel SNR. Thereafter, the sensor node can leverage its LUT for adapting
the AI and PS based on the present channel SNR. This can be viewed as cognitive adaptation
of parameters by the sensor nodes based on the prevailing channel condition. The adaptation
can be implemented by sending a Connection Request frame to the hub during SAM session
initiation or through Modified Connection Request frame during an ongoing session, where
the minimum and optimum AI are mentioned in the Uplink IEs. Thereafter, based on the
assigned AI by the hub (see Section 5.3.2), the sensor node selects the corresponding PS
from its LUT. The cost of maintaining such LUTs is minimal as only a small amount of
memory will be utilized to store the LUT as arrays. It is also worth mentioning that the LUTs
do not require dynamic updating since- i) the traffic generated in sensor nodes employing
the primary mode of 1-periodic SAM falls under normal traffic category [31] having pre-
determined fixed data rate, and ii) the channel state (σ and µ) of the log-normal channel is
based on the placement of the sensor node and hub on the body, which is pre-specified as
per the interested application. Accordingly, based on the application requirement, a system
designer can obtain the appropriate channel coefficients from [61], and thereafter can prepare
the LUT using our proposed analytical model. Table 5.8 presents an example of such an LUT
for TL-3, with 971.4kbps data rate and 250 slot BP for µ =−7.25,σ = 0.73.

Table 5.8 LUT for TL-3 with AIs and PSs (971.4 kbps, 250 slot BP, 100 slot MAP)

SNR NNNMMM PPPsize SNR NNNMMM PPPsize SNR NNNMMM PPPsize
(dB) (slots) (bytes) (dB) (slots) (bytes) (dB) (slots) (bytes)

17

a 9 65

19

a 6 175
20

a 5 185
10 65 7 225 6 250

b 11 70 8 235 b 7 255

18

a 8 125 9 250
21

a 5 185
9 155 10 255 6 250

b 10 180 b 11 255 b 7 255
a Minimum AI Length (Nmin

M ), b Optimum AI Length (N∗
M)



5.10 Conclusion 195

Fig. 5.16 Variation of network capacity with respect to channel SNR and MAP length when
nodes are assigned only optimal or minimum AIs (971.4kbps data rate, 250 slot BP

The average total number of nodes in a WBAN obtained by considering the special cases
of assigning all uniformly distributed nodes (Table 5.5) either optimum or minimum AIs
would be the minimum and maximum network capacity respectively for a certain MAP
length and channel SNR. This claim is noticeable from Figure 5.16. As evident, a system
designer must set the MAP length to support the required number of nodes under medium to
high channel SNR.

5.10 Conclusion

In this work, a detailed analysis of IEEE 802.15.6 SAM for WBAN is presented. We take
into account the I-Ack policy, a log-normal fading channel, BCH encoding and low-duty
cycling. The delay experienced by the frames is evaluated by deriving their service times
and PGF of the queue size. Furthermore, we derive the throughput and energy consumption
of the nodes considering the departure process of frames from the queue. We also analyze
the Energy-Efficiency (EE) of sensor nodes and reliability of data transfer. The closed
form expressions of these metrics allow their derivation as a function of various system
parameters including traffic loads, Payload Sizes (PSs), beacon periods, transmission rate,
Allocation Intervals (AIs) and channel SNRs. The validity of the derived model is confirmed
by the closeness of the analytical and simulation results. Further, we study the variations
of the performance metrics against the above mentioned system parameters. Thereby, it is
concluded, through analysis, that by choosing optimal AI and PS we can maximize the EE of
sensor nodes while satisfying frame delay and reliability constraints. Lastly, we highlight the
significance of the analytical model in providing the system designers a tool to obtain LUTs
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for sensor nodes for adaptively optimizing the AIs and PSs based on the channel SNRs to
transfer physiological signals of varied data rate through WBAN.



Chapter 6

Design, Implementation and Analysis of
Cognitive Radio Enabled Intelligent
WBAN Gateway for Cost-Efficient
Remote Health Monitoring

❝ The goal of real healthcare reform must be high-quality universal coverage in a cost-
effective way ❞

-Bernie Sanders, United States Senator

After suitably studying, optimizing and implementing the standalone WBAN operation
in Chapter 5, and also characterizing and developing a real-time CR terminal in Chapter
4, the next important objective is to design and implement a BNC as a gateway between
WBAN and backhaul CRN to facilitate spectrum efficient and cost-efficient remote health
monitoring. This is envisioned to address the basic challenges to deployment of NRT IoT
services like healthcare monitoring over future 5G networks, which include tackling the
increasing demand for wireless spectrum and the rise in data transfer costs, particularly in
developing countries. Therefore, this chapter deals with design and implementation of an
intelligent WBAN gateway, termed as BodyCog-BNC, that uses CR to opportunistically
access licensed PU channels to facilitate spectral-efficient, cost-efficient and reliable NRT
backhaul transmission of WBAN data.

To this end, we develop and implement a cross-layer based modified protocol stack at the
BodyCog-BNC comprising of BodyCog-BNC Management Entity (BME) and BodyCog-
BNC CR Medium Access Control (BCR-MAC) units. The operation of these units are based
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on cross-layer message passing that enables intelligent session management and spectrum
agility depending on the state of the CRN. Furthermore, we consider a basic CRN/CBS
as envisioned in IEEE 802.22, where the function of CBS is limited to assigning channels
to SUs. Additional protection against PU interference has be ensured through spectrum
sensing by the opportunistic users. Therefore, with the additional requirement of maximizing
the energy-efficiency of backhaul CR transmission, we incorporate optimization algorithms
within CR terminals of individual BNCs to achieve maximum possible energy-efficiency. To
this aim, we formulate our proposed Inter-Sensing Time Optimization (ISTO) algorithm that
uses KKT based convex optimization to optimally select the inter-sensing duration of the CR
cycle under sensing uncertainties while keeping the PU interference under predetermined
threshold. Closed form analytical expression are also derived to perform analysis of the
developed BodyCog-BNC in terms of average energy consumption, probability of switching
from CR interface to licensed WAN, the speed of such switching and the cost-efficiency.
Thereafter, we conduct a comprehensive performance evaluation of BodyCog-BNC for varied
healthcare applications under different PU activities, detected PU SNRs, control channel
SNRs and CR cost regimes, which establishes its superiority in facilitating reliable cost-
efficient backhaul communication by showing drastic improvement over the existing use of
licensed WAN technologies. Finally, by leveraging i) the WBAN BNC developed in Chapter
3, ii) the real-time CR terminal created in Chapter 4, and iiii) our proposed cross-layer
based design of BME and BCR-MAC, we implement a prototype of BodyCog-BNC and
provide a proof of concept of the feasibility of BodyCog-BNC in enabling NRT remote
health monitoring.

6.1 Introduction

The rise in healthcare expenditures [192–194] and the need for detection and prevention
of fatal diseases at an early stage requires the healthcare system to be more affordable and
proactive. One key solution to this is the use of wearable wireless medical sensors forming
Wireless Body Area Networks (WBANs) [17]. WBANs typically consist of low power micro
and nano-technology sensors placed on or in the body that sense physiological signals and
wirelessly transmit the information using technologies like IEEE 802.15.6 [23] or Zigbee
[22] to a gateway termed as Body Network Controller (BNC) [17]. The medical applications
of WBAN include monitoring of electrocardiograms (ECG), electromyogram (EMG), pulse
oximeters, dosimeters, movement alarms and many more. Recent advances in the design
of Internet of Things (IoT) technologies allow the BNC to connect to Internet. The use of
WBAN over IoT platform thus can guarantee continuous ubiquitous monitoring of one’s
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physiological parameters thereby providing greater mobility and flexibility to patients. As
WBANs provide large time intervals of medical data which are stored in the cloud or remote
server, the doctors can now access the patient records remotely giving them a clearer view
of the patient’s status [6]. Additionally, the integration of wireless wide area networks, for
example, 2G, 2.5G, 3G as backhaul and the Internet provides greater patient mobility and
global health-care connectivity [195] of WBAN. This enhanced patient mobility in turn
facilitates speedy recovery. Clinical studies show that remote monitoring reduces time to
detect clinical events [196], and hospitalizations [197]. Thus, remote monitoring not only
increases the quality of patient care, but improves clinical efficiency and substantially reduces
healthcare costs.

The licensed bands of 2G (GSM), 2.5G or 3G forming Wide-Area Access Networks
(WANs) for backhaul communication can provide guaranteed quality of service [37]. Al-
though these licensed spectra generally served well in the past, there is a dramatic increase
in their access for mobile services in the recent years. Industry analysts predict that by
2020 about 50 billion devices are supposed to be connected to mobile networks worldwide,
which include devices/sensors sending information between Machine-to-Machine(M2M),
to servers, or to the cloud [198]. This increasing demand for wireless spectrum has led to
spectral congestion. Therefore, there is a need to address this spectrum scarcity problem.

Additionally, use of licensed WAN technologies involve high data transfer costs. Though
the cable Internet connectivity is widely spread and low-cost, but mobile Internet connectivity
is yet to go long way for low-cost solution, especially in developing countries. Hence, a
technology that enables low-cost long distance data transfer while still giving the same level
of mobility and connectivity as licensed WAN will act a driving factor not only from the end
user’s perspective but also for the IoT and healthcare industry.

6.1.1 Cognitive Radio Backhaul: A Suitable Choice for NRT WBAN
Applications

The spectrum scarcity problem can be addressed by the Cognitive Radio (CR) technology,
while at the same time reducing the cost of connectivity through opportunistic sharing of
idle spectrum, known as Dynamic Spectrum Access (DSA) [75]. CR technology allows
unlicensed Secondary Users (SUs) to opportunistically use under utilized licensed bands
without causing harmful interference to the incumbent Primary Users (PUs). Thus, CR is
beneficial for both the network operators as well as the users:

User Perspective- As DSA is fundamentally opportunistic, the cost of sharing the
spectrum is expected to be much lower than the cost of purchasing a licensed band [8].



200 A Cognitive Radio enabled Intelligent WBAN Gateway

This would make IoT services like healthcare monitoring more affordable to public
particularly in developing nations, where the cost of data transfer is still high.

Network Operator Perspective- As the CR technology allows the SUs to utilize the
unoccupied white spaces of the PU spectrum, it greatly enhances the spectral efficiency
of the system. In effect, it enhances the user base of a network catering to specific
applications. Additionally, the payoffs from SUs adds to the profit of the operators.

Thus CR is being considered as a promising technology to tackle, or at least partly
address, the above challenges in the upcoming 5G cellular networks [8].

WBAN applications require high level of reliability, and the way to ensuring the reliability
depends on the type of application. WBAN applications can be classified into- i) Real Time
(RT) application, like continuous streaming of physiological signals, and ii) Non-Real Time
(NRT) application, which is the offline (stored) transfer of data at regular intervals. Since
CR technology is opportunistic in nature, it is affected by the sudden arrival of PU in a
channel. CR handles such scenarios through handoff [167], wherein it switches to some
other vacant PU channel to continue its communication. However, such handoff procedure
is often associated with data loss at the Medium AccessControl (MAC) layer [100]. This
data loss can be mitigated through re-transmission by Transmission Control Protocol (TCP)
[199] at the upper transport layer. However, TCP does not satisfy the delay requirements
of RT applications. Hence, RT WBAN applications will have to rely on licensed WAN
technology with dedicated channels. Whereas, for NRT applications there are no strict
delay requirements. Therefore, CR may be an ideal candidate for cost-efficient and spectral
efficient reliable NRT WBAN backhaul communication. It is also worth emphasizing
that RT continuous monitoring is mainly required in hospital environment, where short
distance backhaul communication technology like IEEE 802.11 [200] based Wireless Local
Area Network (WLAN) is more suitable. Whereas, NRT applications require the mobility
provided by long distance backhaul technology to enable periodic monitoring of patients in
both outdoor as well as indoor environments.

To the best of authors’ knowledge, only few attempts have been made to leverage the use
of CR technology specifically for reliable and cost-efficient NRT communication. To this
end, in this chapter we propose an intelligent WBAN controller termed as BodyCog-BNC
that exploits the flexibility of CR technology to realize a seamless integration of WBAN
with both backhaul CR Network (CRN) and licensed WAN to enable NRT WBAN commu-
nication. The term BodyCog refers to the integrated architecture of WBAN and CRN. The
proposed BodyCog-BNC can be visualized as a mobile phone with additional capability to
communicate with the sensors in the access layer and forward the data using the already
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present licensed WAN modules (GSM/GPRS/3G/4G) or the next generation CR modules.
The sensors may be standalone or located in a smart watch [201] which communicates with
the phone (BodyCog-BNC) over the access layer.

Some of the application areas of BodyCog-BNC for NRT health monitoring include:

i) Remote Monitoring as a complement to in-clinic cardiac treatment follow-up: Short
interval ECGs (compressed significantly as shown in Section 3.10) can be periodically
sent to physicians/remote database over CR backhaul even while traveling, and different
alerts can be configured online. An example of a similar system is CardioMessenger
[113] developed by Biotronik in Germany that uses cellular network as backhaul
technology. Significant events can be reported by fax, e-mail or text message in order
to ensure optimal follow-up. Thus, this comes as a safe, cost-effective and comfortable
alternative to face-to-face follow-up visits. Additionally, any emergency time-critical
event detected by BodyCog-BNC can be communicated immediately using existing
licensed WAN technology.

ii) Aid Patients with Hypertension: A 24x7 healthcare monitoring of patients with chronic
condition like hypertension is not practical for healthcare providers. However, regular
monitoring can be greatly beneficial for increasing patient outcomes.

iii) Keep track of chemo patients: The hospital can give out smart watches with inbuilt sen-
sors to patients to help them stick to their medication regiment and additionally provide
the ability to easily and regularly track and report their symptoms and temperature.

iv) Study epileptic seizures: Some patients with epileptic seizures experience negative side
effects when they are on their medication or are otherwise still at risk. Using sensors,
BodyCog-BNC can collect information about patients’seizures to help understand and
diagnose these neurological conditions. This can be accomplished by collecting data
before, during and after a seizure and sending it to remote healthcare facility or records
for analysis.

6.1.2 Motivation

In the present literature, there are very few works that have considered a comprehensive
design, analysis and implementation of the CR technology to enable reliable, cost-efficient
NRT communication. Most of the works has been focused towards RT applications like VoIP
[100], video etc. More in detail, for RT applications, the authors did not have to take into
consideration the high reliability requirement imposed by NRT applications. High reliability
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requires handling the data loss due to- i) channel errors during normal communications, ii)
handoff, and iii) inability to initiate and/or continue communication due to unavailability of
no or proper PU channels. The former two scenarios are addressed in the literature through
re-transmission at MAC layer [199] and quick handoff with presence of TCP [199] at upper
layer respectively. However, the last scenario is yet to be explored. A possible solution to
this problem is to provide CR the intelligence to switch to other licensed WAN technologies
within TCP timeout if it fails to sustain a communication over the CRN. This requires the
CR MAC layer to communicate with upper layers which can enable switching between two
different technologies, termed as spectrum agility.

Cross-layer message passing in CR has been well investigated in [86, 85], however,
mostly from the perspective of CR MAC and physical layer (PHY). IEEE 802.22 [86] and
C-MAC [85] deals with spectrum handoff through Incumbent Detection Recovery protocol
in centralized CRN. In C-MAC [85] , during beacon periods, SUs switch among the network
channels by listening to beacon frames and acquiring information about the state of PU
channels from PHY layer. As evident, the use of cross-layer interaction is limited to CR MAC
and PHY layer, giving CR the ability to switch only between PU channels. This motivated
us to design and implement cross-layer interaction between CR MAC and upper layers to
facilitate spectrum agility for BodyCog-BNC.

It can be anticipated that compared to licensed WAN technologies, employing CR will
come with the extra overhead of channel sensing and control messaging with the Cognitive
Base Station (CBS) of CRN. This will impact the energy consumption of the BNC. However,
the proposed BodyCog-BNC is shown to outperform the costlier conventional licensed
WAN technologies in terms of cost-efficiency. Cost-Efficiency takes into account both the
data transfer cost and the cost of electricity needed for recharging the batteries of BNC
to replenish the energy consumption. However, driven by the motivation to make the CR
backhaul communication of BodyCog-BNC as energy-efficient as possible, we propose an
energy-efficiency maximization algorithm. Ma et. al. in [81] discusses a periodic spectrum
sensing framework, in which each frame consists of a sensing block and an inter-sensing
block. Sensing duration optimization is proposed in [202] and [203] to improve the channel
efficiency. In [82], a periodic sensing timing is proposed to improve the channel utilization
of CR users while limiting their interference with PUs, taking into consideration the impact
of false-alarm and miss-detection (Section 4.2). Unfortunately, very few of the former works
take into account the energy consumption. In [84], to maximize the channel utilization, an
opportunistic spectrum access strategy is introduced for a slotted SU overlaying an un-slotted
primary network under interference constraint and energy consumption constraint. However,
none of the works consider optimization of energy-efficiency, which is the ratio of throughput
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to energy consumption. To this end, the present work proposes an algorithm to determine
the optimal inter-sensing duration that maximizes the energy-efficiency of CR transmission
in the presence of sensing uncertainties over a PU channel under a pre-determined PU
interference constraint . In addition, the algorithm also identifies the usable PU channels and
also facilitates efficient cross-layer based decisions.

6.1.3 Contributions of this Chapter

The main contributions of this article are summarized below.

➊ The proposed WBAN gateway, i.e. BodyCog-BNC is designed to facilitate cost-
efficient and reliable NRT backhaul transmission of WBAN data using CR technology
to opportunistically access the white spaces in licensed PU channels. It will be shown
through analysis that BodyCog-BNC provides a cost-efficient healthcare IoT solution
for the users and a profitable avenue for network operators.

➋ A cross-layer based BodyCog-BNC Management Entity (BME) is thus developed and
implemented at the management layer of the BNC that exploits the cross-layer message
passing with CR MAC layer to facilitate spectrum agility and session management.
Session management comprises of connection, disconnection and other session related
decisions by the BME based on information from the CR MAC layer. Whereas,
spectrum agility is the ability to intelligently switch from CR backhaul to licensed
WAN when required.

➌ We also design and implement a cross-layer based CR MAC for BodyCog-BNC,
termed as BCR-MAC, which facilitates spectrum agility at the BME. To this aim,
BCR-MAC manages the connection to the CBS through control message exchange.
However, in the event of failure in this control message exchange, or unavailability
of proper CR channels, or successive handoff events due to presence of multiple PUs
in different channels, the BCR-MAC through cross-layer message passing intimates
the BME to initiate spectrum agility so as gracefully switch to the licensed WAN.
The simulation studies show that the cross-layer based design provides a significant
enhancement of switching speed in case of spectrum agility as compared to a non
cross-layer based approach.

➍ In this work, we have also optimized the CR backhaul communication through a
proposed Inter-Sensing Time Optimization (ISTO) algorithm. ISTO is implemented
at the BCR-MAC and maximizes the energy-efficiency of transmission over a PU
channel allocated by CBS while still satisfying the strict PU interference constraint
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under sensing uncertainties. Furthermore, the ISTO algorithm also identifies whether
an allocated channel is suitable for CR communication.

➎ For performance analysis of BodyCog-BNC, we derived the closed form mathematical
expressions for different metrics like the average energy consumption, probability of
switching from CR interface to licensed WAN, the speed of such switching and the
cost-efficiency.

➏ Lastly, through a proof of concept we show a hardware prototype implementation of
the BodyCog-BNC and then validate its ability in enabling NRT data transmission over
a CRN.

6.1.4 Chapter Organization

The chapter is organized as follows. In Section 6.2, the BodyCog architecture is outlined,
whilst the protocol stack of the proposed BodyCog-BNC along with its design overview is
outlined in Section 6.3. Section 6.4 discusses the design and implementation of the BME.
While Section 6.5 describes the design and implementation of the BCR-MAC. Section 6.6
introduces the ISTO algorithm. The performance metrics are introduced and derived in
Section 6.7. Thereafter, Section 6.8 discusses the performance analysis of the BodyCog-
BNC. Section 6.9 demonstrates the prototype implementation and test-bed validation of
BodyCog-BNC (See Appendix D.2 for Demo Video Link). Finally, we conclude the chapter
in Section 6.10.

6.2 BodyCog Architecture

The integrated architecture of WBAN over CR backhaul to support ubiquitous NRT remote
healthcare monitoring is named as BodyCog architecture and is shown in Figure 6.1. It
aims to send small amounts of WBAN captured data at regular intervals to a Remote Server
(RS) via the nearest Cognitive Base Station (CBS) of a centralized CRN. The BodyCog
consists of three logical layers: 1) the access layer comprising of WBAN, 2) the backhaul
convergence layer that includes the centralized CRN and licensed WAN, and 3) the service
layer comprising of a RS.

6.3 Protocol Stack and Design of BodyCog-BNC

According to [204, 205], for any M2M communication in IoT, the protocol stack should be i)
Energy-Efficient, ii) Internet-Enabled, and iii) Highly Reliable. To this end, Aijaz et. al. in
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Fig. 6.1 BodyCog architecture along with a licensed WAN for spectrum agility.

[204] proposed a protocol stack to enable cognitive M2M communication, which is focused
towards access layer communication. However, to facilitate NRT cognitive communication
at the convergence layer and enable BodyCog-BNC to take intelligent decisions based on
the states of the PU channels, the existing cognitive M2M protocol stack needs to be revised
with additional capabilities. For example, it should be “flexible” enough to switch to other
licensed WAN technologies like cellular network in case of non-availability of PU channel.
Hence, a modified cross-layer based protocol stack for the BodyCog-BNC is devised as
shown in Figure 6.2. The dotted lines in Figure 6.2 highlight the layer wise communication
in the BodyCog architecture. The BNC design to implement the protocol stack is illustrated
in Figure 6.3, where SAP denotes a service access point between two layers.

At the PHY and MAC layer of the WBAN, standards like IEEE 802.15.6 [23] or Zigbee
[22] may be adapted to satisfy specific QoS needs of WBAN applications. As shown in
Figure. 6.3, a WBAN Microcontroller Unit (MCU) with the help of the wireless transceivers
operating in BAND-1 coordinates all the activities of the sensors and BNC in the WBAN
access layer. The WBAN MCU collects physiological signals in Real Time (RT). However,
based on the application, the communication over convergence layer may be RT or NRT. We
focus on NRT communication. For example, suppose the BodyCog-BNC captures a 2 second
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Fig. 6.2 Complete BodyCog protocol stack with layer wise communication of BodyCog-BNC.

Fig. 6.3 BodyCog-BNC Design.

electrocardiogram (ECG) signal from WBAN sensors at 200Hz. The BNC then compresses
the 6.4kb data. Thereafter, it acts as a mobile gateway and initiates the data transfer over
the low-cost backhaul CRN. Furthermore, the WBAN access layer and BodyCog-BNC
may be scheduled to capture and transfer the 2s ECG signal every few hours to generate a
comprehensive record for a patient at the remote server database.

The proposed protocol stack and design of BodyCog-BNC comprises of a cross-layer
based BodyCog-BNC Management Entity (BME) which forms a management layer. The
BME is implemented at the BodyCog-BNC microcontroller unit (BCU) (see Figure 6.3).
The BME communicates with an Embedded Processor (EP) housing the BodyCog-BNC
CR MAC (BCR-MAC) by exploiting cross-layer message passing via the BME_CTRL SAP.
BME_CTRL SAP comprises of BME_CTRL Tx and BME_CTRL Rx for message passing
in the direction as highlighted in Figure 6.3. Leveraging on the cross-layer message passing,
the BME facilitates-

i) session management
ii) spectrum agility
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Once a session is established with the remote server over the backhaul CRN, the BCU
transfers the data to CR embedded processor via the BME_DATA SAP. However, if the
BCR-MAC intimates BME about the inability of the CRN to support the data transmission,
then BME performs spectrum agility and intelligently switches to licensed WAN and sends
data via BME_WAN SAP.

Along with the BME, the BCU also implements the transport layer functionality. At the
transport layer, a reliable data stream is required to transfer sensitive medical data to the
remote server. Thus, conventional connection oriented Transmission Control Protocol (TCP)
is adapted. The physical partitioning between BME and TCP/IP layer is hard to mandate,
and thus BME is inter-changeably termed as the TCP client.

The intelligence at the CR end of BodyCog-BNC is imposed by the proposed cross-layer
based CR MAC, termed as BCR-MAC, which is implemented at the BodyCog-BNC CR
Embedded Processor (BCR-EP), as shown in Figure 6.3. Figure 6.4 shows the functional
diagram of the proposed BCR-MAC and the inter-layer coupling. The major functions of the
BCR-MAC are as follows:

i) provides access (spectrum access) to the backhaul CRN through connection and
disconnection procedures with the CBS and cross-layer message passing with BME,

ii) performs spectrum sensing of an allocated PU channel with the help of signal energy
obtained from the CR PHY layer via CR_PHY SAP (see Figure 6.3),

iii) implements a proposed Inter-Sensing Time Optimization (ISTO) algorithm to maxi-
mize the energy-efficiency of transmission over a PU channel by selecting the optimal
inter-sensing duration (sensing scheduling),

iv) enables handoff (spectrum mobility) to a new channel in case PU is detected in the
current allocated PU channel, and

v) facilitates spectrum agility at the BME through cross-layer message passing due to
un-availability of vacant PU channels in the CRN, or unsuccessful control message
exchange with CBS, or successive handoffs.

BCR-MAC relies on the detection of unoccupied PU spectrum through spectrum sensing.
Therefore, in the next sub-section we present the BCR-MAC channel access and highlight
the sensing-transmission cycle.

The WBAN layer includes all the sensors for sensing vital medical health information
like heart-beat, blood oxygen and glucose level, temperature etc. This data is communicated
to our proposed portable gateway controller called BodyCog-BNC over frequency BAND-1,
as shown in Figure 6.1. The communication in this layer can be compliant to either IEEE
802.15.6 [23] or Zigbee [22] standard.
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Fig. 6.4 Spectrum functions at the BCR-MAC.

The BodyCog-BNC is responsible for managing the transfer of WBAN data collected
from the sensors to the remote server in an energy-efficient and cost-efficient way. The design
of BodyCog-BNC is the main contribution of this work which acts as the gateway interface
between WBAN and CRN/ licensed WAN. BodyCog-BNC is designed such as to enable
communication with different WBAN standards. It supports the CR protocols and is also
capable of session management and spectrum agility. BodyCog-BNC is thus an intelligent
device and the core of BodyCog architecture. A detailed overview of the BNC design is
presented in the next section.

The backhaul CRN allows the PUs and the BodyCog Platform to coexist and operate
in the same frequency range, BAND-2 (Figure 6.1). We consider a centralized overlay
CRN with a CBS serving multiple SUs. The BodyCog-BNC serves as one of the SUs
from the viewpoint of the CRN. The Primary Network (PN) has multiple non-overlapping
orthogonal PU channels of bandwidth W Hz. The occupancy state of a channel due to PU is
modeled as a non-time slotted two-state ON/OFF Continuous Time Markov Chain (CTMC)
[169, 168, 170]. The durations of PU’s ON state (hypothesis H1 or busy period) and OFF
state (hypothesis H0 or idle period) are represented by exponentially distributed i.i.d. random
variables X and Y , with probability density functions fX(t) = λe−λ t and fY (t) = µe−µt

having parameters λ and µ respectively. Thus, the average busy period (ton) is 1/λ , and the
average idle period (to f f ) is 1/µ . Therefore, the probability of a channel being busy, simply
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termed as PU activity, is denoted by P(H1) =
ton

ton+to f f
. While the idle channel probability is

P(H0) =
to f f

ton+to f f
. It is assumed that the CBS retrieves the PU channel occupancy data, ton

and to f f from an external entity such as a white space database [206, 207].
We consider that a common control channel is available to the SUs [208, 44]. Each SU is

equipped with a single half-duplex radio [85], which can either transmit or receive/sense, but
not both at the same time. To obtain a data channel for transmission, a SU upon reception
of a beacon sends a channel request to the CBS over the control channel and waits for a
successful channel assignment message. The CBS after gathering all the information from
the SUs, determines a transmission schedule applying a fair scheduling policy [209, 105]
and broadcasts it to the users via channel assignment messages. The fair scheduling policy
allows the CBS to maintain a table of weights. Let wi be the weight for the ith SU (SUi) that
is obtained as the ratio of the number of channel requests granted to SUi to total number
of requests from SUi up to the current instant. The fair scheduling assigns the best quality
channels (e.g. lowest PU activity channel having the highest detected PU Signal-to-Noise
Ratio) to the SUs in ascending order of their weights. If the channel assigned is not found
suitable for transmission by the SU, it may request another channel from the CBS during
a negotiation period. However, it is most likely that the channel assigned by CBS will be
suitable and accepted by the SUs. A detailed discussion on the various fair scheduling
policies in literature is provided in [209, 105]. Thus, the CBS coordinates ‘in which channel’
the BNCs should tune in order to transmit their packets.

Lastly, at the RS, a Remote Server Application Program (RSAP) is designed so as to
communicate with BodyCog-BNC over TCP/IP link. This allows the RS to monitor the
patient’s health ubiquitously and periodically over the Internet irrespective of its location.

6.3.1 BCR-MAC Sensing-Transmission Cycle

BCR-MAC employs a time slotted protocol as shown in Figure 6.5 with period TF > 0. At
the beginning of each slot, the allocated PU channel is sensed for sensing duration TS by
the BCR-MAC through CR PHY layer. Then depending on whether the channel is idle or
busy, it will remain silent or access the channel for transmission/reception with inter-sensing
duration TD. It is reasonable to assume that the CRN does not have a priori knowledge of
the PU signal characteristics such as the modulation type, packet format or pulse shape. In
this scenario, the optimal detector is an energy detector [160], which is also one of the most
commonly used detection technique in CRNs [83]. Therefore, in this sub-section, we derive
the essential energy detection sensing performance metrics and the sensing time (TS).
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Fig. 6.5 Timing behavior of PU and SU with possible collision instances.

The energy detector performs non-coherent signal detection by integrating squared
versions of received signal samples. The PU signal is detected by comparing the received
signal energy with a threshold computed using an estimated noise power as described in
Section 4.2. The detection threshold λth of the CR PHY of BodyCog-BNC, in the presence
of white Gaussian noise at the receiver, can be given by,

λth =
√

2NSN2
0 Q−1(Pf )+NSN0 (6.1)

where NS denotes the number of received samples used for detection, N0 represents the noise
power calculated at the receiver and Pf is the false-alarm probability constraint [160] for the
system which is set a priori as Pf = κ .

Using the threshold obtained in (6.1), the BNC can detect the presence of PU with
detection probability Pd [160], given as (Section 4.2),

Pd = Q
(

λth −NS N0(1+ γPU)√
2NSN0(1+ γPU)

)
(6.2)

where γPU is the PU SNR detected at the CBS, Q(·) is the Q-function.
Thus, the number of samples required to sense a PU signal at minimum PU SNR, γPU,min

(also known as receiver sensitivity) with a detection probability Pd = χ under the false-alarm
constraint Pf = κ can be obtained using (6.1) and (6.2) as,

NS = 2×
[{

Q−1(κ)− (1+ γPU,min)Q−1(χ)
}
/γPU,min

]2
(6.3)

Using NS obtained in (6.3) we can calculate the sensing time TS based on the Analog to
Digital Converter (ADC) frequency ( fADC) of the CR radio module as,

TS =
NS

fADC
(6.4)
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6.4 Design and Implementation of BME

This section describes the BME session management and spectrum agility functions. For
this, the BME exploits the cross-layer message passing with BCR-MAC via the BME_CTRL
SAP. Using the cross-layer message passing, we model the BME TCP/IP Client-Server
(BTCS) framework as a Finite State Machine (FSM) for interaction with Remote Server (RS).
Following this, we show how to follow the development steps at the BCU, more specifically
BME, to implement the BTCS framework from its FSM.

6.4.1 Cross-Layer Messages between BME and BCR-MAC

The cross-layer interaction between BME and BCR-MAC follows the control message flow
as shown in Figure 6.6. The messages are described as follows:

• CONN_REQ: When the WBAN APP layer has NRT data to send via CR interface, the
BME initiates the CR session by sending CONN_REQ message to the BCR-MAC.

• CONN_ACCPT/CONN_FAIL: The CONN_ACCPT message is issued by the BCR-
MAC to BME to inform when backhaul communication can take place through the CR
interface of BodyCog-BNC. However, if the CRN is not suitable for communication,
then BCR-MAC responds with CONN_FAIL message.

• DISCON_REQ: With this message BME intimates BCR-MAC to release its PU
channel to CBS.

• DISCON_ACK: BCR-MAC confirms disconnection from CBS with the DISCON_ACK
message.

Fig. 6.6 Cross-layer messages between BME and BCR-MAC.

The detailed explanation on the BCR-MAC functionality is provided in Section 6.5. Next,
we highlight the BME development architecture designed to handle the cross-layer message
passing and exploit them to enable NRT communication over the BTCS framework.
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6.4.2 The BME Development Architecture

To handle cross-layer message passing and design the BME we developed a BME Develop-
ment (BMED) architecture, which is implemented at the BNC micro-controller Unit (BCU)
(Figure 6.3). Within the architecture we define several macros and functions in C program-
ming language [210] to enable development of the BTCS framework from the FSM of BME.
The developed codes are compiled along with the macros and functions. Figure 6.7 shows the
BMED architecture. The BMED framework (Figure 6.7 (1)) consists of- i) BCU interrupts at
the APP SAP (Figure 6.7 (2)) and BME_CTRL Rx (Figure 6.7 (3)), ii) a data queue (Figure
6.7 (4)) to store compressed WBAN data, and iii) the main control loop (Figure 6.7 (5))
of BME. An incoming WBAN data stream from WBAN APP layer (Figure 6.7 (6)) via
APP_SAP can generate two types of events:

i) APP_DATA_START: Generated when BME starts receiving data from APP layer.
ii) APP_DATA_END: Generated when the entire APP layer data is received at the BME.

Whereas in case of BME_CTRL Rx, the cross-layer messages described in Section 6.4.1
are implemented as events. An event at either APP SAP or BME_CTRL Rx interrupts the
main control loop and transfers the control to their respective Interrupt Service Routines
(ISRs), i.e. APP_SAP_ISR (Figure 6.7 (7)) or BME_CTRL_Rx_ISR (Figure 6.7 (8)). Based
on the FSM state, the event and the state-event transition table, the ISR determines the action

Fig. 6.7 The BMED framework architecture at the BME.
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to be executed and possibly generate new events. Therefore, to implement BME, we define
the state-event-transition table and the actions for the ISRs that are derived from the FSM
developed to realize the BTCS framework, which is discussed next.

6.4.3 Developing BTCS Framework from FSM

In order to achieve a seamless and reliable interoperability with the Internet, the interlinking
of BCR-MAC control messages with TCP/IP layer has been exploited in the BodyCog-BNC
design. The integration of TCP/IP functionalities into BodyCog-BNC makes BodyCog
architecture IoT aware. As stated previously, we treat the BME as a TCP client. The different
components of BTCS framework are highlighted in Figure 6.8. In Figure 6.8, CR_Client
and WAN_Client denotes the BME client connections over CR interface (Figure 6.7 (9))
and WAN interface (Figure 6.7 (10)) respectively. The Remote Server Application Program
(RSAP) starts a server session by opening a TCP/IP server socket at the dynamic DNS
address server.ddns.net and port 8080 (Figure 6.8 (1)) and waits for the BME client to
connect with. When the connection is established, RSAP reads the data sent out by BME
client. The overall TCP/IP behavior is controlled by the cross-layer interaction between BME
and BCR-MAC, which is represented through a FSM in Figure 6.9. The FSM focuses on the
states, events and the actions of the BME that allows us to construct the state-event-transition
table and the actions of BMED (Figure 6.7), thereby facilitating BME implementation. In
the following, we provide an elaborate explanation of BME operation using the FSM.

Figure 6.9 illustrates the state transition diagram of the BME FSM. Initially, the FSM is
in INACTIVE state.

1. When the WBAN APP layer starts sending data to the BME, APP_DATA_START
event is invoked. This allows the BME to receive the WBAN data samples in the
APP_DATA_RECEIVING state (Transition 1 in Figure 6.9). On reception of the com-
plete WBAN data, APP_DATA_STOP event is generated and BME implements Discrete
Wavelet Transform (DWT) based data compression to reduce the number of samples to
be transmitted over the backhaul link (Figure 6.8 (2)). The data compression is initiated
through the DATA_COMPRESS action of BME, and the compressed data is stored in
‘Compressed Data Queue’ (Figure 6.7 (4)). When the compression is complete, BME
sends CONN_REQ message to the BCR-MAC over BME_CTRL Tx requesting access to
the CRN. The FSM now enters the CONN_RESP_PENDING state (see Transition 2 in
Figure 6.9).

2. Upon reception of CONN_REQ, the BCR-MAC exchanges control message with CBS and
builds the response message. If a suitable channel is obtained from the CBS, BCR-MAC
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Fig. 6.8 Flowchart of the BTCS framework at BME.

replies with the CONN_ACCPT message to the BME and a CR session is established.
The FSM moves to the CBS_CONNECTED state (see Transition 3 in Figure 6.9), and
the transition is indicated by the internally generated CONNECT_CBS action. The
CONNECT_CBS action allows the BME to create a CR_Client connection to RSAP
server socket (Figure 6.8 (3)), and then prepare a copy of the ‘Compressed Data Queue’.
After the copied data is written out (Figure 6.8 (4)) in the CBS_CONNECTED state, the
CR_Client socket is closed (Figure 6.8 (5)).

3. Suppose that the CBS fails to assign a free or suitable PU channel. Then the BCR-MAC
sends a CONN_FAIL message to the BME. Upon receipt of CONN_FAIL, the FSM
performs spectrum agility and enters the WAN_CONNECTED state (see Transition 4
in Figure 6.9). For spectrum agility, BME internally generates the CONNECT_WAN
action which activates the WAN interface, connects the SAP server using WAN_Client
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Fig. 6.9 BME FSM state transition diagram.

(Figure 6.8 (6,7)), make a copy of the compressed data and complete transmission of that
copied data in WAN_CONNECTED state. After completion of transmission (indicated
by generation of TRANS_COMPLETE event), the FSM moves to the INACTIVE state
(see Transition 5 in Figure 6.9).

4. Suppose that during an ongoing CR session, a PU suddenly arrives in the allocated PU
channel. The BCR-MAC is robust enough to perform handoff to another free PU channel
assigned by the CBS. However, in case of presence of PUs in multiple PU channels or
the assigned channels being not suitable for communication, the BCR-MAC interrupts
the CR session at the BME by sending CONN_FAIL message (Figure 6.8 (8)). The
FSM moves to the WAN_CONNECTED state (see Transition 6 in Figure 6.9), performs
spectrum agility, prepares a fresh copy of the ‘Compressed Data Queue’ and continues
the communication over the WAN interface.

5. On the successful completion of the transfer of compressed data over the CR inter-
face, the BME sends the DISCON_REQ message to the BCR-MAC (Figure 6.8 (9)) via
BME_CTRL Tx. The FSM moves from CR_CONNECTED state to DISCON_RESP_PEN-
DING state (see Transition 7 in Figure 6.9). BCR-MAC after successfully releasing the
PU channel to CBS, sends DISCON_ACK message to BME confirming the disconnection
of the CR session (Figure 6.8 (10)) . Thereafter, the FSM enters the INACTIVE state (see
Transition 8 in Figure 6.9), waiting for the next data stream from the WBAN APP layer.

Note that, the ‘Compressed Data Queue’ is emptied only after the successful data transfer
to the RS, i.e. when a TRANS_COMPLETE event is generated at the BME.
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6.4.4 BMED Implementation of BTCS framework

Using the FSM diagram illustrated in Figure 6.9, we describe the setup of the BMED
architecture at the BCU. First we define the different states, events, actions and ISRs. Then
the implementation of the actions within ISR is described. To this end, we use macros and
functions to execute different BME functionalities. This makes the coding independent of
the BCU hardware platform. A separate platform specific header file maps the macros and
functions to the hardware specific execution steps.

6.4.4.1 States, Events, Actions and ISRs of BMED

The BMED definitions for the BME states, events, actions and ISRs are shown in Figure 6.10
and described as follows:

1: START_DEFINE_BME_STATE
2: BME_STATE (INACTIVE)
3: BME_STATE (APP_DATA_RECEIVING)
4: BME_STATE (CONN_RESP_PENDING)
5: · · ·
6: END_DEFINE_BME_STATE

7: START_DEFINE_BME_EVENT
8: BME_EVENT (APP_DATA_START)
9: BME_EVENT (APP_DATA_STOP)

10: BME_EVENT (receive_BME_CTRL_Rx)
11: BME_EVENT (TRANS_COMPLETE)
12: END_DEFINE_BME_EVENT

13: START_DEFINE_BME_ACTION
14: BME_ACTION (send_BME_CTRL_Tx)
15: BME_ACTION (DATA_COMPRESS)
16: BME_ACTION (CONNECT_CBS)
17: BME_ACTION (CONNECT_WAN)
18: END_DEFINE_BME_ACTION

19: DECLARE_BME_ISR (APP_SAP_ISR)
20: DECLARE_BME_ISR (BME_CTRL_Rx_ISR)

Fig. 6.10 The definition of states, events, actions and ISRs for BME.
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• Lines 1-6 define the BME FSM states using the macros START_DEFINE_BME_STATE
and END_DEFINE_BME_STATE. The BME_STATE macro defines individual states (e.g.
CONN_RESP_PENDING, etc in Figure 6.9).

• Lines 7-12 define the BME FSM events using the macros START_DEFINE_BME_EVENT
and END_DEFINE_BME_EVENT. The BME_EVENT macro defines individual events
(e.g. APP_DATA_START, etc in Figure 6.9).

• Lines 13-18 define the BME FSM actions using the macros START_DEFINE_BME_ACTION
and END_DEFINE_BME_ACTION. The BME_ACTION macro defines individual ac-
tions. For example, send_BME_CTRL_Tx denotes the action of sending a cross-layer
message to BCR-MAC via the BME_CTRL Tx. These actions are implemented as per the
state-event-transition table maintained by the ISRs.

• Lines 19-20 declare the BME ISRs using the macros DECLARE_BME_ISR.

6.4.4.2 ISR and State-Event-Transition Table Implementation within BMED

In this section, we describe the BMED steps to implement BME_CTRL_Rx_ISR as an
example to illustrate how to develop the BME from its FSM. Figure 6.11 shows the C-code
for the BME_CTRL_Rx_ISR. This ISR is executed when there is an incoming cross-layer
message over the BME_CTRL Rx from the BCR-MAC. The BME main control loop is
interrupted and the program control is shifted to the ISR.

• Line 1 invokes the START_BME_ISR macro to start the ISR BME_CTRL_Rx_ISR
declared at Line 20 of Figure 6.10.

• Lines 2-3 declare two enumerated data type variables: vREC_BME_CTRL_MSG and
vBME_STATE. These variables are used to store the incoming cross layer message from
BCR-MAC and the current BME FSM state respectively.

• Line 4 uses the function CHECK_BME_STATE to obtain the current BME FSM state and
store it in vBME_STATE.

• Line 5 uses the BME_parseInMsg function to parse the incoming message associated with
the receive_BME_CTRL_Rx event and store it in the variable vREC_BME_CTRL_MSG.

• Line 6 initiates the switch-case statements that compare the vREC_BME_CTRL_MSG
to the possible incoming cross-layer messages (Lines 7 and 12). The switch-case model
provides the actual implementation of the state-event-transition table shown in Figure 6.7,
and is explained next.

• Lines 8 and 13 compare vBME_STATE with the possible BME FSM states. Thereafter,
depending on the current BME FSM state the appropriate transition actions are executed.

• Lines 9 and 14 use the BME_EXECUTE function to execute the CONNECT_CBS or
CONNECT_WAN actions respectively.
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1: START_BME_ISR (BME_CTRL_Rx_ISR)
2: tBME_CTRL_MSG vREC_BME_CTRL_MSG;
3: tBME_STATE vBME_STATE;
4: vBME_STATE = CHECK_BME_STATE ();
5: vREC_BME_CTRL_MSG = BME_parseInMsg (receive_BME_CTRL_Rx);
6: switch (vREC_BME_CTRL_MSG){
7: case CONN_ACCPT:
8: if (vBME_STATE = = CONN_RESP_PENDING){
9: BME_EXECUTE (CONNECT_CBS);

10: BME_CHANGE_STATE_TO (CBS_CONNECTED);}
11: break;
12: case CONN_FAIL:
13: if(vBME_STATE==(CONN_RESP_PENDING || CBS_CONNECTED)){
14: BME_EXECUTE (CONNECT_WAN);
15: BME_CHANGE_STATE_TO (WAN_CONNECTED);}
16: break;
17: default:
18: break;}
19: END_BME_ISR (BME_CTRL_Rx_ISR)

Fig. 6.11 The C-code of the ISR BME_CTRL_Rx_ISR.

• Line 10 and 15 uses the BME_CHANGE_TO_STATE macro to move the BME FSM to
CBS_CONNECTED or WAN_CONNECTED states respectively.

• Line 19 exits the ISR.

After the end of the BME_CTRL_Rx_ISR, the program returns to the main control loop.
Depending on the current FSM state, which in this case will be either CBS_CONNECTED
or WAN_CONNECTED, the program executes the functions necessary to transfer data over
either the CR or WAN interface respectively.

6.5 Design and Implementation of BCR-MAC

The BCR-MAC serves as the heart of the cognitive radio functions at the backhaul link
of BodyCog-BNC. In this section, we describe the spectrum access, sensing scheduling,
spectrum mobility and facilitation of spectrum agility functions of BCR-MAC. Similar to the
previous section, first we highlight the control messages exchanged between BCR-MAC and
CBS. Next, we describe the BCR-MAC Development (BCRD) architecture, which models the
BCR-MAC functionality as a FSM. Then we explain how BCRD framework leverages on
the FSM to implement the BCR-MAC.
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6.5.1 Control Messages between BCR-MAC and CBS

The control messages exchanged between BCR-MAC and CBS are as follows:

• CHAN_REQ: Upon receiving a CONN_REQ from BME, the CHAN_REQ message is
initiated by the BCR-MAC to request a PU channel from CBS for transmission.

• CHAN_SUCS: If a PU channel is available for transmission then the CBS responds with
CHAN_SUCS message.

• CHAN_FAIL: The CHAN_FAIL message is issued by the CBS if no PU channel is
available for transmission.

• CHAN_RLS: With this message the BCR-MAC releases its channel to the CBS.
• CHAN_RLSD: CBS acknowledges the disconnection with CHAN_RLSD message.

It is worth mentioning that all the control messages except CHAN_RLS and CHAN_RLSD
are sent over the control channel.

6.5.2 The BCR-MAC Development Architecture

The BCRD framework architecture as shown in Figure 6.12 is developed to assist devel-
opment of BCR-MAC from its FSM. It is implemented at the BCR-EP (Figure 6.3). As
illustrated in Figure 6.12, the BCRD framework handles the cross-layer message passing
with BME and the data received from both CR-PHY and BME. The framework (Figure
6.12(1)) consists of three primary BCR-EP external interrupts: i) BME_CTRL Tx (Figure
6.12 (2)), ii) BME_DATA SAP (Figure 6.12 (3)), and iii) CR_PHY Rx (Figure 6.12 (4)). In
addition, it includes two Timer (TMR) (Figure 6.12 (5)) interrupts which are controlled and
generated internally by BCR-MAC.

Fig. 6.12 The BCRD framework architecture at the BCR-MAC.
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The main control loop (Figure 6.12 (6)) of BCRD architecture continuously polls the
interrupts, and the actual processing happens via the respective ISRs, as follows:

i) The BME_CTRL_Tx_ISR (Figure 6.12 (7)) is executed when an incoming cross-layer
message is received from BME.

ii) The BME_DATA_ISR (Figure 6.12 (8)) is called when a new data/ payload is received
from the BME for transmission.

iii) The CR_PHY_ISR (Figure 6.12 (9)) is a callback for the reception of wireless frames
from the CR_PHY Rx. The received frames include control messages and immediate
acknowledgments (I-Ack) from the CBS.

iv) The TMR1_ISR and TMR2_ISR (Figure 6.12 (10)) are responsible for handling
internally generated timeout events, which are explained next.

Sticking to the FSM design philosophy, the ISRs execute their actions based on state-event-
transition tables that are generated from the FSM. Therefore, in the following sub-section we
describe the FSM of BCR-MAC.

6.5.3 Developing BCR-MAC from FSM

Figure 6.13 shows the execution flow of BCR-MAC for normal communication over CRN
with connection and disconnection procedures. In this figure, a dashed arrow represents
a cross-layer message between BME and BCR-MAC. A solid arrow represents a control
message between BCR-MAC and CBS. The BCR-MAC maintains a FSM to handle the
cross-layer and control messages. In Figure 6.13, an oval represents a BCR-MAC FSM
state. The complete FSM state transition diagram is illustrated in Figure 6.14. Initially the
BCR-MAC is in INACTIVE state indicating that no CR activation request is initiated by the
BME and the BME_DATA SAP interrupt is disabled.

1. When the BME wants to start a server session it sends CONN_REQ over BME_CTRL Tx
(Figure 6.13 (1)) that requests the BCR-MAC to forward the request for a free PU channel
to the CBS. The BCR-MAC FSM enters the BEACON_WAIT state (see Transition 1 in
Figure 6.14).

2. On reception of a BEACON from CBS, the BCR-MAC sends CHAN_REQ (Figure 6.13
(2.2)) to the CBS, starts TMR-1 (Figure 6.13 (2.3)) and waits for CHAN_SUCS. The
FSM moves from BEACON_WAIT to CHAN_SUCS_PENDING (see Transition 2 in
Figure 6.14). The TMR-1 period is set to the time needed to send a CHAN_REQ control
frame and receive its corresponding CHAN_SUCS confirmation. We assume that this
CHAN_REQ message is corrupted by noise, and will be re-transmitted next.
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Fig. 6.13 BCR-MAC flowchart with general connection and disconnection procedures.

3. If the control messages are corrupted by bit level errors, then the received message at
either CBS or BCR-MAC will be discarded, leading to expiry of the timer. On expiry of
TMR-1 (Figure 6.13 (3.1)), the CHAN_REQ message is re-transmitted by BCR-MAC
(Figure 6.13 (3.2)). The FSM remains at CHAN_SUCS_PENDING state (see Transition
3.1 in Figure 6.14). We assume that this CHAN_REQ message is received by CBS
followed by successful transmission of CHAN_SUCS message as illustrated in point 5.

4. Suppose, that all the channels in CRN are pre-occupied and not available for allocation
to SUs. In such scenario, the CBS fails to assign a free channel to BNC and sends
CHAN_FAIL message. Upon receiving CHAN-FAIL, BCR-MAC will inform BME
about the connection failure via CONN_FAIL message. Furthermore, if the number of
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Fig. 6.14 BCR-MAC FSM state transition diagram.

CHAN_REQ re-transmissions exceed the maximum limit, set to R, then BCR-MAC will
send CONN_FAIL message to BME. For either of the above mentioned events, the FSM
will move from CHAN_SUCS_PENDING to INACTIVE state (see Transition 3.2 in
Figure 6.14). Upon receiving CONN_FAIL, the BME performs spectrum agility and
intelligently switches to licensed WAN.

5. Suppose that the CHAN_SUCS is received by BCR-MAC before the TMR-1 expires
(Figure 6.13 (3.4)). Then the BCR-MAC stops the TMR-1 (Figure 6.13 (3.5)) and
invokes ACTIVATE_ISTO action to implement ISTO algorithm. The FSM now enters the
ISTO_ALGO state (see Transition 3.3 in Figure 6.14). The ISTO algorithm determines
the optimal inter-sensing duration that provides the maximum energy-efficiency towards
CR communication over the channel assigned by CBS under sensing uncertainties while
keeping the interference to PU within permitted threshold. In addition, BCR-MAC also
leverages the ISTO algorithm to determine whether an assigned PU channel is suitable for
communication.
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6. If ISTO algorithm determines that there is no optimal solution for the received chan-
nel, then a NO_SOLN event is invoked that causes the BCR-MAC to send another
CHAN_REQ to the CBS. The FSM moves from ISTO_ALGO back to the CHAN_SUCS_-
PENDING state (see Transition 4.1 in Figure 6.14). The BCR-MAC maintains a vari-
able succ_no_soln that keeps track of the number of successive NO_SOLN events. If
succ_no_soln ≥ NS, then BCR-MAC issues a CONN_FAIL message to the BME and
moves to INACTIVE state (see Transition 4.2 in Figure 6.14).

7. When ISTO algorithm obtains the optimal inter-sensing duration, the BCR-MAC invokes
the OPT_SOLN event (Figure 6.13 (4)), resets succ_no_soln to 0 and BCR-MAC sends
CONN_ACCPT message to BME. The FSM enters the CHAN_SENSING state (see
Transition 4.3 in Figure 6.14).

8. At the CHAN_SENSING state the BCR-MAC invokes energy detection based spectrum
sensing, and senses the channel for Ts duration. If the channel is sensed to be busy, then the
SENSE_BUSY event (Figure 6.13 (5.1)) is invoked that starts the TMR-2 timer (Figure
6.13 (5.2)). The FSM moves from CHAN_SENSING to WAIT_INTER_SENSE_DUR
state (see Transition 5.1 in Figure 6.14) where the BCR-MAC remains inactive/ sleeps.
The TMR-2 period is set to the optimal inter-sensing duration, T ∗

D .
9. On expiry of the TMR-2 timer (Figure 6.13 (6)), the BCR-MAC wakes up and moves to

the CHAN_SENSING state (see Transition 6 in Figure 6.14). The BCR-MAC maintains
a variable succ_sense_busy that keeps track of the number of successive SENSE_BUSY
events. If succ_sense_busy ≥ B, then BCR-MAC triggers a handoff assuming that a PU
has arrived in the channel. The BCR-MAC requests a new channel from CBS using the
CHAN_REQ message and moves to CHAN_SUCS_PENDING state (see Transition 5.2
in Figure 6.14). To keep track of the number of the successive handoff events, BCR-
MAC uses the succ_hando f f variable. If succ_hando f f ≥ H, then BCR-MAC issues a
CONN_FAIL message to the BME and moves to INACTIVE state (see Transition 5.3 in
Figure 6.14). On reception of CONN_FAIL, BME initiates spectrum agility. This ensures
intelligent switching of BNC from CRN to licensed WAN in case of presence of PUs in
multiple PU channels.

10. If the channel is sensed to be idle, then the SENSE_IDLE event is invoked that starts
the TMR-2 timer (Figure 6.13 (7.1)), resets succ_sense_busy and succ_hando f f to 0
and enables the BME_DATA SAP interrupt allowing the BME to transfer its data packet
(DATA_PKT) to the BCR-MAC (Figure 6.13 (8.1)). The BCR-MAC then forwards
it as data frame (DATA_FRM) to the CBS (Figure 6.13 (8.2). The FSM moves from
CHAN_SENSING to DATA_TRANSMISSION state (see Transition 5.4 in Figure 6.14).
During transmission, a media access similar to the Stop-and-Wait Automatic Repeat-
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Request (ARQ) protocol [211] is used (Figure 6.13 (8.2-8.5)), but with the additional
feature of sequence number to address the issue of reception of duplicate packets. The
ARQ protocol exploits TMR-1 interrupt for re-transmission of DATA_FRM in the event
of timeout due to loss of a DATA_FRM and/or its corresponding I-ACK frame while
transmission due to non-ideal channel conditions. On expiry of TMR-2, the FSM moves
back to the CHAN_SENSING state (see Transition 7.1 in Figure 6.14).

11. When data transmission is complete, BME sends DISCON_REQ to BCR-MAC (Figure
6.13 (9.1)), which forwards the request of releasing the PU channel to the CBS by
transmitting CHAN_RLS (Figure 6.13 (9.2)) message over the allocated channel. The
FSM moves from its present state to CHAN_RLSD_PENDING (see Transition 7.2 in
Figure 6.14).

12. On reception of CHAN_RLSD confirmation from CBS (Figure 6.13 (10.1)), the BCR-
MAC sends DISCON_ACCPT message to BME (Figure 6.13 (10.2)) and then the FSM
returns to the INACTIVE state, waiting for the next CONN_REQ message from BME to
arrive (see Transition 8 in Figure 6.14).

6.5.4 Implementation of BCR-MAC

Leveraging on the BCR-MAC FSM diagram in Figure 6.14, we illustrate the setup steps
for BCRD architecture to implement BCR-MAC at the BCR-EP. Much like the BME
implementation steps, first we define the states, events and transition actions and then
show the implementation of ISRs following the FSM of BCR-MAC.

6.5.4.1 States, Events, Actions and ISRs of BCRD

The definition of the various states, events, actions and ISRs are given in Figure 6.15, which
are described as follows:

• Lines 1-6 define the BCR-MAC FSM states using the macros START_DEFINE_BCR_STATE
and END_DEFINE_BCR_STATE. The BCR_STATE macro defines individual states (e.g.
BEACON_WAIT, etc in Figure 6.14).

• Lines 7-16 define the BCR FSM events using the macros START_DEFINE_BCR_EVENT
and END_DEFINE_BCR_EVENT. The BCR_EVENT macro defines individual events
(e.g. TMR1_EXP, etc in Figure 6.14)

• Lines 17-26 define the BCR FSM actions using the macros START_DEFINE_BCR_ACTION
and END_DEFINE_BCR_ACTION. The BCR_ACTION macro defines individual ac-
tions. For example, send_BME_CTRL_Rx denotes the action of sending a cross-layer
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message to BME via the BME_CTRL Rx. These actions are implemented as per the
state-event-transition table maintained by the ISRs.

• Lines 27-31 declare the BCR-MAC ISRs using the macros DECLARE_BCR_ISR.

1: START_DEFINE_BCR_STATE
2: BCR_STATE (INACTIVE)
3: BCR_STATE (BEACON_WAIT)
4: BCR_STATE (CHAN_SUCS_PENDING)
5: · · ·
6: END_DEFINE_BCR_STATE

7: START_DEFINE_BCR_EVENT
8: BCR_EVENT (TMR1_EXP)
9: BCR_EVENT (TMR2_EXP)

10: BCR_EVENT (receive_BME_CTRL_Tx)
11: BCR_EVENT (receive_CR_PHY_Rx)
12: BCR_EVENT (OPT_SOLN)
13: BCR_EVENT (NO_SOLN)
14: BCR_EVENT (SENSE_IDLE)
15: BCR_EVENT (SENSE_BUSY)
16: END_DEFINE_BCR_EVENT

17: START_DEFINE_BCR_ACTION
18: BCR_ACTION (send_BME_CTRL_Rx)
19: BCR_ACTION (send_CR_PHY_Tx)
20: BCR_ACTION (receive_BME_DATA_SAP)
21: BCR_ACTION (ACTIVATE_ISTO)
22: BCR_ACTION (TMR1_START)
23: BCR_ACTION (TMR1_STOP)
24: BCR_ACTION (TMR2_START)
25: BCR_ACTION (TMR2_STOP)
26: END_DEFINE_BCR_ACTION

27: DECLARE_BCR_ISR (BME_CTRL_Tx_ISR)
28: DECLARE_BCR_ISR (BME_DATA_ISR)
29: DECLARE_BCR_ISR (CR_PHY_ISR)
30: DECLARE_BCR_ISR (TMR1_ISR)
31: DECLARE_BCR_ISR (TMR2_ISR)

Fig. 6.15 The definition of states, events, actions and ISRs for BCR-MAC.
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6.5.4.2 ISR and State-Event-Transition Table Implementation within BCRD

In this section, we describe the BCRD steps to implement CR_PHY_ISR as an example to
illustrate how to develop the BCR-MAC from its FSM. Figure 6.16 shows the C-code for the
CR_PHY_ISR. This ISR is executed when there is an incoming CR frame from CR_PHY
Rx. The BCR-MAC main control loop is interrupted and the program control is shifted to
the ISR.

• Line 1 invokes the START_BCR_ISR macro to start the ISR CR_PHY_ISR declared at
Line 29 of Figure 6.15.

• Lines 2-4 declare three enumerated data type variables: pREC_BCR_CR_frame, vREC_BCR_-
CBS_CTRL_MSG and vBCR_STATE. These variables are used to store the incoming CR
frame from CR_PHY Rx, any control message extracted from the received CR frame and
the current BCR-MAC FSM state respectively.

• Line 5 uses the function CHECK_BCR_STATE to obtain the current BCR-MAC FSM
state are store it in vBCR_STATE.

• Line 6 uses the BCR_parseInMsg function to parse the incoming message associated with
the receive_CR_PHY_Rx event and store its address in the pointer variable pREC_BCR_CR_-
frame.

• Line 7 invokes the BCR_goodHeader function to examine the reception of a good CR
frame. This essentially examines the received CR frame for errors due to non-ideal wireless
channel characteristics that might have corrupted it. In case of an error, the received frame
is discarded and the ISR exits as in Line 8.

• Line 9-10 uses the functions BCR_check_destAddr and BCR_check_seqNum to check
whether the received frame is actually meant for the recipient and/or to ascertain non-
reception of a duplicate frame.

• Line 11 uses the function BCR_extractCtrlMsg to extract the control message from
pREC_BCR_CR_frame and store it in vREC_BCR_CBS_CTRL_MSG.

• Line 12 initiates the switch-case statements that compare the vREC_BCR_CBS_CTRL_MSG
to the possible incoming control messages from CBS (Lines 13, 19, 25, 30, and 35). The
switch-case model provides the actual implementation of the state-event-transition table
shown in Figure 6.12, and follows the same principles as followed in Section 6.4.4 for
BMED architecture.

• Line 43 exits the ISR and the program returns to the main control.
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1: START_BCR_ISR (CR_PHY_ISR)
2: tBCR_CBS_MSG* pREC_BCR_CR_frame;
3: tBCR_CBS_CTRL_MSG vREC_BCR_CBS_CTRL_MSG;
4: tBCR_STATE vBCR_STATE;
5: vBCR_STATE = CHECK_BCR_STATE ();
6: pREC_BCR_CR_frame = BCR_parseInMsg (receive_CR_PHY_Rx);
7: if (BCR_goodHeader (pREC_BCR_CR_frame) = = badHeader){
8: return;}
9: if (∼ (BCR_check_destAddr (pREC_BCR_CR_frame) &&

BCR_check_seqNum (pREC_BCR_CR_frame))){
10: return;}
11: vREC_BCR_CBS_CTRL_MSG = BCR_extractCtrlMsg (pREC_BCR_CR_frame);
12: switch (vREC_BCR_CBS_CTRL_MSG){
13: case BEACON:
14: if (vBCR_STATE = = BEACON_WAIT){
15: send_CR_PHY_Tx (CHAN_REQ);
16: BCR_EXECUTE (TMR1_START);
17: BCR_CHANGE_STATE_TO (CHAN_SUCS_PENDING);}
18: break;
19: case CHAN_SUCS:
20: if (vBCR_STATE = = CHAN_SUCS_PENDING){
21: send_BME_CTRL_Rx (CONN_ACCPT);
22: BCR_EXECUTE (ACTIVATE_ISTO);
23: BCR_CHANGE_STATE_TO (ISTO_ALGO);}
24: break;
25: case CHAN_FAIL:
26: if (vBCR_STATE = = CHAN_SUCS_PENDING){
27: send_BME_CTRL_Rx (CONN_FAIL);
28: BCR_CHANGE_STATE_TO (INACTIVE);}
29: break;
30: case CHAN_RLSD:
31: if (vBCR_STATE = = CHAN_RLSD_PENDING){
32: send_BME_CTRL_Rx (DISCON_ACK);
33: BCR_CHANGE_STATE_TO (INACTIVE);}
34: break;
35: case I-ACK:
36: if ((vBCR_STATE = = DATA_TRANSMISSION)&&(TMR1_active ()){
37: BCR_EXECUTE (TMR1_STOP);
38: BCR_discardDataFrameCopy ();
39: BCR_enableBMEDataSAP ();}
40: break;
41: default:
42: break;}
43: END_BCR_ISR (CR_PHY_ISR)

Fig. 6.16 The C-code of the ISR CR_PHY_ISR.
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6.6 Optimization of CR Inter-Sensing Duration

In this Section, first we perform an energy-efficiency study of sensing-transmission cycle
highlighted in Section 6.3.1. Thereafter, we present the ISTO algorithm executed during
the BCR-MAC ISTO_ALGO state (Figure 6.14) to maximize the energy-efficiency for
transmission over a single PU channel by varying the inter-sensing duration (TD) under
certain constraints. A very short TD leads to less communication opportunities for the BCR-
MAC in ideal periods resulting in reduced throughput. Additionally, there would also be
more energy consumption due to frequent sensing resulting from smaller TD. On the other
hand, a long transmission duration increases interference probability of PU reoccupying the
channel during transmission by BCR-MAC. Therefore, we need to determine the optimal
inter-sensing duration that maximizes both the throughput and energy-consumption i.e. the
energy-efficiency.

Two metrics are used to characterize the performance of CR backhaul transmission over
a single channel by BCR-MAC: i) energy-efficiency, and ii) normalized interference duration.
Energy-efficiency (η) is defined as the ratio of the normalized throughput-time (T) to the
normalized energy consumed (E), which can be expressed as,

η =
T
E

(6.5)

Normalized throughput-time is defined as the ratio of the net time available for successful
transmission without collision within a single CR frame to the total frame duration. Similarly,
we define normalized energy consumption as the ratio of the total energy consumed during
sensing and transmission in a CR frame to the frame duration. The normalized throughput-
time and normalized energy consumption can respectively be given as,

T = Ptrans
TD −TC

TS +TD
(6.6)

E =
IrTS +Ptrans ItTD

TS +TD
(6.7)

Where, TS and TD are the sensing duration and inter-sensing duration respectively. As
introduced in previous sub-section, TC is the expected collision duration of the BCR-MAC
due to interference with the PU within the inter-sensing duration TD, Ptrans is the transmission
probability within a single channel, and Ir and It are the current consumptions of CR radio-
modules in receiving and transmitting modes respectively. Lastly, we define normalized
interference duration (ε) as the ratio of the collision duration to the inter-sensing duration,
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which is defined as,

ε =
TC

TD
(6.8)

A BCR-MAC may initiate transmission under two conditions: i) the channel is actually
busy but the sensing decision indicates an idle channel (miss-detection) with probability
(1−Pd), and ii) the channel is idle and the sensing decision correctly identifies this (not
false-alarm) with probability (1−Pf ). The probabilities (1−Pd) and Pf denote the sensing
uncertainties. Then, the transmission probability (Ptrans) can be expressed as,

Ptrans = P(H1)(1−Pd)+P(H0)(1−Pf ) (6.9)

Let Tbc and Tic denote the average collision durations within the inter-sensing duration TD,
for the above mentioned two cases respectively. The expected collision TC can be expressed
as,

TC = P(H1)(1−Pd)Tbc +P(H0)(1−Pf )Tic (6.10)

The average non-effective communication durations Tbc and Tic were presented in Section
4.2.3 as,

Tbc = 1/λ

(
1− e−λ TD

)
(6.11)

Tic = TD −1/µ
(
1− e−µ TD

)
(6.12)

Equations (6.11) and (6.12) are derived considering different underlying interfering cases
between BCR-MAC and PU for the given inter-sensing duration TD.

6.6.1 CR Energy-Efficiency Maximization Problem

We formulate the energy-efficiency maximization problem for transmission over a single CR
channel as follows:

P1 : max
TD

η (TD) (6.13)

s.t. ε (TD)≤ Γ (6.14)

TD ≥ 0 (6.15)

Where, Γ in constraint (6.14) is a predefined normalized interference duration threshold to
protect the PU communication. The false-alarm probability Pf in P1 is equal to the constraint
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κ used for deriving sensing samples in (6.3). While, the detection probability Pd depends on
the detected PU SNR at the BodyCog-BNC γPU .

The objective function in (6.13) is concave in nature. The proof of concavity is provided
in B.1. Therefore, problem P1 can be solved to obtain the global optimum solution (T ∗

D)

using classical optimization techniques satisfying the Karush Kuhn Tucker (KKT) conditions.
Lemma 1: (KKT Conditions): For optimum solution T ∗

D of Problem P1 there exists a
unique Lagrangian multiplier λ ∗

1 such that,

∂η (T ∗
D)

∂TD
+λ

∗
1

∂ε (T ∗
D)

∂TD
= 0 (6.16)

λ
∗
1 [ε (T

∗
D)−Γ] = 0 (6.17)

ε (T ∗
D)−Γ ≤ 0 (6.18)

λ
∗
1 ≤ 0 (6.19)

Equations (6.16)-(6.19) respectively are the optimality, complementary slackness, fea-
sibility and non-negativity KKT conditions [212] obtained from P1. For the proposed
computationally efficient solution, the optimization problem is solved by iterating through
the various possible combinations of λ ∗

1 in (6.19) and then finding T ∗
D that satisfies conditions

(6.16)-(6.18). The aforementioned KKT conditions motivate the following Inter-Sensing
Time Optimization (ISTO) algorithm.

6.6.2 Inter-Sensing Time Optimization (ISTO) Algorithm

The ISTO algorithm implemented by BCR-MAC operates following the pseudocode given
in Algorithm 6.1. After initialization of PU timing parameters ton and to f f , and obtaining
the average PU SNR, ISTO algorithm tries to find the optimal solution by setting constraint
(6.14) inactive (‘Case 1’ of Algorithm 6.1) and then solving (6.16) through Newton-Raphson
(NR) technique [213] (lines: 2 and 3 of Algorithm 6.1). NR method is a numerical technique
to iteratively solve equations until a convergence is reached. If the resulting solution TD,1

satisfies the feasibility conditions and constraint (6.15) then we get the optimal solution. Note
that an inherent advantage of Problem P1 is that (6.14) and (6.15) form two boundaries of the
solution. This is certainly a desirable characteristic and means that if TD,1 is not the optimum
solution, then the same, if exits, will lie on the boundary of (6.14) (line: 7 of Algorithm
6.1) and must lie within the boundary (6.15). So, if TD,1 is not the optimum solution, the
algorithm tries the final step of activating constraint (6.14) (‘Case 2’ of Algorithm 6.1)
to obtain solution TD,2. If TD,2 does not satisfy the feasibility conditions and constraint
(6.15) then there is no solution and the BCR-MAC needs a new channel. Consequently, the
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BCR-MAC invokes the NO_SOLN event (see Transition 4.1 in Figure 6.14). A no solution
essentially means the allocated PU channel is not “good” for CR backhaul communication.

Algorithm 6.1 Inter-Sensing Time Optimization (ISTO) Algorithm
1: Initialization: Initialize ton and to f f , obtain γPU
2: Case 1: Let λ ∗

1 = 0
3: Solve (6.16) by Newton-Raphson (NR) method to obtain TD,1
4: if ε (TD,1)< Γ and TD,1 > 0 then
5: Optimal solution T ∗

D = TD,1
6: else if ε (TD,1)≥ Γ then
7: Case 2: Let λ ∗

1 < 0
8: From (6.17), solving ε (TD,2) = Γ by NR method we get TD,2
9: Solve (6.16) to obtain λ ∗

1
10: if λ ∗

1 < 0 and TD,2 > 0 then
11: Optimal solution T ∗

D = TD,2
12: else
13: No Solution
14: end if
15: end if

6.7 Analytical Derivation of Performance Metrics

In this section, we obtain the closed form expressions of the primary performance metrics for
backhaul transmission of BodyCog-BNC, viz. average energy consumption, cost-efficiency,
CR utilization probability and speed of spectrum agility. The symbols appearing in the
analysis are summarized in Table 6.1.

6.7.1 Average Energy Consumption (Eavg)

Energy consumption is one of the most important parameters that helps in estimating the
period for which the rechargeable batteries of Body-BNC will last. For NRT backhaul
communication, we consider that the BodCog-BNC has Dbits of data (in bits) to transmit.
The data is generated from the WBAN and thereafter compressed by the BME. We now
compute the average energy consumed towards transmission of the Dbits data.
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Table 6.1 Symbols used

Symbol Description Symbol Description
ton, to f f Average PU activity ON and OFF pe-

riod
ξS Energy used in single channel sensing

λth Energy detection threshold ξt,ctrl Energy used in control channel trans-
mission

NS No. of samples received for PU detec-
tion

ξr,ctrl Energy used in control channel recep-
tion

N0 Noise power ξi,ctrl Energy used in waiting over control
channel

Pd ,Pf PU detection and false-alarm probabil-
ity

ξWAN Energy used in licensed WAN transmis-
sion

γPU Detected PU SNR at SU/BNC tctrl Time taken in control channel transmis-
sion

γPU,min Receiver sensitivity tISTO, j Time taken in ISTO over jth PU channel
TS,TD Sensing and Inter-sensing duration tWAN Time taken in licensed WAN transmis-

sion
R Control message re-transmission limit ber Bit error rate of control channel
B Successive channel busy before handoff ηctrl Successful control message transmis-

sion probability
H Successive handoffs before spectrum

agility
ηctrl,p Successful control message exchange

probability
η Energy-efficiency of CR transmission Ps,ctrl Successful control message exchange

probability
T Normalized throughput-time in a CR

frame
Pus,ctrl Unsuccessful control message exchange

probability
It , Ir, Ii Current consumed during transmission,

reception and ISTO or waiting for a
frame

Es,ctrl ,
Eus,ctrl

Average energy consumed in success-
ful and unsuccessful control message
exchange

VS Supply voltage of radio modules Ts,ctrl Successful control message exchange
time

E Normalized energy consumed in a CR
frame

Tus,ctrl Unsuccessful control message exchange
time

Ptrans Transmission probability over a PU
channel

Eavg Avg. energy consumed by BodyCog-
BNC

ε Normalized PU interference duration Pswitch CR to WAN switching probability
Γ Normalized PU interference threshold Tswitch CR to WAN switching time
TC Avg. collision duration within TD CE Cost-efficiency of BodyCog-BNC
Dbits Size of transmitted data Cconv Cost of using only conventional li-

censed WAN
Hbits Size of header of CR frames CBodyCog Cost of using BodyCog-BNC (i.e.

CR+WAN)
ξt, j Energy used in jth PU channel transmis-

sion
cenergy Cost of electricity

ξdis, j Energy used in jth PU channel discon-
nection

cdat Cost of data transfer over licensed WAN

ξISTO, j Energy used in ISTO over jth PU chan-
nel

ζ Coefficient indicating the CR cost
regime
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Let ξs, ξt, j, ξdis, j and ξISTO, j respectively denote the energy consumption of BodyCog-
BNC for a single sensing, transmission, disconnection procedure and execution of ISTO
algorithm over the jth assigned PU channel. Further, let ξt,ctrl , ξr,ctrl and ξi,ctrl respectively
denote the energy consumed while transmitting, receiving and waiting for a control message
of size Hbits over the control channel. Hbits is also the size of the header of CR frames
appended by BCR-MAC. Lastly, let ξWAN denotes the energy consumption for transmission
over the licensed WAN. These energy consumptions can be obtained as,

ξs = Ir Vs TS (6.20)

ξt, j =
ECR, j

TCR, j
(Dbits +Hbits) (6.21)

ξdis, j =
ECR, j

TCR, j

(
1+

Ir

It

)
Hbits (6.22)

ξISTO, j = IiVs tISTO, j (6.23)

ξt,ctrl = It Vs tctrl (6.24)

ξr,ctrl = Ir Vs tctrl (6.25)

ξi,ctrl = IiVs tctrl (6.26)

ξWAN = It Vs tWAN (6.27)

where Ir, It and Ii are respectively the currents consumed by radio modules towards reception,
transmission and when either executing ISTO algorithm or waiting for reception of a message.
Vs represents the supply voltage of radio modules. In this regard, we assume that both the
CR and WAN interfaces are developed using identical radio boards with similar current
consumptions. Further, TS denotes the spectrum sensing time. tISTO, j is the time taken to
perform ISTO for jth assigned PU channel. tctrl and tWAN respectively denote the times taken
for transmission of control message over the control channel and data over the licensed WAN
respectively, and are given as,

tctrl =
Hbits

Cctrl
(6.28)

tWAN =
Dbits

CWAN
(6.29)

Cctrl and CWAN are the capacity of the CRN control channel and licensed WAN channel
respectively and can be obtained using (6.32).
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ECR, j and TCR, j in (6.21) respectively represent the energy consumed per CR frame for
transmission and the number of bits successfully transmitted per CR frame over PU channel
j, and can be obtained as,

ECR, j = TD, j ItVs (6.30)

TCR, j =
(
TD, j −TC, j

)
CCR, j (6.31)

where TC, j is the average collision duration obtained using (6.10) and TD, j is the optimal
inter-sensing duration obtained from ISTO algorithm for jth assigned PU channel. CCR, j

is the capacity of jth PU channel between BodyCog-BNC and CBS and is obtained using
(6.32).

The capacity (Cx) of a channel ‘x’ depends on its bandwidth (Wx) and signal-to-noise
ratio (SNRx) and can be calculated by Shannon’s formula as follows,

Cx =Wx log2 (1+SNRx) (6.32)

Equation (6.32) provides the capacity of the channels, with ‘x’ replaced by ‘ctrl’ for CRN
control channel as in (6.28), ‘WAN’ for licensed WAN as in (6.29), and ‘CR, j’ for the jth

assigned PU channel between BodyCog-BNC and CBS as in (6.30)-(6.31).

6.7.1.1 Energy consumption in control channel

We consider that the control channel of CRN is non-ideal in nature with Gaussian white
noise. Then the Bit Error Rate (BER) (ber) can be given as [71],

ber = Q
(√

SNRctrl

)
(6.33)

where Q(·) denotes the Q-function.
Therefore, the probability that a control message of size Hbits is transmitted without

getting corrupted by any errors can be denoted as, ηctrl = (1−ber)Hbits . We now evaluate
the average energy consumed for a successful and un-successful control message exchange.

A successful control message exchange comprises of a successful transmission of ‘re-
quest’ control message by BodyCog-BNC (e.g. CHAN_REQ) with probability ηctrl fol-
lowed by successful reception of the corresponding ‘response’ message from CBS (e.g.
CHAN_SUCS) with probability ηctrl . At a finer level of detail, the following scenarios may
arise:
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i) a ‘request’ message can be corrupted by noise; in that case there will be no ‘re-
sponse’ from the CBS. Subsequently, on non-reception of the ‘response’, BCR-MAC
will re-transmit the ‘request’ message;

ii) a successful ‘request’ message transmission may not be followed by the CBS success-
fully transmitting the corresponding ‘response’ message. This will again lead to the
BCR-MAC re-transmitting the ‘request’ message.

The above scenarios can reoccur until the maximum transmission limit R is exhausted by
BCR-MAC. Let i denotes the total number of ‘request’ message transmissions and j denotes
the total number of ‘response’ message transmissions for one particular scenario. Therefore,
there are (i− j) and ( j− 1) unsuccessful ‘request’ and ‘response’ message transmissions
respectively before one successful control message exchange. Based on the above scenarios,
and using (6.24)-(6.26) the average energy consumption of BodyCog-BNC towards successful
control message exchange (Es,ctrl) can be given as,

Es,ctrl =
R

∑
i=1

i

∑
j=1

{
iξt,ctrl + j ξr,ctrl +(i− j)ξi,ctrl

}
(1−ηctrl)

(i− j)+( j−1)
η

j+1
ctrl (6.34)

A control message exchange is un-successful if despite the BCR-MAC transmitting the
‘request’ control message R number of times, it did not successfully receive a ‘response’ from
CBS. Extending the above analysis, the average energy consumption of BodyCog-BNC
(Eus,ctrl) towards an un-successful control message exchange can be given as,

Eus,ctrl =
R

∑
j=0

{
Rξt,ctrl + j ξr,ctrl +(R− j)ξi,ctrl

}
(1−ηctrl)

(R− j)+( j)
η

j
ctrl (6.35)

6.7.1.2 Scenario specific average energy consumptions (E1,E2,E3)

We assume that the NRT data of size Dbits can transmitted within a single CR frame. The
BCR-MAC FSM (in Figure 6.14) shows that a handoff is performed when a channel is
sensed busy for B successive times. Further, in the event of H consecutive handoffs, the
BCR-MAC performs spectrum agility, thereby allowing BME to switch to licensed WAN.
For simplification of analysis, we consider that the ISTO algorithm provides an optimum
solution for the channels provided by CBS. This is reasonable as the CBS has an approximate
knowledge of PU activity from white-space database and PU SNR in the channel with the
receiver sensitivity set sufficiently low. Based on this and the energy consumptions derived
earlier, we present the average energy consumption analysis. To this end, we first consider
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the simple case with B = 2 and H = 2 and then generalize the expression of the average
energy consumption.

For B = 2 and H = 2 the average energy consumption analysis can be treated under three
scenarios:

1. Successful transmission over the first assigned channel denoted as Ch-1 ( j = 1).
2. Successful transmission over the second channel denoted as Ch-2 ( j = 2) assigned

after handoff from the first channel Ch-1.
3. Successful transmission using licensed WAN after switching (spectrum agility) from

the CR interface.

Scenario 1 (S1): Successful transmission over the first-assigned channel (Ch-1) Con-
sider the case when the frame transmission is successful using the first successfully assigned
channel. The probability that a channel is successfully assigned is equal to the probabil-
ity (Ps,ctrl) that the CHAN_REQ and CHAN_SUCS control message pair is successfully
transmitted over the control channel. Therefore, Ps,ctrl can be obtained as,

Ps,ctrl = ηctrl,p

R

∑
i=1

(
1−ηctrl,p

)i−1 (6.36)

where, ηctrl,p = (1− ber)2Hbits is the successful transmission probability of one ‘request-
response ’ pair between BCR-MAC and CBS. In this regard, the average time (Ts,ctrl) taken
for successfully transmitting the control message pair can be calculated using (6.28) as,

Ts,ctrl = ηctrl,p

R

∑
i=1

2i× tctrl
(
1−ηctrl,p

)i−1 (6.37)

After the BCR-MAC successfully obtains a channel from CBS, the following scenarios
may arise,

1. Ch-1 is sensed to be idle in the first sensing instant with probability PS1,1 = Ptrans,1

obtained using (6.9).
2. Ch-1 is sensed to be busy in the first sensing instant but idle in the second sensing

instant with probability PS1,2 = Ptrans,1 (1−Ptrans,1).

Therefore, the average energy consumption (E1) under this scenario S1 can be obtained
for j = 1 as,

E1 =PS1,1[Ps,ctrl(ξs +ξt,1 +ξdis,1 +ξISTO,1)+Es,ctrl]

+PS1,2[Ps,ctrl(2ξs +ξt,1 +ξdis,1 +ξISTO,1)+Es,ctrl]
(6.38)
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The Es,ctrl term in (6.38) is the average energy consumption of BodyCog-BNC towards
successful CHAN_REQ and CHAN_SUCS control message exchange.

Scenario 2 (S2): Successful transmission over the second channel (Ch-2) assigned after
handoff from Ch-1 Consider the case when the successfully allocated channel Ch-1 is
sensed busy two consecutive times, then the BCR-MAC performs handoff with probability
Ph given as,

Ph = Ps,ctrl(1−Ptrans,1)
2 (6.39)

Thereafter, the BCR-MAC successfully acquires a second channel Ch-2 with probability
Ps,ctrl from CBS and completes a successful transmission. Similar to scenario S1, two events
may arise,

1. Ch-2 is sensed to be idle in the first sensing instant with probability PS2,1 = Ptrans,2.
2. Ch-2 is sensed to be busy in the first sensing instant but idle in the second sensing

instant with probability PS2,2 = Ptrans,2 (1−Ptrans,2).

Therefore, the average energy consumption (E2) under scenario S2 can be obtained for
j = 2 as,

E2 =Ph
[
PS2,1

{
Ps,ctrl

(
3ξs +ξt,2 +ξISTO,1 +ξISTO,2 +Es,ctrl +ξdis,2

)
+Es,ctrl

}
+PS2,2

{
Ps,ctrl

(
4ξs +ξt,2 +ξISTO,1 +ξISTO,2 +Es,ctrl +ξdis,2

)
+Es,ctrl

}] (6.40)

Scenario 3 (S3): Successful transmission using licensed WAN after switching (spec-
trum agility) from the CR interface Consider the case when the BCR-MAC performs
spectrum agility and allows BME to switch to WAN interface. This can occur under the
following scenarios:

1. Un-successful control message exchange for the first channel request with probability
Pus,ctrl given as,

Pus,ctrl =
(
1−ηctrl,p

)R (6.41)

The average time (Tus,ctrl) taken in an un-successful control message exchange can be
calculated as,

Tus,ctrl = 2R×Pus,ctrl × tctrl (6.42)

2. Un-successful control message exchange for the second channel request during handoff
with probability Ph Pus,ctrl .
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3. Consecutive occurrence of two (H = 2) handoff events, leading to spectrum agility
with probability Pa given as,

Pa = Ps,ctrl Ph (1−Ptrans,2)
2 (6.43)

Therefore, the average energy consumption (E3) under scenario S3 can be obtained as,

E3 =(Eus,ctrl +Pus,ctrlξWAN)

+Ph
(
Eus,ctrl +Pus,ctrl(2ξs +ξISTO,1 +Es,ctrl +ξWAN)

)
+Pa(4ξs +ξISTO,1 +ξISTO,2 +2Es,ctrl +ξWAN)

(6.44)

It must be noted that there is no formal disconnection done by BCR-MAC in case of
spectrum agility.

Finally, the average energy consumed (Ea) by BodyCog-BNC for B = 2 and H = 2 for
the successful transfer of data can be obtained by combining (6.38), (6.40) and (6.44) as,

Ea = E1 +E2 +E3 (6.45)

Leveraging on the analysis presented for the above case of B = 2 and H = 2, we can
obtain the generalized expression of average energy consumed (Eavg) by BodyCog-BNC for
backhaul communication as given by (6.46) which enables a system designer to obtain the
value of Eavg for any values of R, B and H during design process.

Eavg =
H

∑
i=1




i−1

∏
l=1
i̸=1

(1−Ptrans,l)
B

(Ps,ctrl)
i−1

B

∑
j=1

[
Ptrans,i(1−Ptrans,i)

j−1

{
Ps,ctrl

(
((i−1)B+ j)ξs +ξt,i +

i

∑
k=1

EISTO,k +(i−1)Es,ctrl +ξdis,i

)
+Es,ctrl

}]]

+
H

∑
i=1




i−1

∏
l=1
i ̸=1

(1−Ptrans,l)
B

(Ps,ctrl)
i−1

Pus,ctrl

(i−1)B×ξs +
i−1

∑
k=1
i̸=1

EISTO,k +(i−1)Es,ctrl +ξWAN




+Eus,ctrl

]
+

[
(Ps,ctrl)

H
H

∏
i=1

(1−Ptrans,i)
B

(
H ×B×ξs +

H

∑
k=1

EISTO,k +H ×Es,ctrl +ξWAN

)]
(6.46)

Equation (6.46) comprises of three addends where: the first term represents the average
energy consumed towards successful transmission over CR backhaul, the second term
calculates the average energy consumption for transmission using licensed WAN after
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unsuccessful control message exchange, and the last term represents the average energy
consumed for transmission using licensed WAN after H successive handoffs.

6.7.2 CR to WAN Switching Probability (Pswitch)

Switching probability Pswitch is defined as the average probability of switching from CR
interface to WAN, i.e. probability of performing spectrum agility. A lower value of switching
probability indicates more utilization of the backhaul CRN and lesser switching to the WAN
interface. Extending our discussion of sub-section 6.5.3, we can obtain switching probability
from the second and third terms of (6.46) as,

Pswitch =
H

∑
i=1




i−1

∏
l=1
i ̸=1

(
1−Ptrans,l

)B

(Ps,ctrl
)i−1Pus,ctrl

+[(Ps,ctrl
)H

H

∏
i=1

(1−Ptrans,i)
B

]

(6.47)

6.7.3 CR to WAN Switching Time (Tswitch)

Switching time Tswitch is defined as the average time taken for switching from CR interface to
WAN to complete transmission. The expression for Tswitch can be obtained from the second
and third terms of (6.46) and is given in (6.48). The last term in (6.48) denotes the time taken
in exchange of cross-layer messages of size Dcrosslayer between BME and BCR-MAC over
the BME_CTRL SAP. The speed of message transfer across BME_CTRL SAP is denoted by
RBME_CT RL. The time taken for cross-layer message transfer is much smaller in comparison
to the other terms and thus was omitted in energy calculations in (6.46).

Tswitch =
H

∑
i=1




i−1

∏
l=1
i ̸=1

(
1−Ptrans,l

)B

(Ps,ctrl
)i−1

Pus,ctrl

(i−1)B×TS +
i−1

∑
k=1
i̸=1

(
(B−1)×TD,k + tISTO,k

)
+(i−1)Ts,ctrl


+Tus,ctrl


+

[(
Ps,ctrl

)H
H

∏
i=1

(1−Ptrans,i)
B

(
H ×B×TS +

H

∑
k=1

(
(B−1)×TD,k + tISTO,k

)
+H ×Ts,ctrl

)]
+3×

Dcrosslayer

RBME_CT RL

(6.48)



240 A Cognitive Radio enabled Intelligent WBAN Gateway

6.7.4 Cost-Efficiency

Cost-efficiency (CE) of BodyCog-BNC is defined as the percentage improvement in cost
(CBodyCog) incurred to the user towards NRT backhaul data transmission by using BodyCog-
BNC as compared to the cost of using only the conventional licensed WAN technology
(Cconv). Mathematically, CE can be represented as,

CE =
Cconv −CBodyCog

Cconv
×100% (6.49)

where, Cconv can be obtained as,

Cconv = cenergy ξWAN + cdat Dbits (6.50)

The first term in (6.50) represents the average cost of electricity consumed for recharging
the battery of a BNC to replenish its energy consumed (in J) for transferring Dbits of data
employing only conventional WAN technology. cenergy is the cost of electricity per unit Joule
of energy consumed and ξWAN is obtained using (6.27). The second term of (6.50) denotes
the cost of transferring data over a spectrum as charged by licensed WAN operators. cdat

represents the cost of using licensed WAN spectrum per bit of data transmitted and is set by
operators after negotiating with the spectrum owner [214].

Similarly, CBodyCog in (6.49) can be obtained as,

CBodyCog = cenergy Eavg +[Pswitch +(1−Pswitch)ζ ]cdat Dbits (6.51)

Where, Eavg is obtained using (6.46). 0 < ζ < 1 is the ratio of the cost of accessing the
spectrum in an opportunistic manner using cognitive radio technology to the cost of leas-
ing/purchasing the spectrum [214]. It is widely accepted that the cost of opportunistically
accessing the spectrum is lower than the cost of leasing/purchasing a spectrum [214]. Values
of ζ close to 0 indicate that the cost of CR access is small compared to spectrum leas-
ing/purchasing. We call it low CR cost regime. Whereas, for values of ζ close to 1 we term it
as high CR cost regime. Therefore, the cost-efficiency metric provides a unique metric that
takes into account the extra energy utilized by BodyCog-BNC towards CR communication
as compared to licensed WAN and presents the net gain in payoff for the users.
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6.8 Performance Analysis

At first, we analyze the BodyCog-BNC to study the performance of ISTO algorithm in
determining the optimal inter-sensing duration for a PU channel so as to maximize its
energy-efficiency. Next, we evaluate the performance of the BodyCog-BNC backhaul
communication in terms of average energy consumption, switching probability, switching
time and cost-efficiency. We also compare and contrast the variations in these metrics
against different possible operating conditions namely PU activity, detected PU SNR, control
channel conditions, NRT data transferred and the CR cost regimes. Finally, we also show
the superiority in performance of BodyCog-BNC in terms of cost-efficiency as compared
to conventional licensed WAN technology. In this regard, the simulations are performed
in MATLAB [215] for solving the optimization problem P1 and to obtain the performance
metrics.

6.8.1 Simulation Settings

In our simulations, the PU spectrum is divided into PU channels each of bandwidth W =

5MHz. The control channel also has a bandwidth of W = 5MHz. The PU activity of the
channels follow an exponential ON-OFF distribution with mean duty-cycle ton + to f f = 3s
[100]. The SNR of a data link between BodyCog-BNC and CBS follow an exponential
process with mean SNR = 10dB [105]. The SNR of the control channel also follows similar
process with mean SNRs 10.5dB and 13.6dB for analysis under different BER conditions
of 10−4 and 10−6 respectively (as per (6.33)). Further, for modeling the data transmission
by BodyCog-BNC, we consider healthcare data generated from a WBAN. The sampling
frequencies of various physiological signals, are given in Table 6.2 [108]. Table 6.2 also
provides the corresponding data bits (Dbits) generated after three times compression of a 2s
captured signal. Out of this, in this chapter, we show the results of performance analysis for
the first three data streams (DS).

We utilize the Wireless Open-Access Research Platform (WARP) [166] radio boards to
model the transceivers of CR and WAN interfaces. For obtaining their power consumption
profile, readings were taken using an external ammeter connected in series with the WARP
node’s 12V power supply. The results revealed that, the node draws It = 1.4A, Ir = 1.35A
and Ii = 1.3A current respectively in transmit, receive modes and when the WARP board
processes ISTO algorithm or waits for reception of an acknowledgment.

To obtain the sensing time, we draw on the assumptions presented in [172], where the
optimal sensing time has been evaluated for Pd = χ = 0.9, receiver sensitivity γPU,min =

−20dB, and Pf = κ = 0.1. Therefore, using (6.3) we obtain NS = 131072. The WARP board
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Table 6.2 Healthcare signal frequencies and data size

Data Stream (DS) Signal
Frequency (Hz)

Data Size for
2s signal (bits)

Compressed
Data Size (Di bits)

1. Body Temperature 0.1 32 32
2. ECG 200 12800 4224
3. EMG 500 32000 10560
4. Respiratory Rate 10 640 212
5. Blood Pressure 50 3200 1056
6. EEG 60 3840 1268
7. Galvanic Skin Resistance 20 1280 422

is equipped with a 40MHz ADC with a buffer size of 214. Generally, WARP avoids the
first 1000 received samples. Using this and after some calculations, we obtain the sensing
time TS = 3ms. Further, in our analysis, we consider the normalized interference threshold
Γ = 0.06 for ISTO algorithm.

For designing the BCR-MAC, we consider the maximum number of re-transmissions for
control message exchange i.e. R = 3, the maximum number of successive busy observations
before a spectral handoff is executed i.e. B = 2 and the maximum number of successive
handoffs before invoking spectrum agility to licensed WAN i.e. H = 2.

Lastly, in our simulations, for performing the cost-efficiency analysis we consider the
current electricity and 3G data transfer costs prevailing in India, which is a developing nation.
We set the cost of electricity as | 4.89/kWh, i.e. cenergy = |1.358× 10−6 /J [216] and the
basic cost of data transfer as | 0.04 per 10kB data [217], i.e. cdat = |4×10−6/bit.

6.8.2 Analysis of ISTO Performance

The objective of ISTO algorithm is to obtain the maximum energy-efficiency for backhaul
CR transmission by selecting the optimum inter-sensing time (T ∗

D). In this regard, the
performance of ISTO algorithm depends on the PU activity and the sensing uncertainty
denoted by the miss-detection probability (1−Pd) which in turn depends on the detected PU
SNRs (γPU) . Accordingly, in Figure 6.17 we observe the variation of energy-efficiency (η)
and normalized interference duration (ε) with TD for different PU activities at detected PU
SNRs -20dB and -19dB. Figures 6.17a and 6.17b show that the energy-efficiency is initially
increasing and later decreasing with increased inter-sensing duration. Shorter TD leads to less
throughput and more energy consumed towards sensing, whereas a higher TD corresponds to
higher probability of return of PU during transmission by BodyCog-BNC within a detected
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white-space, which leads to increase in interference to PU. The later effect is further evident
from Figures 6.17c and 6.17d.

(a) Energy-efficiency for γPU =−20dB (b) Energy-efficiency for γPU =−19dB

(c) Normalized interference duration for
γPU =−20dB

(d) Normalized interference duration for
γPU =−19dB

Fig. 6.17 Variation of energy-efficiency and normalized interference duration with TD for
different PU activities.

Not withstanding the varied PU activity and detected PU SNR conditions, the ISTO
algorithm accurately computes the optimal inter-sensing duration (T ∗

D) for which the energy-
efficiency is maximum which is evident from the ‘red circles’ in Figures 6.17a and 6.17b. In
general, for a given detected PU SNR, the optimum inter-sensing duration increases with
increase in PU activity. As a consequence, the inference at optimal points also increases
with PU activity (Figures 6.17c and 6.17d). However, in order to comply with the pre-
specified interference threshold Γ of the PUs, whenever ‘Case 1’ of ISTO algorithm gives an
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inter-sensing duration for which constraint C1 (6.14) is not satisfied, the algorithm tries to
find the solution on the boundary of C1. For example, in Figures 6.17a and 6.17c i.e. for
γPU =−20dB, when the PU activity is as high as 40% and 50%, the optimal solution is on
the boundary of constraint (6.14), for which the normalized interference is equal to Γ. Finally,
a closer look at Figure 6.17 shows that for the same TD and PU activity, higher PU SNRs (i.e.
better detection probability) lead to better energy-efficiency and lesser interference.

The ISTO algorithm also helps BCR-MAC to identify any un-usuable channel that is
allocated to it by the CBS. To study this, we vary the PU activities and detected PU SNRs
of a PU channel to observe its impact on the outcome of the ISTO algorithm in terms of
energy-efficiency and normalized interference duration. Similar to Figure 6.17, in Figures
6.18a and 6.18b we observe that at T ∗

D the energy-efficiency decreases and collision increases
with decrease in PU SNR and increase in PU activity. However, more importantly, ISTO
algorithm declares the channels which fail to provide a solution as un-usable. In Figure
6.18, all such points which do not have a graph signifies that ISTO algorithm provided a
no-solution under those conditions. In such scenarios, BCR-MAC after control message
exchange with CBS switches to another channel or may perform spectral agility (see Section
6.5).

(a) (b)

Fig. 6.18 Variation of (a) energy-efficiency, and (b)normalized interference duration at T ∗
D

with detected PU SNR for different PU activities.

Finally, to observe the practicality of ISTO algorithm in real CR environment we im-
plement it on 20MHz Microblaze processor of WARP v3 board. The efficiency of ISTO
algorithm is determined through the time taken by the Newton Raphson (NR) techniques used
for execution of its various steps, namely solving either ‘Case 1’ or ‘Case 2’ (see Algorithm
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6.1). Keeping the detected PU SNR fixed at γPU = −20dB, it is seen that for PU activity
less than 40%, ISTO algorithm takes 2.95ms for its entire operation. Whereas for higher PU
activity the total time increases to 4.95ms. This is because for a PU activity greater than 40%,
‘Case 1’ of ISTO fails to reach a solution that satisfies the feasibility conditions and thereafter
it moves to ‘Case 2’ leading to an increase in the time taken to provide the optimum solution.

6.8.3 Analysis of Average Energy Consumption

It is envisioned that by exploiting the opportunistic backhaul CR transmission, the BodyCog-
BNC besides providing a solution to the spectrum scarcity problem will also facilitate
cost-efficient backhaul transmission. To validate this, we take a closer look at the total cost
incurred to a user (Section 6.7.4), which essentially comprises of two components: i) the
energy cost, and ii) data transfer cost. Table 6.3 summarizes these two components when data
streams DS-1, DS-2 and DS-3 are transferred employing the conventional licensed WAN
technology and BodyCog-BNC. For BodyCog-BNC, we consider the worst case conditions,
i.e. the first assigned PU channel has high PU activity of 50% and a low detected PU SNR of
-20dB, a control channel SNR of -10.5dB which provides a bit-error rate of 10−4, and a high
CR cost regime. The PU activity and PU SNR of the second channel assigned after a handoff
is uniformly distributed between 10% to 50% and -20dB to -17dB respectively. From Table
6.3, it is observed that the energy cost for BodyCog-BNC is more as compared to licensed
WAN. This is to be expected as BodyCog-BNC performs additional cognitive actions leading
to more energy consumption. However, the gain in cost saving for BodyCog-BNC in terms
of data transfer cost is significantly higher as compared to its increased energy cost . This
ultimately leads to 18-19% cost-efficiency (CE). The primary reason behind this is the lower
cost of electricity as compared to the data transfer cost and the use of low cost CR backhaul.
Therefore, it can be stated that, from the point of view of user payoffs data transfer cost is of
greater concern than the energy cost, and BodyCog-BNC precisely addresses this concern as
clearly evident from Table 6.3. Lastly, it is to be noted that with increase in data size, the
energy consumed by BodyCog-BNC increases. However, the CE also increases because
more data can be transmitted for the energy consumed.

Table 6.3 Cost incurred by licensed WAN and BodyCog-BNC

DS Licensed WAN BodyCog-BNC (High CR Cost Regime ζ = 0.8)
Energy Cost Data Cost Cconv Energy Cost Data Cost CBodyCog CE %

DS-1 4.22×10−11 1.28×10−4 1.28×10−4 2.44×10−7 1.04×10−4 1.04×10−4 18.8
DS-2 5.57×10−9 1.69×10−2 1.69×10−2 2.49×10−7 1.37×10−2 1.37×10−2 18.98
DS-3 1.39×10−8 4.22×10−2 4.22×10−2 2.58×10−7 3.42×10−2 3.42×10−2 18.99
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We now study the variation of the average energies consumed by BodyCog-BNC in Fig-
ure 6.19 under varied operating conditions. We consider DS-2 and vary the PU activity and
detected PU SNR of the first channel to observe its impact on the performance. Additionally,
we also observe the effect of variation in SNR of the non-ideal control channel at 10.5dB
and 13.6dB. From Figure 6.19, it is observed that as the PU activity increases, average
energy consumption becomes higher. This is caused by the fact that for high PU activity
the probability of encountering a busy channel increases, which means wastage of time and
energy in sensing a channel as busy and thereafter going through handoff and ultimately
switching to licensed WAN. We also observe that, in general, the average energy consumption
increases with increase in PU SNR. This variation can be explained from the perspective of
miss-detection probability. As the detected PU SNR increases, the miss-detection probability
decreases. This reduces the interference to PUs, however it also decreases the BNC transmis-
sion opportunities, leading to more energy consumed in sensing and handoffs. An exception
to this trend can be observed at -20dB PU SNR for 40% and 50% PU activities, which have
more energy consumptions than higher PU SNRs. This is because under these conditions
ISTO algorithm obtains an optimal solution by solving ‘Case 2’ which involves more time
as discussed in Section 6.8.2.

Fig. 6.19 Variation of average energy consumed by BodyCog-BNC for transferring DS-2
under different PU activities, PU SNRs (γPU) and control channel SNRs (SNRctrl).

The analysis presented above establishes the superior cost-efficiency of BodyCog-BNC
under worst case conditions. Moreover, for completeness, we also need to perform a detailed
evaluation of the CE under other operating conditions. However, prior to that, in the next
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sub-section we analyze the factors influencing CE, namely the switching probability and
switching time.

6.8.4 Analysis of Switching Probability and Switching Time

Figures 6.20a and 6.20b respectively show the variation of switching probability and switch-
ing time with respect to PU activity and detected PU SNR under varied control channel SNRs.
In Figure 6.20a, we can observe that for a given detected PU SNR the switching probability
increases with increase in PU activity of the first channel. Furthermore, for a fixed PU
activity, as PU SNR increases switching probability increases. Similarly, as control channel
SNR decreases the switching probability increases. The increase in switching probability
also explains similar increase in the average switching time as shown in Figure 6.20b. The
variations seen in Figure 6.20 can be explained following the arguments presented in the
analysis of average energy consumption. Notwithstanding the aforementioned variations,
it can be observed that the probability of switching to the licensed WAN even at high PU
activity, high PU SNR and low control channel SNR is less than 6%. In other words, more
that 94% of the time, the BodyCog-BNC uses the CRN for completing a successful backhaul
transmission.

(a) (b)

Fig. 6.20 Variation of (a) switching probability, and (b)switching time under different PU
activities, PU SNRs (γPU) and control channel SNRs (SNRctrl).

Lastly, a closer look at Figure 6.20b reveals that, even under worst case conditions the
average switching speed is less than 14ms. This is achieved by exploiting the cross-layer
message passing between BME and BCR-MAC. The BME session is established over a
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TCP-IP client-server framework, with the BME acting as a TCP client. Generally, a Wiznet
5100 TCP-IP stack [218] has a default time-out period of 200ms and a maximum re-try count
of 8, i.e. a TCP packet re-transmission will occur if there is no response from the remote
peer within 200ms, and the maximum number of such re-transmissions is 8. Thus, in the
absence of any cross-layer message passing between BME and BCR-MAC, it is only after
1.6s that the BME can ascertain the non-usability of CRN for backhaul communication, and
thereafter switch to licensed WAN. Therefore, as observed, the proposed cross-layer message
passing between BME and BCR-MAC helps the BodyCog-BNC achieve minimum 100%
improvement in the switching time.

6.8.5 Analysis of Cost-Efficiency

Drawing from the results of the preceding sub-section, we now perform a detailed evaluation
of the cost-efficiency (CE) of BodyCog-BNC in Figure 6.21. For this, we consider transmis-
sion of data stream DS-2 under different PU activities, PU SNRs and control channel SNRs.
We consider two separate CR cost regimes: a) low cost regime with ζ = 0.2, and b) high cost
regime with ζ = 0.8. From all the figures, it is observed that the BodyCog-BNC significantly
improves the CE of backhaul transmission. This variation in CE can be explained by studying
the changes in switching probability under different conditions as shown in Figure 6.20a.
Lower switching probability corresponds to lesser utilization of the licensed WAN, which
adds to the concerned cost-efficiency factor. The cost-efficiency results in Figure 6.21 prove
that the low cost alternative provided by the use of CR technology in the backhaul will be
lucrative to the users, more specifically in developing countries. CR technology aims to
opportunistically access licensed spectrum thereby significantly reducing the data transfer
costs. Furthermore, as observed previously in Table 6.3, with increase in data size the CE
increases slightly, because more data can be transmitted for the energy consumed in channel
sensing .

Lastly, by observing Figure 6.21a (low CR cost regime) and Figure 6.21b (high CR cost
regime), we remark that irrespective of the cost regime imposed by the backhaul CRN, the
BodyCog-BNC ensures significant cost-efficiency for the users. It should also be emphasized
that the payoff from the users adds to profit of the network operators which is a direct
consequence of the improved spectral efficiency achieved by the system leveraging on the
DSA provided by CR technology.
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(a) Low CR cost regime (b) High CR cost regime

Fig. 6.21 Variation of cost-efficiency of BodyCog-BNC for transferring DS-2 under different
PU activities, PU SNRs (γPU) and control channel SNRs (SNRctrl).

6.9 Proof of Concept with Prototype Design

In this section, a prototype implementation of the proposed BodyCog-BNC and BodyCog
architecture is described by means of a simple proof of concept of the design. It also validates
the working functionality of different units and the novelty aspects of our system. For this
design we leverage i) the WBAN BNC developed in Chapter 3, ii) the real-time CR terminal
created in Chapter 4 and iiii) our proposed cross-layer based design of BME and BCR-MAC.

Figure 6.22 shows the comprehensive BodyCog prototype implementation in hardware
which includes:

1. a sensor unit for ECG signal capture by AD8232 [152], which is an integrated signal
conditioning block, as shown in Figure 6.23a;

2. a classic WBAN unit to facilitate transfer of ECG samples over 433MHz band using
CC1101 transceivers [150], as shown in Figure 6.23a;

3. a BodyCog-BNC prototype as shown in Figure 6.23b, which is developed following
the design principle highlighted in Figure 6.3;

4. a CBS designed using a WARP v2 board that uses two radio daughter cards- one for
the control channel and the other for data transmission and reception;

5. For the CR system, we have selected the 2.4 GHz frequency band which has 12
channels of 20MHz bandwidth and have utilized 2 laptops with built in 100Mbps
IEEE 802.11a cards to emulate the incumbent PU transmitter and receiver pair with
exponential ON-OFF traffic.
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In the following, we briefly highlight the salient features of our developed BodyCog-BNC
prototype.

Fig. 6.22 Remote health monitoring system using BodyCog architecture and BodyCog-BNC.

(a) Sensor node prototype (b) BodyCog-BNC prototype

Fig. 6.23 Interconnected boards and devices realizing a) Sensor node, and b) BodyCog-BNC
prototype as envisioned in Figure 6.3.

6.9.1 BodyCog-BNC Prototype Design

With reference to the BNC design shown in Figure 6.3, the corresponding hardware compo-
nents for the developed prototype are as follows:
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i) WBAN Microcontroller Unit (MCU)- An 8bit 16MHz ATmega328P microcontroller
of an Arduino Uno board [151].

ii) WBAN Transceiver- A TI CC1101 wireless transceiver to generate 433MHz ISM
bands (BAND-1 of Figure 6.1) for sensor-BNC wireless connection. The wireless chips
CC1101 are selected in this work because of the following reasons: overall cost saving,
low-power consumption, small size, fast data transfer and less penetration loss at
433MHz ISM bands. This frequency range also allows high-level integration with radio
frequency IC (RFIC) technology leading to smaller size and lower power consumption.
In summary, higher frequencies cause severe penetration loss [219], whereas high
level integration is difficult at lower frequencies. Moreover, using CC1101 together
with the MCU gives the flexibility of designing user specific MAC protocols thereby
making implementation of IEEE 802.15.6 based WBAN MAC protocols feasible in
the future. CC1101 is interfaced with the MCU via Serial Peripheral Interface (SPI)
communication bus that comprises the WBAN_PHY SAP (Figure 6.3).

iii) BodyCog-BNC Microcontroller Unit (BCU)- An 8-bit 16MHz ATmega2560 micro-
controller unit, with upgraded 4-kB EEPROM and 8-kB RAM based on Arduino Mega
board [154]. The BCU is programmed to receive data from MCU of BodyCog-BNC
via the universal asynchronous transmitter/receiver (UART) communication bus (de-
noted UART-1) that comprises the APP SAP (Figure 6.3). Thereafter, BCU performs
Discrete Wavelet Transform (Section 3.10) based data compression.

iv) CR Embedded Processor and Transceiver- A WARP v3 board with 40MHz Mi-
croblaze [166] Embedded Processor (EP), that houses the BCR-MAC protocol, and
coordinates the CR communications over 2.4 GHz band (BAND-2 of Figure 6.1). BCU
performs cross-layer message passing with EP via UART bus (denoted UART-0) which
forms the BME_CTRL SAP (Figure 6.3). In addition, it transfers data to WARP via
Ethernet connected through an Ethernet Shield [220] that constitute the DATA SAP
(Figure 6.3).

v) Licensed WAN Interface- A GSM shield to connect to cellular network for switching
to GSM bands (GSM 850MHz/900MHz) (BAND-3 of Figure 6.1).

A BodyCog-BNC needs to be extremely portable like a mobile phone thereby enabling
patient mobility. All the components described above form a prototype for designing and
testing the proposed BodyCog-BNC. Similar to the GSM module that is already present in
mobile handsets, the WARP board can be envisioned as a CR module that may be featured in
the next generation mobile phones for accessing the PU channels. The MCU and BCU units
of BodyCog-BNC may be the additional features embedded for healthcare monitoring like
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the Apple Health Kit [221]. Fabricating the BodyCog-BNC into a small form-factor based
on this prototype design is an open research problem.

6.9.2 Operation of the Prototype

We demonstrate the feasibility of just one of the several possible use-case scenarios where
the proposed BodyCog-BNC could find adoption. As an example, in the prototype BodyCog
implementation, the AD8232 chip connected to the WBAN sensor board is exploited to
periodically monitor the ECG signals for 2s. These periodic data could give physicians an
extensive record to better diagnose the patient condition. With suitable programming and use
of other sensors, this design can be extended for monitoring of other physiological signals
with addition of emergency alert from user end or at the remote server.

When an incoming ECG signal event is detected by the MCU of BodyCog-BNC, it
forwards the samples to the BCU. Once 400 ECG samples are ready, they are compressed by
DWT technique using Bi-orthogonal 4.4 wavelet filter and the first 132 DWT coefficients
are packetized providing 67% data compression. The ATmega2560 BCU takes 97.06 ms to
executing the DWT based compression. We found Biorthogonal 4.4 filter (Section 3.11.3)
to provide the best results for DWT: “very good” signal reconstruction quality [155] with
the maximum amount of compression. Figure 6.24 is plotted to illustrate that the DWT data
compression produces acceptable signal after signal reconstruction at the remote server end.
Next, the BCU after cross-layer message passing with BCR-MAC communicates the data to
the CBS over a PU channel in the absence of the incumbent PUs.

(a) Original captured ECG signal (b) DWT coefficients (c) Reconstructed ECG signal

Fig. 6.24 (a) 2s ECG signal captured by AD8232 sensor, (b) DWT signal compressed using
Bior.4.4 filter, (c) Reconstructed signal from 1st 132 DWT coefficients.

For studying the BodyCog-BNC activities we use the following software:

i) CommTunnel [222]- It scans UART-0 to monitor the cross-layer message passing
between BCU (i.e. BME) and CR embedded processor (i.e. BCR-MAC).
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ii) Putty [173] – It monitors the internal activities of the BCR-MAC via USB-UART
interface of WARP. It helps in debugging the control message exchange with CBS,
ISTO algorithm, sensing-transmission cycle and the handoff mechanism.

The screenshots of Putty and CommTunnel in Figure 6.26 highlight the major functions
of the proposed BME and BCR-MAC during normal data transfer over the CR interface.
For this purpose, firstly through cross-layer message passing (indicated by green lines in
Figure 6.26) BME intimates BCR-MAC to initiate connection with the CBS. Thereafter,
through control message exchange over the control channel (channel 11 of the 2.4GHz band),
a CR channel 9 of 2.4 GHz band having 20% PU activity with a total ton + to f f duration of
3s is successfully obtained from CBS. Then an optimal inter-sensing duration of 168ms is
obtained by applying the ISTO algorithm for -20dB PU SNR and lastly the channel is sensed
to be idle. For implementing the energy detection mechanism in WARP, we employ our
designed ECR-MAC framework developed in Section 4.5.1, that incorporates our proposed
energy-efficient and resource-efficient PED method. In this regard, for energy detection,
the noise power is calculated as No = −123.3dB and the energy detection threshold as
λth =−71.8dB. In Figure 6.26b, we represent the total sensing time (TS) as NC = 100 units.
We determine the PU channel as busy if total energy accumulated within TS exceeds λth,
which is denoted in terms of BT = 11 units, where each unit represents -113.31 dB.

After a successful data transfer, the disconnection procedure is followed as per BCR-
MAC protocol. Furthermore, the data received at CBS is sent to the remote server though a
gateway router connected to the Internet. At the remote server, the RSAP performs inverse
DWT of the received samples to give the ECG signal shown in Figure 6.24c. The other
operating scenarios for the BodyCog-BNC are elaborated through a video demonstration 1.

Lastly, we demonstrate the efficiency of handoff procedure of the proposed BCR-MAC.
A handoff event can be identified in packet sniffers like Wireshark [223] when there is a
discontinuity in the packet arrivals at the receiver end. However, TCP communication used
in BodyCog is discontinuous in nature, and a handoff event could not be differentiated from
inter-packet arrivals. Therefore, a continuous User Datagram Protocol (UDP) communication
like video streaming is considered. For this purpose, we connect one computer (PC-A) to
WARP v3 running on BCR-MAC and another (PC-B) to WARP v2 board serving as CBS. In
the absence of PU system, a UDP based video transmission is started from PC-A to PC-B
and the packets are tracked at the receiving end with Wireshark. When a PU appears in the
channel, BCR-MAC detects the PU’s presence and a handoff event occurs as shown in Figure
6.25. More in detail, BCR-MAC requests the CBS for a new channel and upon getting a free
channel, the video transmission resumes.

1Video @ https://www.dropbox.com/s/eqa0rimo03uja4c/BodyCog_Demo.mp4?dl=0

https://www.dropbox.com/s/eqa0rimo03uja4c/BodyCog_Demo.mp4?dl=0


Fig. 6.26 Screenshots of (a) CommTunnel showing UART communication between BME (COM14) and WARP v3 (COM10), (b)
Putty scanning BCR-MAC via USB-UART (COM 10) of WARP v3, (c) Putty scanning BS via USB-UART (COM 5) of WARP v2.
Green lines indicate cross-layer interaction in BNC.
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(a) PU signal

(b) Received continuous signal at CBS

Fig. 6.25 Screenshots of Wireshark showing handoff performed by BCR-MAC illustrated
through continuous CR transmission.

6.10 Conclusion

In this chapter, we design and implement an intelligent WBAN gateway (controller) termed
as BoyCog-BNC that uses CR technology to guarantee spectral efficient, cost-efficient and
reliable NRT backhaul transmission of WBAN data. However, the inherent opportunistic
mode of communication using the CR interface implies that to ensure reliability there is
a need for devising ways to facilitate spectrum agility, i.e. switching to other backhaul
technologies in the event that the CRN lacks vacant or suitable PU channels. To facilitate this,
we introduce a modified protocol stack for the BNC comprising of our proposed cross-layer
based BodyCog-BNC Management Entity (BME) and BodyCog CR MAC (BCR-MAC)
units. We provide the complete design and implementation framework for the BME and
BCR-MAC. These units exploit interrupt based intelligent cross-layer message passing to
realize spectrum agility under varied scenarios, namely loss of control message between CBS
and BNC or lack of proper PU channels or occurrence of successive handoffs in multiple
PU channels. Further, to ensure maximum energy-efficiency for data transmission over
backhaul CRN, we also propose an ISTO algorithm for BCR-MAC that uses KKT conditions
to optimize the inter-sensing duration for a PU channel under sensing uncertainties while
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keeping the interference to PU with a pre-determined limit. In addition, the ISTO algorithm
also determines the suitability of a PU channel for communication.

To analyze the performance of BodyCog-BNC, we derive closed form mathematical
expressions for obtaining its average energy consumption, switching probability, switching
time and cost-efficiency in transmission. The closed form expressions of these metrics allow
their derivations as a function of different parameters namely PU activity, detected PU SNR,
control channel conditions, NRT data transferred and the CR cost regimes. This will enable
a system designer to suitably select these parameters for optimal performance. Finally,
it is concluded through analysis that the BodyCog-BNC efficiently uses the CR interface
more than 94% of the time for backhaul communication, achieving a significantly high
cost-efficiency as compared to conventional licensed WAN technologies. It is shown that
the high cost-efficiency is ensured for a wide range of healthcare data and under varied CR
cost regimes. Performance evaluations also highlight the superior enhancement in switching
speed in case of spectrum agility. The use of cross-layer message passing leads to a minimum
100% improvement in the switching time as compared to non cross-layer based approach.
Finally, we elaborate a developed hardware prototype of BodyCog-BNC and use it in a
test-bed setup to validate the ability of BodyCog-BNC in enabling NRT remote healthcare
monitoring.



Chapter 7

A Prediction and Scheduling Framework
in Centralized Cognitive Radio Network
for Energy-Efficient Non-Real Time
Communication

❝ Predicting the future isn’t magic, it’s artificial intelligence. ❞

-Dave Waters

Chapter 6 has already presented the novel idea of exploiting backhaul CRN to address
all the concerns faced by WBAN with respect to low cost backhaul communication and
also that faced by next generation networks in tackling the issue of spectrum crunch due to
increasing number of IoT services. However, in Chapter 6 we have shown the integration of
the BodyCog-BNC into a basic CRN as envisioned in IEEE 802.22 [46], where additional
protection to incumbent PU communication needs to ensured by SUs through spectrum sens-
ing. However, we now consider the alternate popular CRN policy where the Cognitive Base
Station (CBS) performs all necessary cognitive actions for PU channel access, thereby sim-
plifying the SU (BNC) design. Considering that the CBS has sufficient resources to execute
complex operations, this chapter proposes a centralized scheduling, sensing and enhanced
Hidden Markov Model (HMM) based prediction framework, termed CSSP, at the CBS to
facilitate highly energy-efficient Non-Real Time (NRT) data transfer as encountered in
WBAN based remote health monitoring.

To this end, we design and implement our proposed Hardware based HMM engine
(H2M2) at the CR PHY of CBS that reduces the prediction time significantly thereby



258 A Prediction and Scheduling Framework in CRN for Energy-Efficient NRT Communication

improving the system performance. Thereafter, through performance analysis we establish
that H2M2 reduces interference between SU and PU but at the cost of reduced throughput.
To address this, we introduce our devised Inter Sensing-Prediction Time Optimization
(ISPTO) algorithm that maximizes SU throughput under sensing uncertainties and PU
interference constraint. Following this, we formulate the problem of minimizing the total
battery consumption of all the NRT SUs in the CRN by allocating the appropriate predictable
channels to suitable users based on the operating conditions. For this purpose, we propose
Battery Consumption Minimizing Scheduler (BCMS) that solves the channel assignment
problem in polynomial time and also ensures fairness. Detailed performance analysis is
conducted to demonstrate the remarkable improvement in energy-efficiency due to use of
CSSP over high PU activity channels as compared to traditional sensing frameworks. Finally,
the practical utility of the system is established with respect to WBAN based remote health
monitoring by developing a prototype model of H2M2 in Field Programmable Gate Array
(FPGA) and using it in association with the CRN test-bed developed in Chapter 4 through
a hardware co-simulation environment that shows a suitable direction of use for future IoT
applications.

7.1 Introduction

Over the past few decades there has been a rapid increase in use of wireless communication
services. Industry analysts predict that by 2020 about 50 billion devices are supposed to be
connected to mobile networks worldwide which include devices/sensors sending information
between Machine-to-Machine(M2M), to servers, or to the cloud. This explosion of devices
connected to the Internet has been termed as the Internet of Things (IoT) [224]. This
increasing demand for wireless spectrum has led to spectral congestion. On the contrary,
studies by FCC have showed that the actual licensed spectrum remains unoccupied for
large periods of time termed as ‘white spaces’(for e.g., television broadcasting bands)
[225, 75, 46]. The need for addressing this spectrum scarcity issue while utilizing the
underutilized frequency slots led to the emergence of Cognitive Radio (CR) technology
[75, 10]. CR can be used by unlicensed users known as Secondary Users (SUs) to sense these
‘white spaces’and then share the spectrum with the licensed users termed as Primary Users
(PUs) without causing harmful interference to the PUs. Hence, CR improves the spectral
efficiency of the system. Thus, CR [75] is seen as a promising technology to tackle or at least
partly address, the above challenges in the upcoming 5G cellular networks [8].

Some of the most prominent M2M application areas include healthcare (wireless body
area network or WBAN, telemedicine, remote diagnosis, etc.), sensor networks (agriculture,
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industrial monitoring) and smart grids (grid control, industrial metering, demand response)
[226, 6]. These applications generate small amounts of data at regular intervals and send them
over a long distance backhaul link in a reliable manner. Communication in such applications
are in general delay tolerant or Non-Real Time (NRT), but demand high energy-efficiency
that can minimize battery consumption and thereby prolong the battery life of the sensors.

7.1.1 Cognitive Radio Backhaul: A Suitable Choice

Using CR technology for the last mile backhaul communication in NRT applications not
only addresses the spectrum scarcity problem but also enables low-cost data transfer [8, 227].
As the leased spectrum is fundamentally opportunistic, the cost of leasing the spectrum is
expected to be much lower than the cost of purchasing a licensed band [8]. This would make
IoT services like healthcare monitoring more affordable to public particularly in developing
nations, where the cost of data transfer is still high. Besides, CR technology is inherently
equipped to address the interference mitigation/reliability and energy-efficiency issues [75].
Therefore, a centralized Cognitive Radio Network (CRN) serving as a backhaul is an ideal
candidate for low cost reliable energy-efficient NRT communications. To the best of authors’
knowledge, only few attempts have been done to leverage the use of CRN specifically for
NRT applications. Therefore, in this chapter, we propose a centralized CRN framework in
order to ensure reliable energy-efficient communication for NRT SUs while coexisting with
other SUs, more specifically Real Time (RT) users. The proposed framework is shown to
outperform traditional CRN techniques like Base Station based Sensing (BSS) [228, 229, 91]
and Collaborative Spectrum Sensing (CSS) [230] in terms of better energy-efficiency and
interference mitigation capability.

7.1.2 Literature Survey and Motivation

In general, SUs rely on spectrum sensing [76] to opportunistically access PU channels.
However, presence of noise and sudden arrival of PU during an ongoing SU transmission
are common sources of collisions between SU and PU systems. Such collisions lead to
wastage of energy/battery for SUs. Minimization of such interference can thus guarantee
enhanced energy-efficiency as well as reliability in transmission. One possible way to
mitigate this interference is through exploitation of prediction techniques in CRN. Several
works such as [231–233] have employed Hidden Markov Model (HMM) [101] in CRN to
predict the immediate future. To this end, Park et. al. in [231] proposes to use HMM based
prediction in CRs to predict PU arrival based on the past channel sensing observations. The
proposed method calculates the probabilistic correlation between the current channel status
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and previous channel statuses using a Baum-Welch algorithm [234] in CR technology and
predicting the future channel status based on the calculated probabilistic correlation using a
forward algorithm [101]. This prediction information empowers the CR to take intelligent
decisions. In [232], a HMM scheme predicts the next symbol in a TDMA PU traffic scenario.
The presence of a Markov Chain for channel occupancy by PUs is further validated using
real-time measurements in [233], which then uses the results to validate the HMM based
modeling of CR based opportunistic PU channel access. However, the aforementioned
works are primarily focused towards the analysis of HMM in CRN and do not put forward a
framework for its implementation focused towards specific applications. In this regard, Akbar
et. al. in [87] presented a Markov-based Channel Prediction Algorithm (MCPA), which
allows the SUs to predict the arrival of PU using HMM based prediction and intelligently
leave the channel that it currently occupies (also known as handoff) before the start of PU
transmission. In [102], a method is proposed which uses HMM based prediction to reduce
the number handoffs for a SU, thereby improving their throughput. A closer look reveals that
when a PU returns to a channel the traffic intensity or PU channel activity increases [235].
Tumuluru et. al. in [235] and the performance analysis presented later in this chapter reports
that with increase in PU activity, the number of slots occurring with busy channel status also
increases resulting in more correlation in the PUs’ channel occupancy data, which leads to
the significantly better HMM prediction performance. The works in [87, 102] exploits this
feature to initiate SU handoff, where upon arrival of PU in the channel there is an increase in
the traffic intensity or PU channel activity. However, none of these works discuss the scope
of applying the prediction information towards energy-efficient SU data communication.

Having established the superior performance of HMM based prediction in CRN under
high PU activity, we look into the possibility of its exploitation towards energy-efficient SU
data transmission with regards to both RT and NRT applications. To the best of our knowledge,
none of the existing works in the literature report the use of HMM based prediction for
minimizing collisions between PU and SU, and thereby facilitate energy-efficient SU data
transmission in CRN. To this aim, we first consider a SU with RT application as a possible
candidate. As reported extensively in [236], a high PU activity channel is not suited for
sustaining RT communication over CRN. More in detail, a high PU activity channel due to
its longer PU transmission durations increases the SU frame delay and reduces throughput.
Such increased delay will not only fail to satisfy the strict delay requirements imposed by
RT applications like VoIP and video streaming, but will also imply high buffer requirement
for such SUs which may not be practical. Further, high PU activity channels also result in
increased call drops during VoIP communication over CRN [100]. Therefore, a SU with RT
application is not an ideal candidate for exploiting HMM based prediction for energy-efficient
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data transmission over high PU activity channels. However, unlike RT SUs, NRT applications
do not have strict delay and throughput requirements. Thus, the short white spaces in high
PU activity channels could be efficiently utilized to send small amounts of NRT data. This
motivated us to explore the possibility of an innovative framework which can leverage HMM
based prediction over high PU activity channels to facilitate highly energy-efficient NRT
communication and realize the IoT vision. The RT users in the CRN can continue to use low
PU activity channels using traditional techniques such as BSS or CSS. It comes as a straight
forward deduction that such a framework will also improve spectrum efficiency/capacity
by allowing the utilization of both high and low PU activity channels in a CRN. Therefore,
in this chapter we propose a framework that utilizes enhanced HMM based prediction for
supporting energy-efficient and reliable NRT communication in a centralized CRN. To
achieve this, we incorporate prediction within the traditional CR sensing-transmission cycle.
Unlike most of existing works [87, 102] which advocate the use of HMM prediction for
handoff, we use it to augment spectrum sensing by predicting the absence of PU during
SU transmission, and thereby allowing communication with extremely low interference.
Furthermore, HMM based prediction is a highly time intensive task. To address this issue,
we designed a Hardware based HMM engine (H2M2) with enhanced prediction capability in
terms of reduced prediction time. This can be achieved by reducing the total no of cycles by
virtue of parallel processing and efficient pipelining, and operating the model at free running
speed of re-configurable hardware like FPGA without setup and hold time violations. In
our proposed framework, we exploit the superior prediction performance of H2M2 engine
at the Cognitive Base Station (CBS) of the CRN. Additionally, the use of H2M2 for NRT
data transmission presents other challenges that need to be addressed within the proposed
framework and these are discussed next.

Initial performance analysis of our devised framework revealed that H2M2 guarantees less
energy consumption due to its ability to limit interferences to PUs by avoiding miss-detections.
However, it achieves this at the cost of reduced transmission opportunities, resulting in
decreased throughput. This motivated us to improve the throughput of SUs while keeping
the interference on PUs within a predetermined threshold. In this regard, several works
[237–239] have focused on improving the throughput of CRN through a balance between
sensing and transmission, while maintaining the PU interference as a constraint. A periodic
sensing framework is discussed in [81], in which each frame consists of a sensing block and
an inter-sensing block. Optimization of the sensing duration is proposed in [202], whereas
[203] aims to improve the channel efficiency. In [82], a periodic sensing timing is proposed
to improve the channel utilization of CR users while limiting their interference with PUs
and also taking into account the impact of false alarm and miss-detection into consideration.



262 A Prediction and Scheduling Framework in CRN for Energy-Efficient NRT Communication

However, these works are not meant specifically taking prediction into consideration. More
in detail, prediction leads to modified relations for transmission probabilities and interference
to PUs. Therefore, incorporation of prediction within the traditional sensing-transmission
cycle makes our proposed framework different from traditional CR cycle and thereby calls
for separate analysis for maximization of throughput. To this end, the present work proposes
an algorithm for the CBS to determine the optimal inter sensing-prediction duration that
maximizes the SU throughput. In addition, the algorithm also identifies the high PU activity
channels where prediction is most efficient.

As highlighted above, our proposed framework empowers the CBS to identify and
optimize the predictable PU channels for improved NRT SU communication. Therefore, with
the need to reduce the energy/battery consumption of NRT SUs, the next logical motivation
is to devise a method that would allow the CBS to allocate the predictable PU channels to
the NRT SUs in the most efficient manner. Centralized resource allocation in CRNs has
been well-investigated in [103, 104], however, mostly from the perspective of throughput
maximization. The fairness issues of a scheduler are considered in [209]. An energy-efficient
scheduling mechanism for CRN has been presented in [105]. However, the channel access in
[105] is mainly database driven without consideration of the PU channel activities, detected
PU Signal to Noise Ratio (SNR) and the sensing uncertainty. Moreover, the scheduling in
[105] is oriented towards RT applications with prolonged data transmission and continuous
data arrival and hence the need to maintain certain throughput requirements. However, this
does not apply for NRT users. Our scheduling requirement is assignment of the available
predictable PU channels to NRT SUs so as to minimize the total battery consumption of
the SUs. Furthermore, the scheduler must also take into account the sensing-prediction
performance, the PU activity, detected PU SNR of the predictable channels and the data
transfer requirements of the NRT SUs. To the best of our knowledge, such a scenario has
not been studied and analyzed in the literature. Therefore, we complete our framework by
incorporating a proposed scheduler that is fair in its resource allocation and also minimizes the
total battery consumption of all the NRT SUs. Thus, owing to its scheduling and prediction
features we term our proposed method as Centralized Scheduling, Sensing and Prediction
(CSSP) framework.

7.1.3 Contributions of this Chapter

The main contributions of this article are summarized below.

➊ The proposed CSSP framework is developed by incorporating HMM based prediction
within traditional sensing-transmission cycles of a centralized CRN. It is established
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through performance analysis that CSSP outperforms established frameworks like BSS
or CSS in terms of energy-efficiency and reliability. The reason for this improvement
is the superior interference rejection capability of HMM based prediction under high
PU activities channels. Consequently, CSSP framework also improves the spectral effi-
ciency of CRN by assigning the un-exploited high PU activity channels exclusively to
NRT SUs, while the RT users continue to use low activity channels through traditional
approaches.

➋ We also minimize the prediction time by developing the H2M2 engine on re-configurable
hardware at the CBS. H2M2 engine by virtue of its high-speed operation and efficient
parallel processing and pipelining minimizes the prediction time significantly ensuring
better energy-efficiency for the CRN.

➌ In this work, we have also optimized the framework through a proposed Inter Sensing-
Prediction Time Optimization (ISPTO) algorithm. ISPTO runs at the CBS and maxi-
mizes the SU throughput for high PU activity channels while still satisfying the strict
PU interference constraint. Furthermore, the ISPTO algorithm also identifies the
predictable PU activity channels for efficient CRN performance.

➍ A novel Battery Consumption Minimizing Scheduler (BCMS) is also developed at the
CBS and incorporated within the CSSP framework. BCMS assigns the predictable PU
channels to the NRT SUs to minimize the total battery consumption of all the SUs. For
this, it takes into account the PU activity and detected PU SNR of the channel, SU
channel SNR and data lengths of SU transmission.

➎ Further, we integrate fairness into BCMS, which ensures that no NRT SU gets starved
of transmission opportunities due to undue favor towards certain SUs. The designed
BCMS is shown to outperform a heuristic scheduler both in terms of battery consump-
tion minimization and fairness.

➏ Lastly, through a proof of concept we validate the ability of CSSP framework in
enabling a WBAN to send its NRT data to the CBS by using H2M2 under high PU
activity channels.

7.1.4 Chapter Organization

Our chapter is organized as follows. Section 7.2 outlines the system model and the CSSP
framework. In Section 7.3, we present the design principles of H2M2 based prediction,
following which Section 7.4 presents the elaborate hardware design of H2M2 on FPGA.
Thereafter, in Section 7.5, we evaluate the performance of H2M2. Next, Section 7.6 in-
troduces the throughput maximization problem and the proposed solution in the form of
the ISPTO algorithm. Section 7.7 elaborates the problem formulation for BCMS and the
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proposed solution. Section 7.8 discusses the performance analysis of the CSSP framework.
Section 7.9 demonstrates the implementation of CSSP framework in test-bed. Finally, we
conclude the chapter in Section 7.10.

7.2 System Model

We consider a centralized overlay CRN with a Cognitive Base Station (CBS) serving multiple
SUs as shown in Figure 7.1. Based on the applications, the SUs can be either high-priority
(real time or RT) or low-priority (non-RT or NRT) users. We focus on NRT users. Let K
denotes the number of NRT users in the CRN. The Primary Network (PN) has multiple
non-overlapping orthogonal PU channels of bandwidth W Hz. The occupancy state of a
channel due to PU is modeled as a non-time slotted two-state ON/OFF Continuous Time
Markov Chain (CTMC) [169, 168, 170]. The durations of PU’s ON state (hypothesis H1 or
busy period) and OFF state (hypothesis H0 or idle period) are represented by exponentially
distributed i.i.d. random variables X and Y , with probability density functions fX(t) = λe−λ t

and fY (t) = µe−µt having parameters λ and µ respectively. Thus, the average busy period
(ton) is 1/λ , and the average idle period (to f f ) is 1/µ . Therefore, the probability of a channel

being busy, simply termed as PU activity, is denoted by P(H1) =
ton

ton + to f f
. While the

idle channel probability is P(H0) =
to f f

ton + to f f
. It is assumed that the CBS retrieves the PU

channel occupancy data, ton and to f f from an external entity such as a white space database
[206, 207]. Further, to provide channel access to NRT SUs, along with the retrieved PU
activity information the CBS performs spectrum sensing and prediction using a proposed
H2M2 engine over select predictable channels.

As discussed above, the CBS performs prediction only over selected channels, also known
as predictable channels. A predictable channel is defined as a channel where H2M2 can
efficiently predict the PU presence while minimizing the interference between SU and PU
within a predetermined threshold. Let F denotes the number of such predictable channels.
The CBS utilizes the PU activity information (from database) and the detected PU SNR and
then classifies the channel as predictable based on our proposed Inter Sensing-Prediction
Time Optimization (ISPTO) algorithm. ISPTO algorithm also determines the optimal inter
sensing-prediction time for the predictable channels, that maximizes the SU throughput
within the PU interference threshold. It will be shown later through performance analysis
that the predictable channels are characterized by high PU activities within a certain range,
that depends on the PU SNR. It is worth mentioning that, high PU activity channels cannot
satisfy strict RT requirements like high throughput and low delay. However, by exploiting
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Fig. 7.1 Centralized cognitive radio network architecture.

the developed framework, the predictable channels are able to provide highly reliable and
energy-efficient communication for NRT SUs.

7.2.1 Centralized Scheduling, Sensing and Prediction (CSSP) Frame-
work

The time-line of the proposed CSSP framework is shown in Figure 7.2. It is assumed that a
common control channel is available to the SUs at any time [208, 44]. Each SU is equipped
with a single half-duplex radio [85], which can either transmit or receive/sense, but not both
at the same time. To obtain a data channel for transmission, a SU upon reception of a beacon
sends a channel request to the CBS over the control channel and waits for a successful
channel assignment message. An NRT user SUi in its channel request includes its state [Di].
[Di] is the number of data bits that SUi needs to send. For example, a WBAN Controller
needs 6.4kb data to transmit a recorded 2 second electrocardiogram (ECG) signal captured
at 200Hz. The CBS after gathering all the information from the NRT SUs, determines a
transmission schedule applying a proposed scheduling policy and broadcasts it to the NRT
users via channel assignment messages. In this regard, we propose the Battery Consumption
Minimizing Scheduler (BCMS) that utilizes the information generated from ISPTO algorithm
to assign suitable predictable channels to the NRT SUs so as to minimize the total battery
consumption. The channel assignment message contains information about the granted
channel, if any, and the derived optimal inter sensing-prediction duration T ∗

D . It comes as a
straight forward deduction that the CSSP framework also improves the spectral efficiency of
CRN. The improvement is an effect of assigning the NRT users to un-utilized predictable high
PU activity channels while the RT users use the traditional low PU activity channels. More
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in detail, if the channel request comes from a RT SU, CBS assigns them non-predictable low
PU activity channels. Following which, the RT SUs follow traditional sensing-transmission
policies like BSS or CSS. Figure 7.3 shows the several functional entities of CBS where the
CSSP framework is incorporated at the MAC layer and the H2M2 engine is developed at the
PHY core of CBS.

When a predictable channel is assigned, the NRT SU waits (in sleep state) for the CBS
to i) complete spectrum sensing, and ii) predict the PU channel occupancy state in the next
sensing instant using the H2M2 engine. Based on the current sensing and prediction result,
CBS informs the decision ‘transmit’ over the control channel to the SU, which wakes up
to receive and act on the decision. If transmit = 1, the NRT SU transmits its data to the
CBS over the assigned channel. In the event when transmit = 0, the SU defers transmission
(sleeps) until the transmit bit is HIGH. The developed sensing-transmission-prediction cycle
is shown in Figure 7.2 and highlighted next.

Fig. 7.2 Timeline of the proposed CSSP framework.

Fig. 7.3 Functional block diagram for the CBS.

7.2.2 Sensing-Prediction-Transmission Cycle: Modified CR Frame

Spectrum sensing is performed to provide protection against arrival of incumbent PUs in
a channel. Traditionally, spectrum sensing is followed by transmission. However, due to
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the presence of noise, spectrum sensing cannot guarantee a certain detection of the ON
and OFF states. This uncertainty in sensing observations often leads to collision between
SU and PU transmissions causing bit-level errors and energy loss for the SUs. In order to
minimize these uncertainties in sensing decisions we introduce prediction between sensing
and transmission as shown in Figure 7.2. The CBS and SU employ a time slotted protocol
over the predictable PU channels with frame duration TF > 0. The sensing duration is denoted
by TS, the prediction time by H2M2 is represented by TP, and TD denotes the inter sensing-
prediction time. The SUs transmit during TD depending on the CBS decision. We assume
that the control messaging period is significantly shorter as compared to other periods.

7.2.2.1 Sensing

It is reasonable to assume that the CRN does not have a priori knowledge of the PU signal
characteristics such as the modulation type, packet format or pulse shape. In this scenario,
the optimal detector is an energy detector [160], which is also one of the most commonly
used detection technique in CRNs [83]. The energy detector performs non-coherent signal
detection by integrating squared versions of received signal samples. The PU signal is
detected by comparing the received signal energy with a threshold computed using an
estimated noise power as described in Section 4.2. The detection threshold (λth) of the CBS,
in the presence of white Gaussian noise at the receiver, can be represented as,

λth =
√

2NSN2
0 Q−1(Pf )+NSN0 (7.1)

where NS denotes the number of received samples used for detection, N0 represents the noise
power calculated at the receiver and Pf is the false-alarm probability constraint [160] for the
system.

Using the threshold obtained in (7.1), the CBS can detect the presence of PU with
detection probability Pd [160], given as (Section 4.2.2),

Pd = Q
(

λth −NS N0(1+ γPU)√
2NSN0(1+ γPU)

)
(7.2)

where γPU is the PU SNR detected at the CBS, Q(·) is the Q-function.
Thus, the number of samples required for the CBS to sense a PU signal at minimum PU

SNR, γPU,min (also known as receiver sensitivity) with a detection probability Pd = χ under
the false-alarm constraint Pf = κ can be obtained using (7.1) and (7.2) as,
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NS = 2×
[{

Q−1(κ)− (1+ γPU,min)Q−1(χ)
}
/γPU,min

]2
(7.3)

Using NS obtained in (7.3) we can calculate the sensing time TS based on the ADC
frequency of the CR radio module. This is described later in Section 7.8.

7.2.2.2 Prediction

A closer look at (7.2) reveals that, due to the presence of noise there is a possibility of
miss-detection of PU. This causes transmission on the channel even when the PU is present,
leading to collision and wastage of energy. To this end, we propose to reduce the miss-
detection probability (Pm) through the incorporation of prediction. The fundamental principle
behind prediction using H2M2 is through observation (sensing) over the most recent N
sensing slots and predicting the presence of PU in the next i.e. (N +1)th sensing instant.

It is worth emphasizing that, if the prediction was performed by the NRT SUs, it would
require them to sense a channel in every CR frame to generate the most recent N sensing
observations. However, NRT users like those in WBAN transmit small amounts of data at
regular intervals in the range of hours. Thus, observing the channel continuously even when
there is no data to send will not meet the energy-efficiency requirements of such battery
operated NRT users. This justifies our proposition of centralized sensing and H2M2 based
prediction at the CBS. In the following section, we describe the design of the H2M2 engine
and the detailed operating principle behind prediction.

7.3 Design Principle of H2M2 Predictor

The H2M2 engine is based on the principle of HMM to predict PU arrivals using the past
observations with intelligent decisions for PU’s presence and absence in the next sensing
instant. HMM prediction is a highly intensive process that can consume significant amount
of time. This has an impact on the energy-efficiency of the CR frame when we integrate
prediction within the sensing transmission cycle of our CSSP framework. To address this
concern, we developed an H2M2 engine at the PHY layer FPGA core. The proposed H2M2
engine minimizes the prediction significantly. This is achieved by 1) reducing the total
number of cycles through parallel processing and efficient pipelining, and 2) operating the
model at free running speed of FPGA processor without setup and hold time violations while
still interacting with a slow MAC processor of CBS. In this section, we briefly describe the
principle of prediction process in H2M2, and in the next section we provide an detailed
description of the design.
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7.3.1 Working Principle of H2M2

The conceived H2M2 engine has been put into effect according to its integration within the
CSSP framework as illustrated in Figure 7.4a. The input and output ports of H2M2 engine
are shown in Figure 7.4b. As shown, the sensing observation O is sent from the sensing unit
through MAC layer to the H2M2 engine (Figure 7.3). In addition, the channel transition
probabilities A = (ai j, i, j = {1,2}), observation probabilities B = (bi j, i, j = {1,2}) and
initial steady-state distribution π = (πi, i = {1,2}) [101] are also communicated to H2M2.
These HMM parameters are further illustrated in Figure 7.5. ai j denotes the probability of
transition from channel State-i in the present sensing instant to channel State-j in the next
sensing instant. Where, State-1 (S(1)) corresponds to OFF state and State-2 (S(2)) corresponds
to ON state. The state transition probabilities can be expressed in matrix form [84] as,

A =

a11 a12

a21 a22

 =
1

λ +µ

λ +µe−(λ+µ)TF µ −µe−(λ+µ)TF

λ −λe−(λ+µ)TF µ +λe−(λ+µ)TF

 (7.4)

When the channel is in OFF state at time t0, then the probability of PU being OFF at time t0+
TF , i.e. a11 is given by the upper left entry in the transition matrix, i.e. 1

λ+µ

(
λ +µe−(λ+µ)TF

)
.

(a) (b)

Fig. 7.4 (a) CR frame in CSSP framework with H2M2, (b) H2M2 engine

Further, b12 represents the false-alarm probability (Pf ) of observing State-2 when the
channel is in State-1. Therefore, b11 is equal to

(
1−Pf

)
. Similarly, b22 and b21 are the

detection probability Pd and miss-detection probability Pm = (1−Pd) respectively. Lastly, πi

denotes the probability of being in State-i at the beginning of a prediction cycle.
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Fig. 7.5 Hidden Markov model for cognitive radio.

Since the FPGA is operated in free running mode, the front end of H2M2 is designed to
collect observations from the slow MAC processor and store them in a FIFO register. Upon
applying a pulse to the positive edge triggered start port, every new observation O from the
sensing unit is stored in this FIFO register. Prediction starts after the FIFO register is full.
Thereafter, every new observation replaces the oldest value in the FIFO, and H2M2 provides
prediction results for the next sensing slot.

The output ports represent re-estimated values of ai j, bi j indicated by ai j_new, bi j_new

respectively, where i, j = {1,2}. γ1_N and γ2_N are the respective estimated probabilities of
being in State-1 and State-2 at Nth sensing instant. The optimal re-estimated parameters are
obtained after I iterations and then sent to the decision unit (Figure 7.3) to predict the most
probable observation in the next sensing slot.

7.3.2 Decision Process

H2M2 aims at predicting the observation at the next sensing instant. Consider the following
observation sequence O = {O1,O2, · · · ,ON} representing the most recent N sensing results.
The idle and busy sensing decisions are represented by 0 and 1 respectively. Let P(ON+1 =

0|O,Λ) and P(ON+1 = 1|O,Λ) denote the probabilities of observing an idle and busy state
respectively at the (N + 1)th instant given the observation sequence O and HMM model
Λ = ⟨A,B,π⟩. Then the prediction rule can be given by,

prediction =

{
0, ifP(ON+1 = 0|O,Λ)> P(ON+1 = 1|O,Λ)

1, ifP(ON+1 = 1|O,Λ)≥ P(ON+1 = 0|O,Λ)
(7.5)

More specifically, for the next sensing slot, if the probability of observing an idle state is
more than the probability of observing a busy state, then the decision block makes the logical
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decision for free channel void of PU. The probabilities in (7.5) can be expressed as,

P(ON+1 = 0|O,Λ) = P(H0,N+1)b11_new +P(H1,N+1)b21_new (7.6)

P(ON+1 = 1|O,Λ) = P(H0,N+1)b12_new +P(H1,N+1)b22_new (7.7)

Where, P(H0,N+1) and P(H1,N+1) are the probabilities that the channel states at (N +1)th

sensing slot are H0 and H1 respectively. If Si denotes the channel state during ith sensing
instant then,

P(H0,N+1) = P(SN+1 = 0|O,Λ) = γ1_Na11_new + γ2_Na21_new (7.8)

P(H1,N+1) = P(SN+1 = 1|O,Λ) = γ1_Na12_new + γ2_Na22_new (7.9)

Based on the values of O and prediction, the decision block prepares its decision variable
transmit to be communicated to the NRT SU. Then transmit = 1 is only possible iff the
present observation is 0 and it is predicted that there will be no PU arrival during SU
transmission. For all other cases transmit = 0. This can be represented as,

transmit = 1 iff O = 0 and prediction = 0 (7.10)

At a finer level of detail, (7.10) implies that even in the event of a miss-detection, the
probable collision between SU and PU transmissions can be averted if H2M2 correctly
predicts the presence of PU in the channel. Thus, the effective miss-detection probability
is reduced. In Section 7.5, we evaluate the performance of H2M2 in avoiding the miss-
detections and creating transmission opportunities.

7.4 H2M2 Design

The designed H2M2 engine operates on fixed point data because fixed-point calculations
require less memory and less processor time to perform. Also, the logic circuits of fixed-point
hardware are much less complicated than those of floating-point hardware. In H2M2, for
high accuracy we use a 16-bit fixed point precision with 14-bit binary point. The block
diagram of this design is shown in Figure 7.6. The design comprises of a data flow path and
a control flow path. Both the paths are closely interlinked with message interchange. Each
submodule remains in standby mode and will start its activities when triggered by an event
that may come from some other submodule. Once activated, it will run independent of other
blocks. Hence, careful study of the clock cycles is required to align the activities of different
blocks of H2M2. The details of these sub-blocks are discussed below.



Fig. 7.6 Block Diagram of H2M2 Circuit.
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7.4.1 Memory Block

The memory block in H2M2 consists of the read and write circuitry associated with the
following shared memories:

• O-Block- N registers for storing N observations
• ⟨a11⟩,⟨a12⟩,⟨a21⟩,⟨a22⟩- stores state transition probabilities a11, a12, a21 and a22 respec-

tively.
• ⟨b11⟩,⟨b12⟩,⟨b21⟩,⟨b22⟩- stores observation probabilities b11, b12, b21 and b22 respectively.
• ⟨π1⟩,⟨π2⟩ - stores steady state probabilities π1 and π2 respectively.
• ⟨α1⟩,⟨α2⟩ - stores forward probabilities α1(i) and α2(i) respectively, i = 0,1, ··,T −1;
• ⟨β1⟩,⟨β2⟩ - stores backward probabilities β1(i) and β2(i) respectively, i = 0,1, ··,T −1;

Figure 7.7 shows the general circuitry for data read and writes operations for a memory
in H2M2. The circuit of Figure 7.7 allows different submodules to access the same shared
memory at different times. In Figure 7.7, the memory is accessed by P number of submodules
at disjoint time instants. Most of the submodules perform only read operation except
submodule-1 that needs to write data onto the memory. When submodule-j wants to read
a data, it makes its enable line (en j) high which enables the memory. At the same time a
encoder gives an output ‘j’ that selects the corresponding address line add j and the data
is read out of the location mentioned in add j. Thereafter, the read data is passed on to the
output line r j, which is then utilized by submodule-j. Similarly, for write operation first
data j is written when write enable (wr_en j) signal is set to HIGH and then read out.

In Figure 7.7, it is shown how the multiple address lines from different submodules are
multiplexed with the help of encoder and a multiplexer. However, ⟨bi1⟩ and ⟨bi2⟩, i = 1,2
are both enabled at the same time but depending on the selected address i.e. 0 or 1 (which
is the value of an observation) the output of one is passed. For instance, ⟨bi1⟩ is chosen
if the selected address is 0 or else ⟨bi2⟩ is selected. Therefore, bi j is also represented as
bi(Ok), which means the outputs of ⟨bi1⟩ or ⟨bi2⟩ will be selected depending on whether the
observation at kth instant is 0 or 1 respectively.

7.4.1.1 O-Memory Block

The O-memory block is a specially designed set of N registers (FIFO) that holds the most
recent N observations. The loading of observations into these registers was explained in
Section 7.3.1 and the circuit diagram is shown in Figure 7.8a. In this regard, for illustration
we consider N = 100. The loading of the registers is coupled with Oen signal, which is
explained in the next sub-section.
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The read circuitry of O-block is similar to that shown in Figure 7.7. However, since
O-block is not a single memory but a collection of N registers, the ‘Memory’ in Figure 7.7
will be replaced by Figure 7.8b. For representing 100 registers minimum address width of
seven (D0-D6) will be required. To read one particular register, these address lines need to be
de-multiplexed. For this purpose, design of Figure 7.8b has been based on the basic concepts
of address de-multiplexing.

Fig. 7.7 Generalised read and write circuitry for memory blocks in H2M2.

(a) (b)

Fig. 7.8 Design of O-Block for (a)Write, (b)Read.
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7.4.2 Store HMM Data Block

This block primarily deals with storing of the observations coming from the sensing module
in to observation memory block (O Block). However, since the FPGA is operated in free
running mode, the front end of this block has been designed such that data can be collected
from the slow processor (sensing module) which sends observation data to it.

7.4.2.1 Front End

This front end is instrumental in operating FPGA in free running mode while still interacting
with a slow speed processor, like a computer over Ethernet connection or an embedded
soft-core processor, which traditionally is a major bottleneck in such communications. This
is possible by making the front end positive edge-triggered. The circuit and its corresponding
timing diagram are shown in Figure 7.9.

In Figure 7.9a, each new observation O is coupled with a start signal. A textitstart signal
comprises of 1,0 series. When start goes to ‘1’ from ‘0’ a pulse is generated that increments
the accumulator (Acc.). Acc. keeps track of the total number of observation samples. It is
primarily required after a reset pulse is applied when entire O-block is empty. If the Acc.

(a)

(b)

Fig. 7.9 Edge-triggered front-end- (a) Circuit diagram, (b) Timing Diagram.
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count is less than the number of observations (N) then the ‘d1’ of upper MUX is active and
the new observations are loaded into the observation matrix. In this case there is no prediction
as the enable line is not activated. However, for the Nth and subsequent observations the
positive edge of the start pulse is directed through ‘d0’ of lower MUX to store the present
observation in the O-block along with storing of initial values of A, B, π in their respective
shared memories and initialization of other shared memories like ⟨αi⟩,⟨βi⟩ memories. This
pulse is then propagated through the enable line and passed on to next block i.e. Retrieve
Observation data and the prediction process begins. Figure 7.9b shows the timing diagram of
this operation. For illustration, N is assumed to be equal to 5. The reset input is required to
set the accumulator back to zero, when the entire process needs to be initialized again.

7.4.3 Retreive Observation Data Block

This block deals with generating the time-indices α and β needed for the operation of Alpha
Block and Beta Block respectively. It also responsible for retrieving the observation values
corresponding to α and β and passing them on respectively to Alpha and Beta blocks. These
observation values can be denoted as O(α) and O(β ) respectively. The most important
circuit of this block is the Driving Circuit, which drives the operation of both Alpha and Beta
blocks.

7.4.3.1 Driving Circuit

The driving circuit is a pulse generator that generates consecutive pulses of one timer clock
cycle (1T) every 8T, and it allows for pipelining of different operations of Alpha and Beta
blocks. The operation of the driving circuit can be explained from the AND gate in Figure
7.10. An event is said to occur (HIGH) when either enable from ‘Store HMM Block’ OR
re-enable from ‘Re-estimation Block’ is HIGH. The HIGH enable signal is latched on by
LATCH 1, fed onto the AND gate and also activates a free-running 7-bit counter.

The 3rd bit from the LSB is fed onto an inverter followed by a negative edge triggered
circuit. This output has a period of 8T and is connected to the input of the AND gate. The
output of the AND gate, denoted by αβ_en activates the ‘Alpha and Beta Blocks’. So in
this manner a train of N pulses are generated at an interval of 8T. The second counter in the
circuit is part of a negative feedback and gives the count of the generated pulse. This later
serves as an address, A, where 0 ≤ A ≤ N −1 for retrieval of values from various memory
blocks. After the Nth pulse- i) the output of the comparator becomes LOW, ii) the AND gate
is disabled, and iii) the free running counter is disabled and reset, ready for the next event to
occur.



7.4 H2M2 Design 277

Fig. 7.10 Driving Circuit.

7.4.3.2 Generation of Alpha and Beta Block Time Indices

The address A has been generated to help in obtaining α and β , as shown below,

α = A, 0 ≤ A ≤ N −1 (7.11)

β = N − (A+1), 0 ≤ A ≤ N −1 (7.12)

Since α is the time-index for alpha block, it goes from 0 to N−1 in the forward direction.
Similarly for the beta bock, β moves in the backward direction i.e. from N −1 to 0.

7.4.4 Alpha and Beta Block

7.4.4.1 Alpha Block

The alpha block calculates the forward variables [101],

αi(α) = P(O1,O2, .....,Oα+1,Sα+1 = S(i)|Λ), i = 1,2 (7.13)

where, 0 ≤ α ≤ N − 1. αi(α) is the probability of the partial observation sequence being
O1,O2, · · ·Oα+1 from time 1 to α +1 and state Sα+1 = S(i) at time α +1 given the HMM
model Λ. α1(α) and α2(α) can be solved inductively as :

Initialization : αi(0) = πi ×bi(O1), i = 1,2 (7.14)

Induction : (for1 ≤ α ≤ N −1)

α1(α) = [α1(α −1)×a11 +α2(α −1)×a21]×b1(Oα+1) (7.15)

α2(α) = [α1(α −1)×a12 +α2(α −1)×a22]×b2(Oα+1) (7.16)

αi(α) = αi(α)/[α1(α)+α2(α)] i = 1, 2 (7.17)
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where αi(α −1) and ai j in the right hand side of (7.15) and (7.16) are obtained by reading
⟨αi⟩ and ⟨ai j⟩ and the outcome of these operations are stored in their respective memory
blocks through write operations. For example, αi(α), i = 1,2 that are obtained in (7.15)-
(7.16) are written and updated in their respective memories ⟨αi⟩ at address α . Similar logic
holds for all the equations in the sub-sections that follow. The address corresponding to a
time will be one less as addresses start from ‘0’ whereas time begins from ‘1’.

7.4.4.2 Beta Block

The beta block calculates the forward variables [101],

βi(β ) = P(O
β+2,Oβ+3, ....,ON |Sβ+1 = S(i),Λ), i = 1,2 (7.18)

where, N − 1 ≥ β ≥ 0. βi(β ) is the probability of partial observation sequence being
O

β+2,Oβ+3, ....,ON from time β +2 to N, given state S
β+1 = S(i) with the HMM model

being Λ. β1(β ) and β2(β ) can be solved inductively, as follows:

Initialization : βi(N −1) = 1, i = 1,2 (7.19)

Induction : (for N −2 ≥ β ≥ 0)

β1(β ) = a11b1(Oβ+2)β1(β +1)+a12b2(Oβ+2)β2(β +1) (7.20)

β2(β ) = a21b1(Oβ+2)β1(β +1)+a22b2(Oβ+2)β2(β +1) (7.21)

βi(β ) = β1(β )/[β1(β )+β2(β )] (7.22)

Equations (7.17) and (7.22) are essentially scaling operations needed to keep the values
of αi and βi within the precision range, otherwise these values tend to zero as N tends to a
large number (>10) [101]. Moreover, (7.17) and (7.22) are also division operations, and any
divider circuit is very resource intensive. A single divider needs 9 DSP blocks, so H2M2
can have at most two such dividers, and this comprises the division block. Thus, at a single
instant the division block can perform two simultaneous division operations which take 4T.
Therefore, the two alpha block operations of (7.17) that uses the division block would take
4T, followed by the beta block operations of (7.22). Further, when the beta block is using the
division block, alpha block is performing its operations characterized by (7.15) and (7.16)
thereby enabling pipelining. This is the reason behind setting the period of the driving circuit
at 8T in Section 7.4.3.1. Figure 7.11 illustrates this pipelining between alpha and beta blocks.
Once α reaches N − 1, gamma_block_enable is set to one and operation is transferred to
gamma block.
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Fig. 7.11 Timing diagram of pipelining between alpha and beta blocks.

7.4.5 Gamma and Gamma-Sum Block

7.4.5.1 Gamma Block

The gamma variable γi(γ), where 0 ≤ γ ≤ N −1 is given as,

γi(γ) = P(Sγ+1 = S(i)|O,Λ), i = 1, 2 (7.23)

γi(γ) is the probability of being in state S(i) at time γ +1 given the observation sequence
O, and the model Λ. Mathematically, this can be expressed as,

γi(γ) =
αi(γ)×βi(γ)

2
∑

i=1
αi(γ)×βi(γ)

, i = 1,2 (7.24)

Similar to Alpha and Beta sub-modules, Gamma block also has a driving circuit like in
Section 7.4.3 which generates the time index γ that drives the operations expressed in (7.24)
along with gamma-sum block operations. Equation (7.24) represents two operations that
are performed by the division block simultaneously. Since there is no need for pipelining,
the time-period of driving circuit in gamma block is set as 4T. After (7.24), each γi(γ) is
transferred to gamma-sum block. The output ports γ1_N and γ2_N represent γ1(N −1) and
γ2(N − 1) respectively. After γ reaches N − 1, the functions of gamma and gamma-sum
blocks are over and gamma block sets zeta_block_enable to 1 and H2M2 moves on to Zeta
Block.

7.4.5.2 Gamma-Sum Block

The function of gamma-sum block is to receive the values of gamma variables from gamma-
block and perform summation operations using accumulators over 0 ≤ γ ≤ N −1 and store
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the results in registers to be utilized later by Re-estimation block. These are represented in
(7.25)-(7.27) from the concept of counting event occurrences.
Expected number of transitions from state S(i) ,

ãi =
N−2

∑
γ=0

γi(γ), i = 1,2 (7.25)

Expected number of times in state S(i) and observing state j,

b̂i j =
N−1

∑

γ = 0
Oγ+1 = j⊕1

γi(γ), i, j = 1, 2 (7.26)

Expected number of times in state S(i),

b̃i =
N−1

∑
γ=0

γi(γ), i = 1, 2 (7.27)

The nomenclature of the variables in (7.25)-(7.27) will be clear after Section 7.4.8, which
deals with the re-estimation block.

7.4.6 Zeta, Zeta-Sum A1 and Zeta-Sum A2 Block

7.4.6.1 Zeta Block

The HMM model parameters need to be re-estimated so as to maximize the probability of
observation sequence given the model, P(O|Λ) [101]. P(O|Λ) can be locally maximized
using an iterative procedure like Baum-Welch method. Zeta variables are defined as,

ξi j(ξ ) = P(S
ξ+1 = S(i),S

ξ+2 = S( j)|O,Λ), i, j = 1, 2 (7.28)

ξi j(ξ ) is the probability of being in state S(i) at time ξ +1, and state S( j) at time ξ +2,
given the model Λ and observation sequence O. It is given as,

ξi j(ξ ) =
ξ̂i j(ξ )

ξ̃sum(ξ )
, i, j = 1, 2 (7.29)
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where the numerator is,

ξ̂i j(ξ ) = αi(ξ )×ai j ×b j(Oξ+2)×β j(ξ +1) (7.30)

and the denominator is given as,

ξ̃sum(ξ ) =
2

∑
i=1

2

∑
i=1

[
ξ̂i j(ξ )

]
(7.31)

The driving circuit of Zeta block is activated when zeta_block_enable is set to HIGH. It
generates the time index ξ that drives the operations of zeta block, zeta-sum A1 and zeta-sum
A2 blocks. Equation (7.29) represents four division operations. Since only two division
operations can be performed simultaneously in 4T, the time-period of driving circuit is set
to 8T to complete all four divisions for a particular ξ . After ξ1 j(ξ ), j = 1,2 are obtained
simultaneously from (7.29) in the first 4T time duration, they are transferred to Zeta-Sum
A1 block. Similarly, after ξ2 j(ξ ), j = 1,2 are obtained from (7.29) they are transferred to
Zeta-Sum A2 block.

7.4.6.2 Zeta-Sum A1 and Zeta Sum A2 Block

Similar to gamma-sum block these sub-modules receive zeta block variables and accumulate
them in registers over 0 ≤ ξ ≤ N −2 for use in the re-estimation process. The zeta-sum A1
operation can be given as,

â1 j =
N−2

∑
ξ=0

ξ1 j(ξ ), j = 1, 2 (7.32)

Similarly, the zeta-sum A2 operations can be given as,

â2 j =
N−2

∑
ξ=0

ξ2 j(ξ̄ ), j = 1, 2 (7.33)

Where âi j represents the expected number of transitions from state S(i) to state S( j). Once ξ

reaches N −2 and â2 j is obtained, restart_en is set to 1.

7.4.7 Restart Block

This block checks whether H2M2 has undergone I number of iterations of re-estimations
when restart_en becomes 1. If I iterations are yet to be completed, reestimation_enable is
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set to 1 and H2M2 moves to re-estimation block. However, if H2M2 reaches I iterations, end
is set to 1 and the entire operation of H2M2 ends.

7.4.8 Re-estimation Block

Re-estimation block receives all the variables stored in the registers of gamma-sum block and
zeta-sum A1 block and zeta-sum A2 block and performs re-estimation to provide new values
of ai j, bi j and πi, i, j = 1,2. The new values are represented as ai j_new, bi j_new and πi_new and
are written into ⟨ai j⟩,⟨bi j⟩ and ⟨πi⟩, i, j = 1,2 respectively overwriting the previous values.

ai j_new =
âi j

ãi
, i, j = 1, 2 (7.34)

bi j_new =
b̂i j

b̃i
, i, j = 1, 2 (7.35)

πi_new = expected number of times in stateS(i)at time t = 1 (7.36)

= γi(0), i = 1, 2

As πi_new in (7.36) is obtained in gamma-block it is written into ⟨πi⟩ there. After all the
new H2M2 variables have been obtained, re-enable is set to 1 for 1T and a new iteration of
operations begins from Retrieve Observation Data block.

7.5 Evaluation of H2M2 Performance

In this section, we analyze the ability of H2M2 in i) avoiding miss-detections, and ii) creating
transmission opportunities. First, we present two probabilities that quantify these properties.
Next, we analyze these metrics for variations in HMM parameters, more specifically the
state transition probabilities. The conclusions drawn from the analysis will be utilized in the
next section to formulate the ISPTO algorithm for optimizing the inter sensing-prediction
duration.
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7.5.1 Prediction Performance Metrics

To evaluate the capability of H2M2 in avoiding miss-detections we introduce the metric
miss-avoidance probability (Pma), which is defined as,

Pma = P(O1p/O(0),H1)

=
Events when PU is predicted after miss-detection

Events of miss-detetcion

(7.37)

where Oxp, denotes the prediction result, with subscript ‘x’ replaced by ‘0’ or ‘1’ for predict-
ing PU absence or presence respectively. Similarly, O(x) represents the present sensing result,
with subscript ‘x’ replaced by ‘0’ or ‘1’ for observing PU absence or presence respectively.

Likewise, in order to evaluate the ability of H2M2 in creating transmission opportunities,
we introduce the metric probability of transmission opportunity (Po) and define it as

Po = P(O0p/O(0))

=
Events when H2M2 decision is to transmit

Events when PU is not observed

(7.38)

Both (7.37) and (7.38) are evaluated through the process of counting event occurrences as
explained next.

7.5.2 Analysis of H2M2 Performance

We now present the simulations results for evaluating the probabilities given in (7.37) and
(7.38). The simulations are conducted in MATLAB. First, we generate the PU states using
the state transition probabilities given in (7.4). Then, we observe the states with detection
probability Pd = 0.9 and false-alarm probability Pf = 0.1 to produce an observation sequence
of N = 100. The observation sequence is then fed into the H2M2 engine that provides the
prediction result after I = 5 iterations. We perform 10000 such Monte Carlo simulations to
obtain the average probabilities Pma and Po for a particular set of state transition probabilities
defined by the a11 and a21 values. Figures 7.12a and 7.12b show the variations in Pma and Po

respectively for different values of a11 and a21. It is observed that H2M2 offers significant
gains in miss-avoidance probability at lower values of a11 and a21 but at the cost of reduced
transmission opportunities.
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A closer look at (7.4) reveals that the state transition probabilities depend on both the PU
activity and the CR frame duration. More in detail, from Figure 7.12a we note that H2M2
offers better protection (Pma) against miss-detection at higher PU activities. This particular
observation is also supported by the findings of Tumuluru et al. in [235] regarding HMM
prediction performance. Moreover, this makes H2M2 particularly favorable for NRT SUs.
Such SUs can utilize the short spectral gaps of high PU activity channels to transmit their
small NRT data with high reliability.

(a) (b)

Fig. 7.12 Variation of (a) Pma, and (b) Po with respect to transition probabilities a11 and a21.

In addition, keeping the PU activity fixed, increasing the frame duration (TF), more
specifically the inter sensing-prediction duration (TD), causes decrease in a11 and increase in
a21. Using the state transition probabilities, for a particular PU activity, a21 can be related to
a11 as,

a21 =
P(H0)

P(H1)
(1−a11) (7.39)

Note that for high PU activities P(H0)< P(H1), therefore (7.39) reveals that the effect
of TD is more pronounced in a11 than in a21. Therefore, increasing TD improves Pma but
simultaneously decreases the transmission opportunities (Po). Thus, we observe a trade-off
with respect to the selection of inter sensing-prediction duration (TD). Less TD leads to
better transmission opportunities hence higher throughput, however it also decreases the
miss-avoidance probability, thereby increasing the collisions. More collisions lead to more
energy consumption. Using the above information, in the next Section, we propose the Inter
Sensing-Prediction Time Optimization (ISPTO) algorithm to assign the optimal T ∗

D based on
the channel PU activity and PU SNR.



7.6 Optimization of Inter Sensing-Prediction Duration 285

Before describing the ISPTO algorithm, it is worth mentioning that the CBS maintains
Look-Up Tables (LUTs), that provide the Pma and Po values of H2M2 for different values
of a11 and a21 corrsponding to specfic detection probabilities Pd = b22. The CBS can also
employ estimated polynomial expressions of Pma and Po, but LUT is more accurate and
provides better performance. It must be noted that, variations in Pd are an effect of change in
detected PU SNR (γPU ) at CBS as per (7.2). We maintain LUTs for Pd = 0.90,0.91, · · · ,1.
Threferefore, the CSSP framework is designed to perform satisfactorily for a PU channel
with detected PU SNR γPU ≥ γPU,min. In our work, we devised such LUTs for N = 100,
I = 5, γPU,min =−20dB and Pf = κ = 0.1. Further, to avoid very large LUTs we maintain
a resolution of 0.01 for a11 and a21 values. The receiver sensitivity γPU,min and false-
alarm constraint are general practices in CR literature [172], while the optimal number of
observations (N) and iterations (I) will be validated later through analysis in Section 7.8.

7.6 Optimization of Inter Sensing-Prediction Duration

H2M2 engine aims at reducing the collisions between SU and PU transmissions by minimiz-
ing the events of miss-detections in high PU activity channels. An obvious benefit to this
is the reduction in wastage of energy for the battery operated NRT SUs. However, H2M2
achieves this at the cost of reduced transmission opportunities. To address this, in this section
we propose the ISPTO algorithm that leverages the trade-off between Pma and Po highlighted
in the previous section to determine the optimal inter sensing-prediction duration (T ∗

D), which
maximizes the throughput while keeping the interference to the PUs within a threshold for a
particular high PU activity channel having PU SNR γPU ≥ γPU,min.

The throughput is represented through a normalized throughput-time metric. It is defined
as the ratio of the net time available to NRT SUs within a single CR frame for successful
transmission without collision to the total frame duration. It can be given as,

T = Ptrans
TD −TC

TS +TP +TD
(7.40)

where, TS, TP and TD are the sensing, prediction and inter sensing-prediction durations
respectively. TC is the expected collision duration within TD due to interference with the PU
and Ptrans is the probability of transmission over the PU channel. Lastly, we represent the
interference to PU due to SU transmission using the normalized interference duration metric,
which is defined as,

ε =
TC

TD
(7.41)
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An NRT SU initiates data transmission when the CBS predicts the absence of PU in the
next sensing instant and the present observation indicates an ideal state. In this regard, a CBS
observes an ideal state under two conditions: i) miss-detection with probability (1−Pd), and
ii) not false-alarm with probability

(
1−Pf

)
. Then, the transmission probability Ptrans can be

given as,

Ptrans = Po
[
P(H0)

(
1−Pf

)
+P(H1)(1−Pd)

]
(7.42)

Let Tbc and Tic denote the average collision durations within the inter-sensing duration
TD, for the above mentioned two cases respectively. The average collision duration (TC) is
derived as in Appendix C.1 and expressed as,

TC = (Tbc −Tic) (1−Pma)(1−Pd)P(H1)+Tic Ptrans (7.43)

Zhou et. al in [82] presented the average collision durations Tbc and Tic as,

Tbc = 1/λ

(
1− e−λ TD

)
(7.44)

Tic = TD −1/µ
(
1− e−µ TD

)
(7.45)

Equations (7.44) and (7.45) are derived considering different underlying interfering cases
between the SU and PU for the given inter-sensing duration TD. We draw on the expressions
presented in [82], however their occurrence probabilities are modified due to prediction. This
is highlighted further in Appendix C.1.

7.6.1 Normalized Throughput-Time Maximization Problem

We formulate the normalized throughput-time maximization problem as follows:

P1 : max
TD

T (7.46)

s.t. ε ≤ Γ (7.47)

TD ≥ 0 (7.48)

where Γ in constraint (7.47) is a predefined normalized interference duration threshold to
protect the PU communication. The value of Pf in P1 is kept equal to the constraint (κ) used
for the obtaining the LUTs and deriving the sensing time.
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The objective function (7.46) and the constraint (7.47) are non-convex in nature. This
is due to the presence of Pma and Po that are obtained from the LUT of H2M2 for values of
a11 and a21, that in turn depends on TD. Therefore, P1 cannot be solved through classical
optimization techniques based on Karush-Kuhn-Tucker (KKT) conditions. Inspecting the
nature of T in (7.40) and ε in (7.41), reveals that both are strictly decreasing functions of TD

(see Figure 7.16), such that for TD,1 < TD,2 we have

T(TD,1)> T(TD,2) (7.49)

ε(TD,1)> ε(TD,2) (7.50)

This observation is in lines with the performance analysis of H2M2 that was as conducted
in Section 7.5. Increasing TD leads to decrease in probability of transmission opportunity
(Po) and thus reduces the throughput-time. On the contrary, the miss-avoidance probability
(Pma) increases with increase in TD, thereby reducing the normalized interference duration.
Thus, the optimal solution of P1 (T ∗

D) must lie at the boundary of constraint (7.47), such that,

f (T ∗
D) = 0 (7.51)

where f (TD) = ε(TD)−Γ. Equation (7.51) can be solved using various root finding numerical
techniques available in the literature such as Ridder’s method [240], Regula Falsi, Secant
Method or Bisection Techniques [241]. Ridder’s method has quadratic rate of convergence
unlike linear convergence of Regula Falsi. Secant method has the disadvantage that the root
does not necessarily remain bracketed, also its convergence rate is 1.618 which is less than
that of Ridder’s method. Bisection method provides the surest solution, but is extremely slow.
Therefore, in this chapter, we use Ridder’s method to solve (7.51). The proof of convergence
is provided next for the solution to (7.51).

7.6.1.1 Proof of Convergence

The Ridder’s method is a powerful and clever modification of the false-position method
[241]. The false position method is a bracketing technique, whose convergence is ensured if
the length of successive search spaces/brackets for finding the solution of (7.51) decreases
with each iteration.

Assuming that the root is bracketed between (TD,1,TD,2), i.e. f (TD,1) f (TD,2)< 0, where
TD,1 < TD,2, the new solution TD,3 is

TD,3 = TD,1 +[− f (TD,1)]
TD,1 −TD,2

f (TD,1)− f (TD,2)
(7.52)
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Using (7.50) and (7.52), the relation between TD,1, TD,2 and TD,3 can be obtained as,

TD,2 > TD,3 > TD,1 (7.53)

Depending on whether f (TD,1) f (TD,3) < 0 or f (TD,2) f (TD,3) < 0, the root now lies
within either (TD,1,TD,3) or (TD,3,TD,2) respectively. The process now finds the solution
within the new brackets having smaller search spaces than the initial one. Therefore, it can
be concluded that the strictly decreasing nature of ε in (7.50) ensures convergence of the
solution in O(M) time, where M is the number of iterations involved in the root finding
technique. We now give our proposed ISPTO algorithm that is based on Ridder’s method to
obtain the optimal solution to (7.51).

7.6.2 ISPTO Algorithm

The ISPTO algorithm implemented by the CBS operates following the flowchart shown in
Figure 7.13 for a PU channel with γPU ≥ γPU,min. Briefly, at the beginning the initial bracket
of the root is found using Binary search [241]. Thereafter, the improved root is obtained
using Rider’s formula [240]. In this regard, the value of the function f (TD) is obtained by
exploiting the LUT for the current detection probability Pd . Lastly, the root is re-bracketed
to find a closer solution. The iterations run till an optimum solution is reached within an
error tolerance ξmax = 10−2 or the maximum iterations IR are exhausted. IR is significant in
determining the range of predictable PU channels. For lower PU activity channels, increasing
TD does not lead to significant reduction in a11 (7.4). Hence, such channels will not satisfy
the normalized interference constraint. In such cases, the ISTO algorithm will return a
no-solution at the initial bracket finding stage. Thus, these PU channels are not considered as
predictable channels. In the next section, we discuss about BCMS that assigns the available
predictable channels to the NRT SUs.
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Fig. 7.13 Flowchart of ISPTO algorithm.
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7.7 BCMS Design

The motivation behind designing a scheduler is to allow the SUs to transmit their data in
the most efficient manner in a multi-channel scenario, that consumes the least amount of
their battery. This is particularly significant because the NRT users are generally battery
operated users such as sensor nodes and controllers like coordinator of WBAN. To this end,
the proposed Battery Consumption Minimizing Scheduler (BCMS) aims at minimizing the
total battery consumption of all the K number of NRT SUs by assigning them to F available
predictable PU channels. Furthermore, we impose fairness into the scheduler to ensure no
NRT SU gets starved from transmission opportunities. In this section, we first model the
battery consumption of the sensor nodes and then formulate the assignment problem.

7.7.1 Battery Consumption Modeling

As illustrated in Figure 7.14, let hi, j denotes the channel between SUi and CBS at predictable
PU channel j, where i ∈ 1, · · · ,K and j ∈ 1, · · · ,F . Further, let P(H1, j) be the PU activity of
predictable channel j with optimal inter-sensing duration TD, j that is determined by ISPTO
algorithm. Capacity (Ci, j) of hi, j depends on the SNR (SNRi, j) of link and the bandwidth of
the channel (W ). Ci, j (bits/s) can be calculated by Shannon’s formula as follows,

Ci, j =W log2
(
1+SNRi, j

)
(7.54)

The average number of bits (Ti, j) transmitted per CR frame by SUi over assigned channel
j can be obtained using (7.54) as,

Ti, j = Ptrans, j
(
TD, j −TC, j

)
Ci, j (7.55)

Fig. 7.14 Illustration of the heterogeneity in scheduling.
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where Ptrans, j is the transmission probability for the jth PU channel obtained using (7.42),
and TC, j is the average collision duration within TD, j and is obtained using (7.43). The
average energy (E j) consumed in a single CR frame (Joules/CR frame) by an NRT SU for
transmission over the jth predictable PU channel can be calculated as,

E j = Ptrans, jTD, jItVs (7.56)

where It denotes the current consumption of SU during transmission and Vs represents the
power supply of the SU radio module.

Therefore, the average battery consumption (Bi, j) of SUi for transmitting its Di data bits
over the jth PU channel can be obtained using (7.55), (7.56) as,

Bi, j =
E j

Ti, j
Di (7.57)

Consequently, the total battery consumption (B) of all the NRT SUs in the CRN can be
represented as,

B =
K

∑
i=1

F

∑
j=1

Bi, jAi, j (7.58)

where Ai, j denotes the binary decision variable that designates the assignment status of SUi at
channel j. Specifically, if SUi is allocated the jth PU channel then Ai, j = 1, or else Ai, j = 0.

7.7.2 Total Battery Consumption Minimization Problem

We formulate the total battery consumption minimization problem as,

P2 : min
A⃗

K

∑
i=1

F

∑
j=1

gk
i Bi, jAi, j (7.59)

s.t.
F

∑
j=1

Ai, j = 1, i ∈ {1, · · · ,K} (7.60)

K

∑
i=1

Ai, j = 1, j ∈ {1, · · · ,F} (7.61)

Ai, j ∈ {0,1},∀i, j (7.62)



292 A Prediction and Scheduling Framework in CRN for Energy-Efficient NRT Communication

where A⃗ =
[
Ai, j, i ∈ 1, · · · ,K, j = 1, · · · ,F

]
is the assignment vector with elements Ai, j. Con-

straint (7.60) ensures that each SU is assigned to only one channel. Whereas, constraint
(7.61) guarantees that a particular predictable channel is assigned to only one SU. In order
to make BCMS fair in its channel assignment, we incorporate the index gi, termed as grant
fair index. gi is defined as the ratio of the number of channel assignments granted to SUi to
the total number of channel requests from SUi till the current moment. The grant fair index
allows BCMS to favour the NRT SUs that are granted less number of channel assignments.
Further, we introduce a degree of fairness, denoted by k. Higher degrees of k leads to better
fairness.

Problem P2 (7.59) is solved by BCMS after all the channels requests from the SUs are
received at the CBS. BCMS obtains the optimal assignment vector A⃗ and informs the SUs via
the control channel. Subsequently, SUs transmit their data bits over the assigned predictable
channels. After completion, the SUs release their channels to the CBS. Problem P2 is an
assignment problem [242], which is a special case of transportation problem. It can be solved
by finding the minimum weight perfect matching in a weighted bipartite graph. The graph
is divided into two disjoint sets of SUs (U) and predictable channels (V ), such that every
edge connects a vertex in U to one in V . The weight of the edge between the ith element in
U and jth element in V is gk

i Bi, j. Such minimum weighted bipartite graphs can be solved
by Hungarian method in strongly polynomial time [243]. The time complexity is given by
O(L3) [244], where L = max(K,F).

7.7.3 Hungarian Algorithm for BCMS

The Hungarian algorithm implemented by BCMS follows the steps given in Algorithm 7.1.
It uses an adjacency matrix also known as the cost matrix [243], where the entries in the
matrix are the weights of edges in the bipartite graph. Let the set of SUs U represent the
rows and the set of predictable channels V represent the columns. Thereafter, Algorithm 7.1
exploits Lemma 2 [243] for polynomial runtime complexity and guaranteed optimality.

Lemma 2 If a number is added to or subtracted from all of the entries of any one row or
column of a cost matrix, then an optimal assignment for the resulting cost matrix is also an
optimal assignment for the original cost matrix.

Based on this, in the first phase, row reductions and column reductions are carried out
(Lines: 5 and 6 of Algorithm 7.1). In the second phase, the solution is optimized on iterative
basis (Lines: 7-16 of Algorithm 7.1).
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Algorithm 7.1 Hungarian Algorithm for BCMS

1: Initialization: Prepare the cost matrix C with elements gk
i Bi, j, where i ∈ 1, · · · ,K and

j ∈ 1, · · · ,F
2: if K ̸= F then
3: Append zeros to convert C into L×L matrix, where L = max(K,F)
4: end if
5: For each row of C, find the smallest element and subtract it from every element in its row
6: For each column of C, find the smallest element and subtract it from every element in its

column
7: loop
8: Cover all zeros in C using minimum number (l) of horizontal and vertical lines
9: if l = L then (Test for Optimality)

10: return : Optimal assignment corresponding to non-repeating zero entries cover-
ing all rows and columns

11: else if l < L then
12: Determine the smallest entry (δ ) not covered by any line
13: Subtract δ from each uncovered row
14: Add δ to covered column
15: end if
16: end loop

7.7.3.1 Time Complexity Analysis

The first two steps (Lines: 5 and 6 of Algorithm 7.1) in an effort to make the smallest element
in each row and column equal to zero cover all the elements of the cost matrix C. This makes
a total of O(L2) time.

In case the optimality test at Line: 9 of Algorithm 7.1 fails, then Lines: 13 and 14 of
Algorithm 7.1 are repeated. Since these steps are similar to the first two steps, they have the
same time complexity of O(L2) time.

In the worst case, there can be O(L) number of such iterations (Lines: 13 and 14 of
Algorithm 7.1), each taking O(L2) time, leading to a total running time of O(L3). Therefore,
Hungarian algorithm provides optimal solution in strongly polynomial time.

To illustrate the significance of this, let us consider a Brute force solution which considers
every possible assignment by checking every combination and seeing what yields the lowest
battery consumption. However, there are L! combinations to check, and for large L, this
method becomes inefficient very quickly. Therefore, brute force method implies a complexity
of O(L!). Compared to this, the Hungarian algorithm is clearly much more efficient, thereby
justifying its selection.
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7.8 Performance Analysis of CSSP Framework

We analyze the CSSP framework to study the performance of ISPTO algorithm, H2M2
engine and BCMS. First, we present the performance of ISPTO algorithm in determining the
optimal inter sensing-prediction time for a PU channel. Next, we illustrate the comparative
performance analysis of CSSP with respect to BSS and CSS under different conditions.
Then, we show the performance improvement in energy-efficiency of a CR frame due to
H2M2 as compared to Software based HMM Prediction (SHMMP). Lastly, we evaluate
BCMS performance in a multi-user, multi-channel scenario. BCMS performance is studied
in terms of the total battery consumption minimization of the CRN and fairness. In this
regard, the simulations are performed in MATLAB [215]. The H2M2 engine is developed
in an ATLYS FPGA [245], that communicates with the MATLAB simulation environment
using a developed MATLAB Hardware Co-simulation (M-Hwcosim) interface.

In the simulations, the spectrum is divided into PU channels of bandwidth W=5MHz.
For example, if 20MHz WLAN bands comprise the PU spectrum, then each PU channel is
a sub-band of bandwidth W within a WLAN band. The PU activity of the channels follow
an exponential ON-OFF distribution with mean duty-cycle ton + to f f =100ms [246]. The F
predictable channels in the CRN have PU activities and detected PU SNR with uniform
probability. The SNR of a link between SU and CBS follow an exponential process with
mean SNR=2.5dB [105]. Further, for modeling the data transmitted by NRT SUs we consider
healthcare data generated from a WBAN. The sampling frequencies of various physiological
signals, are given in Table 7.1[108]. Table 7.1 also provides the corresponding data bits (Di)

generated in a 2s signal capture. The data streams are assigned to the SUs with uniform
probability.

Table 7.1 Healthcare signal frequencies and data Size

Data Stream Signal Frequency (Hz) Data Size (Di) for 2s signal (bits)
ECG 200 6400
Respiratory Rate 10 320
Blood Pressure 50 1600
EEG 60 1920
Body Temperature 0.1 16
EMG 500 16000
Galvanic Skin Resistance 20 640

We utilize the Wireless Open Access Research Platform (WARP) [166] radio boards
to model the transceivers of CR modules. For obtaining their power consumption profile,
readings were taken using an external ammeter connected in series with the WARP node’s
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12V power supply. The results revealed that, the node draws It =1.4A and Ir =1.35A current
in transmit and receive modes respectively.

To obtain the sensing time, we draw on the assumptions presented in [172], where the
optimal sensing time has been evaluated for χ = 0.9, receiver sensitivity γPU,min = -20 dB,
and κ = 0.1. Therefore, using (7.3) we obtain NS=131072. The WARP board is equipped
with a 40MHz ADC with a buffer size of 214. Generally, WARP avoids the first 1000
received samples. Using this and after some calculations, we obtain the sensing time TS =
3ms. Further, in our analysis, we consider the normalized interference threshold Γ=0.006 for
ISPTO algorithm. It is worth mentioning that, owing to the improved interference rejection
capabilities of H2M2 the threshold for ISPTO is set ten times less than the limits for BSS or
CSS [82].

We illustrate the variation of normalized interference duration with the observation
sequence length N of H2M2 in Figure 7.15a. Additionally, the log likelihood of generating
an observation sequence O, i.e. log(P(O|Λ)), by the H2M2 at every iteration is shown in
Figure 7.15b. It is observed in Figure 7.15a that as N increases the interference decreases,
however there is less variation beyond N=100. Similarly, log(P(O|Λ)) in Figure 7.15b shows
convergence after 5 iterations. Therefore, for H2M2 the observation sequence length N is set
to 100, and the maximum number of iterations I is set to 5.

(a) (b)

Fig. 7.15 Variation of (a) ε with respect to N, and (b) log(P(O|λ )) with respect to I.
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7.8.1 Analysis of ISPTO Performance

In this sub-section, the simulation results for ISPTO algorithm are presented. The variations
of normalized throughput-time (T) (7.40) and the normalized collision duration (ε) (7.41)
for different inter sensing-prediction durations TD at γPU = −20dB are shown in Figures
7.16a and 7.16b respectively. It is noted that with the increase in TD, both T and ε decreases.
Furthermore, both the curves are observed to follow the strictly decreasing nature with
respect to TD satisfying (7.49) and (7.50). This variation can be explained from the relation
between TD, state transition probabilities and H2M2 performance as highlighted previously
in Section 7.5. Briefly, as the value of TD increases, the probability a11 decreases, which
in turn, results in improvement in the miss-avoidance probability (Pma) and thus decrease
in interference. However, simultaneously the probability of transmission opportunity (Po)

also decreases, leading to lower throughput. Thus, we observe a trade-off with respect to
the selection of TD. ISPTO algorithm obtains the optimal inter sensing-prediction duration
T ∗

D at the boundary of the maximum permissible normalized interference threshold Γ=0.006.
This is represented by the dotted line in Figure 7.16b . It is observed that, as the PU activity
decreases T ∗

D increases. Keeping TD fixed in Figure 7.16b, it is noted that the normalized
interference duration increases with decrease in PU activity. Lower PU activity leads to
degraded prediction performance causing more collisions. Furthermore, it is seen that for PU
activities less than 68%, ε never satisfies the interference threshold. Thus, for detected PU
SNR of -20dB (γPU,min) the ISPTO algorithm selects the channels with PU activity greater
that 68% as predictable channels.

(a) (b)

Fig. 7.16 Variation of (a) T, and (b) ε with respect to TD for different PU activities at
γPU =−20dB.
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In Figure 7.17, we vary the PU activity and detected PU SNR (γPU) at the CBS to observe
its impact on the optimal inter sensing-prediction duration (T ∗

D). Decrease in PU activity
leads to increase in T ∗

D , which is in lines with the observations reported in Figure 7.16b.
Further, as shown in Figure 7.17, for a fixed PU activity T ∗

D decreases with increase in γPU .
Higher γPU corresponds to better detection probability. This leads to reduced collisions,
which in turn reduces the value of T ∗

D . A closer look at Figure 7.17, reveals that the lower
bound of predictable PU activity range extends to 62% for γPU =−18dB, as compared to
68% for γPU =−20dB. This improvement at higher detected PU SNR is due to the reduced
interference, which indicates that the lowest PU activity which satisfies the interference
threshold will be less as compared to the lower PU SNRs. It is also worth mentioning that
for γPU =−18dB, Pd ≈ 1. Therefore, for γPU >−18dB there is no further improvement in
predictable PU activity range.

Fig. 7.17 Optimal inter sensing-prediction duration versus PU activity for different detected
PU SNRs.

The performance of the different root-finding techniques in terms of the convergence
time of the ISPTO algorithm for 78% PU activity and -20dB PU SNR is shown in Figure
7.18. From Figure 7.18, it is observed that Ridder’s method offers the fastest convergence
followed by Regula Falsi and Secant techniques. In this regard, the bisection method is found
to be the slowest. This justifies our selection of Ridder’s method for ISPTO algorithm.

Finally, we comment on the variation in energy-efficiency of the SUs at the optimal
inter sensing-prediction duration. We define SU energy-efficiency (EESU) as the ratio of
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Fig. 7.18 Convergence of different root finding techniques in ISPTO algorithm.

normalized throughput time to the normalized SU energy consumption within a single CR
frame. It is calculated as,

EESU =
TD −TC

TDItVs
(7.63)

Examining (7.63) and (7.41) reveals that ideally EESU for all predictable PU channels
should be same at TD = T ∗

D . However, slight variations are noted during simulations between
different operating conditions. This is to be expected as the root finding method in ISPTO
algorithm determines T ∗

D within a certain degree of error tolerance. This error tolerance
is limited by the resolution of the LUTs. Higher resolution will reduce these variations,
however at the cost of very large LUTs. Thus, in this we limit the resolution of LUTs and
error tolerance (ξmax) to 10−2, which provides an acceptable trade-off.

7.8.2 Comparative Analysis of Proposed CSSP Framework with Non-
Predictive BSS and CSS

Figure 7.19a shows the variation of SU energy-efficiency (EESU) as defined in (7.63) with
respect to the different PU activities for our proposed CSSP, traditional Base Station based
Sensing (BSS) and Collaborative Spectrum Sensing (CSS) at γPU = γPU,min=-20dB. For CSS,
we perform simulations against different number (n) of collaborating users. Additionally,
for both BSS and CSS, we determine the optimal inter-sensing durations that maximize the



7.8 Performance Analysis of CSSP Framework 299

throughput time within a normalized interference duration constraint. In this regard, to avoid
infeasible solutions, both CSS and BSS are evaluated for normalized interference constraints
of 0.06, which is 10 times less than that of CSSP. In Figure 7.19a, we can observe that CSSP
under predictable PU channels attains better EESU as compared to CSS and BSS. Due to the
improved H2M2 performance in avoiding miss-detections, less energy is consumed towards
successful transmission, thereby increasing the energy-efficiency. CSSP provides 48.43%
improvement in EESU with respect to (w.r.t) CSS (n = 1) and 6% improvement w.r.t BSS.
This is more significant as the EESU improvement for CSSP is under stricter normalized
interference constraint. The significantly lower value of EESU for CSS is because the SUs
perform spectrum sensing for channel access.

Figures 7.19b and 7.19c respectively shows the variations of EESU and normalized
interference duration (ε) with respect to the detected PU SNR (γPU) for CSSP at 78% PU
activity, and BSS and CSS at 20% PU activity. Here, we can observe that CSSP outperforms
both BSS and CSS.

(a) Fixed PU SNR at CBS, γPU =
-20dB

(b) Fixed PU activity (CSSP-
78%),(BSS,CSS-20%)

(c) Fixed PU activity (CSSP-
78%),(BSS,CSS-20%)

Fig. 7.19 (a) EESU versus PU activity, (b) EESU versus PU SNR at CBS, and (c) ε versus PU
SNR at CBS for CSSP, BSS and CSS with different cooperating SUs.

7.8.3 Comparative Analysis of H2M2 with SHMMP

The performance of hardware implementation for HMMP can be analyzed from the time
taken for re-estimating the HMM variables by H2M2 over 5 iterations utilizing 100 previous
observations. The results of the study are summarized in Table 7.2. As evident, H2M2
reduces the number of clock cycles by 54% and that leads to 76.8% reduction in the time
taken for prediction as compared to soft-core implementation of HMM prediction (SHMMP).
This performance improvement is due to the efficient implementation of H2M2 on FPGA
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at 40MHz without setup and hold-time violations and the use of parallel processing with
pipelining that saves clock-cycles. This is contrary to sequential execution of instructions
at lower 20MHz speed of soft-core processors like Microblaze. The setup time for H2M2
recorded after synthesis, mapping, placement and timing analysis of the design on FPGA is
17.7ns. Now the system clock period is 25ns. Therefore as the setup time is less than the
clock period, H2M2 satisfies the setup time constraints.

Table 7.2 Performance improvement in H2M2 engine

Prediction Unit Processor Speed Clock Cycles Time Taken
SHMMP 20MHz 26856 1.34ms
H2M2 40MHz 12381 0.31ms

The performance improvement achieved by H2M2 over SHMMP can be shown using
CR frame energy-efficiency (EECR) metric. It can be calculated as,

EECR =
Ptrans(TD −TC)

(TSIr +TPIP +PtransTDIt)Vs
(7.64)

where Ip=1.3A denotes the current consumed (in WARP board) by CBS during prediction
and the other symbols have their usual meaning. The significance of EECR is that along with
the SU energy consumption, it also considers the energy consumption of CBS. Figure 7.20 is
plotted to illustrate the improvement in EECR due to H2M2 as compared to SHMMP under
the same normalized interference constraint for γPU = −20dB. It is observed that for an

Fig. 7.20 Variation of EECR with respect to PU activity for H2M2 and SHMMP, with
percentage improvement for H2M2.
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84% PU activity there is a significant 46.55% improvement in EECR. Lower prediction time
of H2M2 correspond to less energy consumption towards prediction, but more importantly
higher inter sensing-prediction time, which adds to concerned EECR improvement. Moreover,
we observe that for higher PU activities the percentage improvement increases. From the
expression in (7.64) we discern the inverse proportionality of the improvement in EECR with
TD. Higher PU activities have smaller optimal T ∗

D , and hence better improvements in EECR.
Lastly, the increase in EECR with decrease in PU activity is attributed to the improvement in
probability of transmission opportunity (Po), which means that for the energy consumed by
CBS more throughput is obtained from the CRN.

7.8.4 Analysis of BCMS Performance without Fairness

Having obtained the predictable channels and optimal T ∗
D in ISPTO algorithm, we now

analyze the performance of BCMS in minimizing the battery consumption of the NRT SUs.
For this, first we deactivate fairness by setting gi = 1, i = 1, · · · ,K. Then, in the next sub-
section we study the fairness of BCMS. To provide comparative analysis, we consider a
Heuristic Battery Consumption Minimizing Scheduler (HBCMS). HBCMS greedily assigns
each predictable PU channel to the NRT SU which consumes the minimum battery at that
particular channel, i.e. lowest Bi, j. HBCMS operates in polynomial time in the order of
O(FK), where F is the number of available predictable PU channels and K is the number of
NRT SUs requesting channel.

In Figure 7.21, we vary F to observe its impact on the BCMS performance. For this,
we set K = 20. For each simulation setting, we obtain the results after 1000 Monte Carlo
simulations. As shown in Figures 7.21a, 7.21b and 7.21c, initially the average battery
consumption per NRT SU (β ) increases with increase in F . This is due to increased number
of channel assignments among the SUs. Alternatively, we can state that β decreases with
decrease in F for F < N. This is to be expected, as among the many SUs requesting channel
assignment, only those having lower data lengths or higher mean channel SNRs will be
favored in general. Furthermore, for increase in F beyond F = 20, we observe that the battery
consumption decreases. When F > K, BCMS chooses the most appropriate PU channels
for assignment, while leaving the less energy-efficient channels un-assigned. Figure 7.21d
depicts that BCMS performs better than HBCMS under all conditions with lower battery
consumption.

Figure 7.21a also demonstrates the effect of SU channel SNRs on the battery consumption.
In this scenario, we vary the ratio of SUs ( f high

snr : f low
snr ) having high mean SNR of 5dB and

low mean SNR of 0dB. It is observed that as channel SNRs increase, the battery consumption
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(a) Different ratio of NRT SU channel SNRs (b) Different ratio of NRT SU data lengths

(c) Different ratio of PU activities with varied
SUEE

(d) BCMS vs HBCMS

Fig. 7.21 Variation of battery consumption per SU with respect to number of available
predictable channels.

decreases. This is caused by the fact that higher SNR leads to more channel capacity, which
reduces the transmission time and hence the battery consumption decreases.

Similarly, in Figure 7.21b we see the variation of β for different ratios of data sizes
( f low

data : f high
data) among the NRT SUs. Referring to Table 7.1, we classify the 16, 320 and

640-bit data as low data sizes. It is noted that smaller data lengths lead to lesser battery
consumption.

As discussed in Section 7.8.1, the SU energy-efficiency per CR frame (EESU) for T ∗
D vary

slightly for different PU activities and PU SNRs due to the unavoidable error tolerance of root
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finding technique in ISPTO algorithm. Drawing from this observation, in Figure 7.21c we
note the variation in β for different ratio of PU channels ( f high

PU_EE : f low
PU_EE) classified based

on their (EESU). As expected, the battery consumption decreases as the number of channels
offering higher (EESU) increases. This highlights the capability of BCMS in assigning the
most suitable PU activity channels while leaving the relatively less energy-efficient channels
unassigned. Thereby, efficiently mitigating the small variations in EESU among the different
PU activities at optimal T ∗

D .

7.8.5 Analysis of BCMS Performance with Fairness

In this section, we illustrate the ability of BCMS to ensure fairness in channel assignment
among different SUs. This prevents certain SUs from getting starved of channel assignments.
Such a situation might arise if such SUs have low mean channel SNR or large data length.
Therefore, ensuring fairness is necessary, even if it conflicts with the objective of minimizing
the total battery consumption. We evaluate the fairness performance in terms of a metric
known as Gini Index. Gini Index computes the deviation in resource allocation from the ideal
fair allocation [247]. Gini index 0 denotes a perfectly fair allocation scheme, whereas an
unfair allocation has high Gini Index. The Gini Index (FGini) can be calculated as,

FGini =
1

2K2ḡ

K

∑
i=1

K

∑
j=1

∣∣gi −g j
∣∣ (7.65)

ḡ =
∑

K
i=1 gi

K
(7.66)

Where gi is the grant fair index of SUi.
To illustrate the efficiency of BCMS in imposing fairness, we isolate two specific NRT

SUs having contrasting characteristics for the scenario K = 40 and F = 20. More specifically,
we consider a SU(SU1) having 5dB mean channel SNR with a data length of 16bits, whereas
another SU (SU2) having 0dB mean channel SNR with 6400 data bits to send. Figure 7.22
shows the variation of the grant fair index for SU1 and SU2 over 200 successive simulation
runs. We observe in Figure 7.22a that without fairness SU2 does not receive any channel
assignments, while SU1 is favored. However, when fairness with degree k = 1 is imposed as
in Figure 7.22b, there is improvement in the grant fair index of SU1, and the difference in
gi between SU1 and SU2 is less. Furthermore, the fairness improves in Figure 7.22c as the
degree of fairness is increased . The ability of BCMS in maintaining fairness among SUs can
also be seen in Figure 7.23.
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(a) No fairness

(b) Fairness with degree k = 1

(c) Fairness with degree k = 2

Fig. 7.22 Variation of grant fair index for SU1 and SU2 with time. SU1 has high mean
channel SNR of 5dB and low data length of 16bits, SU2 has low mean channel SNR of 0dB
and high data length of 6400 bits.
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(a) No fairness

(b) Fairness with degree k = 1

(c) Fairness with degree k = 2

Fig. 7.23 Grant fair index of different NRT SUs under various fairness settings.
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Table 7.3 reports the performance of BCMS and HBCMS in terms of FGini and the
average battery consumption per SU (β ) under different fairness settings and number of SUs
K = 10, K = 30 and K = 40. While the total number of predictable channels is kept fixed at
F = 20. It can be concluded that BCMS outperforms HBCMS both in terms of FGini and β

under all conditions. For a particular degree of fairness (k), the FGini value increases with
increase in K. This is because, for larger values of K there are more unassigned SUs. In this
regard, the decrease in β with increase in K is similar to the observation reported in Figure
7.21. Keeping K fixed, FGini improves with higher degrees of fairness (k). However, this
improvement is at the cost of increased battery consumption. Therefore, a network designer
while selecting the appropriate value of k needs to take into account the inherent trade-off
between FGini and β .

Table 7.3 Performance of BCMS and HBCMS

k Scheduler K=10 K=30 K=40
FGini β (mJ) FGini β (mJ) FGini β (mJ)

1
BCMS 0 0.62 0.2571 0.43 0.3505 0.38

HBCMS 0 0.63 0.2627 0.535 0.3609 0.41

1.2
BCMS 0 0.62 0.2497 0.445 0.3255 0.405

HBCMS 0 0.63 0.2566 0.55 0.3353 0.43

1.4
BCMS 0 0.62 0.2428 0.46 0.3036 0.43

HBCMS 0 0.63 0.2473 0.54 0.3101 0.45

1.6
BCMS 0 0.62 0.2337 0.475 0.2843 0.445

HBCMS 0 0.63 0.2374 0.53 0.2861 0.465

1.8
BCMS 0 0.62 0.2204 0.49 0.2631 0.465

HBCMS 0 0.63 0.2244 0.535 0.2655 0.48

2
BCMS 0 0.62 0.2058 0.505 0.2443 0.48

HBCMS 0 0.63 0.2065 0.56 0.245 0.495
0 BCMS 0 0.61 0.3333 0.315 0.5 0.25

(No Fairness) HBCMS 0 1.39 0.3333 0.385 0.5 0.32

7.9 Proof of Concept: NRT WBAN Transmission

In this section, a prototype implementation of the proposed CSSP framework and H2M2
engine is described and validated by means of a simple proof of concept representative of the
main functionalities and aspects of novelty of our system.

We have developed a complete prototype implementation and validation scenario, as
shown in Figure 7.24, which includes: 1) generation of a 10s ECG signal as output of a



7.9 Proof of Concept: NRT WBAN Transmission 307

WBAN using a MATLAB script [248] for the SU, 2) Discrete Wavelet Transform (DWT)
based compression of the ECG signal into the first 512 DWT coefficients using bior4.4 filter
as described in Section 3.11.3, 3) development of a CRN using WARP v2 board with one
radio daughter card for the CBS and another radio daughter card for the SU, and 4) H2M2
implementation for prediction using ATLYS FPGA [245] board. For the PU system, we
have selected the channel number 9 of 2.4 GHz frequency band and have utilized one radio
daughter card of a WARP v3 board to emulate the incumbent PU transmitter with exponential
ON-OFF traffic.

The CRN comprising of the CBS and SU radio daughter cards is controlled by a MATLAB
script named as CRN WARPLab running on a PC. The CBS through CRN WARPLab script
interacts with the H2M2 engine using our M-Hwcosim interface. The H2M2 engine that is
developed on the standalone ATLYS FPGA emulates the actual hardware behavior of the
proposed predictor engine, while reducing the turnaround time involved in developing the
same at the PHY of WARP board. Further, to support spectrum sensing, we developed an
energy detection model in the CRN WARPLab script which enables PU detection using the
received samples captured by CBS radio daughter card of WARP v2 board. Furthermore,
the PU system is also controlled by a MATLAB script termed PU System WARPLab, which
generates the exponential ON-OFF distributed signal at 78% PU activity with ton + to f f =
100ms. The PU transmit power is set such that the detected PU SNR at the CBS is -20dB, i.e.
γPU =−20dB.

Fig. 7.24 Validation scenario for NRT communication over CSSP framework.

For enabling sharing of control information between CBS and SU, we design a control
channel. The baseband frequency spectrum for the coexistence of primary signal and control
channel is shown in our work [83]. It is worth noting that all communications have been setup
in a slotted manner, with each slot duration being equal to the 0.384ms which is the time
taken by WARP board to transmit or read the complete buffer of 214 samples excluding 1000
delay samples. Following which all the timing parameters, viz. sensing time, transmission
time, ON and OFF times of PU signals, have been mapped into equivalent number of slots.
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(a) PU transmistted signal

(b) CBS received signal

(c) Transmitted signal by NRT SU

Fig. 7.25 Activities of PU, CBS and NRT SU.
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The MATLAB plots in Figure 7.25 highlight the major functions of the PU, CBS and
SU. When the SU has a compressed ECG signal ready for transmission, it sends a request
to the CBS over the control channel. Upon receiving the request, the CBS radio senses
the PU signal through energy detection using CRN WARPLab script for 3ms at intervals of
T ∗

D=30.3ms. The received PU signal at the CBS during this periodic sensing is shown
in Figure 7.25b. Additionally, for illustration purpose the received PU signal during the
inter-sensing durations has also been shown. After sensing, the observation is then sent
to the free running ATLYS board with the help of M-Hwcosim interface. Upon obtaining
the re-estimated H2M2 parameters, the CBS radio communicates the transmission decision,
transmit over the control channel to SU radio. When transmit = 1, the SU radio transmits its
data. Such SU data transmission instances are shown in Figure 7.25c. The transmission time
is 1.18ms.

Finally, through Figure 7.25b we demonstrate the efficiency of H2M2 in the CSSP
framework. It is observed that the SU could successfully transmit in the white spaces
avoiding the miss-detections. As shown in Figure 7.25b, in the event of a miss-detection,
H2M2 accurately predicts the presence of PU and doesn’t allow SU transmission, thereby
reducing the miss-detection probability. Some instances of false-alarm which prevents SU
transmission are also observed in Figure 7.25b. False alarm occurs when the received PU
signal at the CBS is slightly higher than the noise-floor. It can be expected that this accidental
false-alarm might disturb the H2M2 training observation sequence. However, interestingly
when a white-space is detected in the next sensing instance following the false-alarm, the
SU could successfully transmit. Thus, this illustrates that a false-alarm does not disturb the
H2M2 performance.

7.10 Conclusion

In this work, we have proposed the Centralized Scheduling, Sensing and Prediction (CSSP)
framework for a CRN to enable energy-efficient Non-Real Time (NRT) communication for
SUs . To this end, an enhanced HMM based prediction is incorporated within the traditional
CR sensing-transmission cycle. Further, by designing H2M2 engine the prediction time is
minimized in the order of 76.8% and thus improving the energy-efficiency of the CR cycle.
The CBS leverages on the ability of H2M2 to minimize the miss-detection probability of
spectrum sensing at high PU activities, thereby limiting interference to PUs. The reduced
collisions between PU and SU transmissions guarantee less energy consumption for the
NRT SUs at the cost of reduced transmission opportunities decreasing the throughput. For
this, a non-convex optimization problem is formulated and solved by our proposed ISPTO
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algorithm to maximize the throughput of SUs in PU channels by obtaining the optimal inter
sensing-prediction duration. ISPTO employs Ridder’s method for faster quadratic rate of
convergence than other root finding techniques and provides a solution for predictable PU
channels. Based on the outcome of the ISPTO algorithm, our proposed BCMS assigns the
predictable PU channels to the NRT SUs to minimize the total battery consumption of the
SUs. For channel assignment, BCMS considers the diversity in data transmission lengths
of the NRT SUs, SU channel SNRs, PU channel activities, detected PU channel SNR at
the CBS and solves the resource allocation problem in polynomial time using Hungarian
technique. BCMS also provides fairness among NRT SUs through the grant fair index and
degree of fairness variables as provided in the chapter.

Performance analysis shows that the proposed CSSP framework provides atleast 6% and
48% improvement in energy-efficiency in comparison to BSS and CSS respectively at 10
times stricter PU interference constraint. Moreover, ISPTO algorithm determines that the
channels having the minimum PU SNR of -20dB are predictable when their PU activities
are greater than 68%. This predictable PU activity range improves to 62% for PU SNR
greater than equal to -18dB. Therefore, the CSSP framework improves the spectral efficiency
of CRN by assigning the un-utilized high PU activity channels exclusively to NRT SUs,
while the RT users continue to use low activity channels through traditional approaches. We
have also showed that BCMS can obtain better (lower) battery consumption and fairness
performance as compared to a heuristic scheduler. Furthermore, it is shown that by choosing
the appropriate degree of fairness a network designer can obtain the required level of balance
between fairness and battery consumption. Finally, an NRT WBAN communication use
case is implemented in testbed to validate the functionality of CSSP framework that shows
a suitable direction of use for future IoT applications. As a future work, we are extending
adaptive transmission power mechanism in this work.



Chapter 8

Concluding Remarks

❝ Quality is not an act, it is a habit.❞

-Aristotle

Wireless Body Area Network (WBAN) is indeed a technology that allows citizens/patients
to have more responsibility in managing their own health. Moreover, allowing interaction with
care providers, whenever necessary. This is considered as a key solution towards providing
an affordable and proactive healthcare system. In February 2012, IEEE provided IEEE
802.15.6 standard for the successful implementation of WBANs addressing both its consumer
electronics and medical applications. Further, due to the remarkable progress in Internet and
Communication Technologies (ICT), WBANs can be integrated with Internet by transmitting
the data using long distance backhaul/convergence layer technologies comprising Wide-Area
Access Networks (WANs) like cellular communications, e.g. GSM, GPRS, 3G, 4G. The
convergence layer provides mobility to the patients allowing them to carry on their daily
activities in both outdoor as well as indoor environments while still facilitating ubiquitous
remote monitoring of the patient’s health over the Internet. However, the aforementioned
advantages of WBANs do not come without its own challenges both at the access and
convergence layer. At the access layer, the primary challenges include enhancing the battery
life of the sensor nodes while maintaining the strict QoS and reliability requirements of the
medical applications under non-ideal channel conditions. While at the convergence layer, the
primary challenges are i) efficient handling of the increasing demand for spectrum due to
prolific increase in the number of IoT devices/applications such as remote health monitoring,
and ii) minimization of the cost of data transfer over the backhaul. In this work, we address
the aforementioned challenges through the application of Cognitive Radio (CR) technology.
At the WBAN access layer, we employ CR technology to enable a sensor node to adapt
its parameters according to the environment so as to maximize its performance under all
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conditions. Whereas at the backhaul, we exploit CR in the form of Dynamic Spectrum
Access (DSA) or backhaul Cognitive Radio Network (CRN) to reduce spectrum congestion,
utilize the bandwidth at the maximum and provide low cost broadband access for remote
health monitoring.

Prior to making the access layer sensor nodes cognitive in nature, we conduct intensive
performance analysis and design of WBAN based on IEEE 802.15.6. Additionally, in this
work we consider the Scheduled Access MAC (SAM) protocol as it provides good solutions
to the traffic correlation. These protocols are energy conserving protocols because the duty
cycle is reduced and there are no contention, idle listening, and overhearing problems. As for
the backhaul CRN, in this thesis we deal with the design and implementation aspects to enable
Non-Real Time (NRT) energy-efficient and cost-efficient transfer of small amounts of WBAN
collected medical data to the remote end over CRN. However, the research methodologies in
this thesis can be made equally applicable to other NRT data transfer cases as encountered in
several IoT and Machine-to-Machine (M2M) applications.

This chapter provides a brief summary of the research accomplishments carried out in
this thesis, in accordance with the overall objectives of research (as stated in Chapter 1), and
also discusses the future aspects of system and application development that can be pursued
based on the obtained outcome in the thesis.

8.1 Summary of Research Accomplishments

Due to the absence of any simulation model of WBAN based on IEEE 802.15.6 standard,
the first step in this thesis is to develop a comprehensive simulation model. This model
serves as a platform for validating analytical observations and also facilitate performance
analysis and optimization of designed WBANs in the thesis. Accordingly, this thesis builds
a detailed simulation model in OPNET Modeler 16.0 of WBAN following IEEE 802.15.6
SAM. For this, we perform detailed network, node and process level modeling as per the
rules outlined in the standard. Extensive analysis is performed to study correlation between
performance metrics like average frame delay, throughput and energy consumption of the
sensor nodes and system parameters like traffic loads, Payload Sizes (PSs) and Allocation
Intervals (AIs). The developed simulation model can be used in future research work like
validation of derived analytical models, performance analysis of WBAN setups, followed
by suitable optimization. The designed simulation model can also be implemented as
training tools to acquaint researchers with the fundamental ideas of MAC protocols of
IEEE 802.15.6 in general and SAM in particular. In the next phase of work, we use the
simulation model for energy-efficient design and implementation of WBAN on real test-
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bed to facilitate real-time health monitoring and non-real time transfer of small amounts
of WBAN captured data to remote server in an e-healthcare framework. In this regard,
the complete implementation specific details are provided pertaining to the selection of
components and their extensive implementation involving interfacing of MCU of sensor
nodes with CC1101 low power transceiver. A proposed technique to multiplex data from
multiple sensors is highlighted. Lastly, we leverage the OPNET model to characterize
and optimize the designed WBAN. We obtain the optimal AIs for ECG and temperature
monitoring using the developed OPNET simulation model maximizing the network capacity
within a frame delay constraint. Furthermore, we show the development of a state-of-the art
BNC which has the ability to collect data from multiple sensors of a patient, compress them
using a proposed Discrete Wavelet Transform (DWT) based technique for the BNC called
B-DWT, and thereafter, send the data to Remote Server (RS) over cellular network. We also
determined Bi-orthogonal 4.4 Wavelet filter as the most suitable filter for B-DWT algorithm
providing 67% signal compression with less than 2% information loss. Our proposed B-
DWT outperforms traditional DWT in terms of 64% faster execution time and takes 2% less
memory of resource constraint BNC. The overall WBAN setup is successfully integrated
within an e-healthcare framework which collects and stores data from multiple patients for
pervasive access. The developed test-bed model of WBAN serves as a precursor to efficient
integration of CR features for real-time adaptation of system parameters based on channel
conditions.

Prior to deploying WBAN over CR backhaul, it is imperative that we develop a real-time
CR interface that enables opportunistic IP based communication for the SUs over licensed
PU channels in a practical hardware test-bed. This requires an efficient spectrum sensing
mechanism for the SU. To this end, we perform analytical and simulation study of the
performance of energy detection based sensing under sensing uncertainties and varied
PU activities. We obtain the Receiver Operating Characteristics (ROC) for energy detection
based sensing with respect to different receiver sensitivities, which is the minimum PU SNR
that can be detected with 90% probability. In addition, we keep the interference to PU chan-
nels within predetermined limit and study the normalized interference metric. Thereafter, we
characterize energy detection based sensing in an actual test-bed comprising of WARP
boards. In case of WARP, we obtain a sensing time of 3ms for a SU receiver sensitivity of
-20dB. The variation of sensing time is also shown for varied receiver sensitivity. Following
this, we model an Energy Detection based CR MAC (ECR-MAC) at the Embedded Processor
(EP) of WARP. The ECR-MAC employs a proposed Practical Energy-Efficient Energy
Detection (PED) method which exploits the already available FPGA resources for practi-
cal realization of energy detection. PED method shows a significant reduction in energy
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consumed for spectrum sensing at higher detected PU SNRs. For example, the effective
sensing time to detect a PU signal with detected SNR=-10dB for a detection probability of
0.9 is obtained as 0.3ms, therefore there is almost 99% reduction in energy consumption
upon employing PED method as against traditional energy detection method. Lastly, we
validate the functionality of ECR-MAC framework by deploying opportunistic IP enabled
SU communication over PU activity channels in our developed test-bed setup.

After suitably designing the simulation model and test-bed model for WBAN, the focus
shifts to the detailed analytical study of WBAN based on IEEE 802.15.6 SAM under
non-ideal channel conditions, followed by CR enabled optimization to achieve optimal
system performance. The need for a detailed study of IEEE 802.15.6 SAM is addressed by
conducting a comprehensive mathematical analysis. Applying queuing theory, we derive the
average waiting delay of the frames, the throughput and energy consumption of the sensor
nodes. For this, we take into account the presence of immediate acknowledgment, non-ideal
channel fading and BCH encoding. We also analyze the Energy Efficiency (EE) of sensor
nodes and reliability of data transfer. Detailed analysis is performed over both analytical and
developed OPNET simulation model to study WBAN performance against different system
parameters like the length of allocation intervals, varied traffic loads, payload sizes, beacon
intervals, information data rate, error probability due to different modulation schemes and
channel SNRs. Through the analysis, we determine optimal allocation intervals for the sensor
nodes that maximize the energy-efficiency of sensor nodes under frame delay and reliability
constraints. We also show how the proposed analytical model provides the system designers
a tool to obtain LUTs stored locally at the sensor nodes for adaptively optimizing the AIs
and PSs based on the channel SNRs. In this approach the sensor nodes use their CR ability
to sense the channel SNR and adapt the AIs and PSs to the optimal values obtained from
their LUTs.

A significant research contribution also been made in this thesis to address the prob-
lem of spectrum scarcity and the need for reliable cost-efficient remote health monitor-
ing through design and implementation of a novel cross-layer based intelligent WBAN
gateway called BodyCog-BNC, that exploits CR interface to perform DSA for NRT back-
haul communication over PU channels in an opportunistic manner and also intelligently
switch to conventional licensed WAN technologies when the CR backhaul is not suitable
for communication. We term this intelligent switching ability of BodyCog-BNC as “spec-
trum agility”. For this, two cross-layer based units are proposed for the BodyCog-BNC,
namely BodyCog-BNC Management Entity (BME) and BodyCog CR MAC (BCR-MAC)
which are part of our modified protocol stack for the BNC. For implementing the BME
and BCR-MAC units we leverage on the Finite State Machine (FSM) based development
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frameworks BME Development (BMED) architecture and BCR-MAC Development (BCRD)
architecture respectively. Subsequently, we exploit these frameworks to implement interrupt
based intelligent cross-layer message passing between BME and BCR-MAC and control
message interchange between BCR-MAC and CBS. Leveraging this cross-layer message
passing, we enable spectrum agility between CR interface and licensed WAN when i) the
control channel of backhaul CRN is un-suitable for communication, or ii) the BNC encoun-
ters successive handoffs due to presence of PU in successive channels, or iii) the channel
provided by CBS is not suitable for reliable communication. We have also optimized the
CR backhaul communication through a proposed Inter-Sensing Time Optimization (ISTO)
algorithm. It uses very efficient convex optimization techniques to maximize the energy-
efficiency of transmission over PU channel allocated by CBS while still satisfying the strict
PU interference constraint under sensing uncertainties. Further, we present closed form
analytical expressions for different performance metrics like the average energy consump-
tion, probability of switching from CR interface to licensed WAN, the time taken for such
switching and the cost-efficiency in terms of PU activity, detected PU SNR, control channel
conditions, NRT data transferred and the CR cost regimes. These expressions would help
system designers suitably select system parameters like the number of handoffs allowed or
properly selecting the CR cost regime so as to maximize the cost-efficiency for users and
profits for the network operators. We show that the proposed BodyCog-BNC uses the CR
interface more that 94% of the time for backhaul communication, achieving a significantly
high cost-efficiency as compared to conventional licensed WAN technologies. Moreover, the
high cost efficiency is ensured for a wide range of healthcare data and under varied CR cost
regimes. Furthermore, the use of cross-layer message passing leads to a minimum 100%
improvement in the switching time as compared to non cross-layer based approach. Lastly, a
real hardware prototype of BodyCog-BNC is also designed to illustrate the feasibility of the
proposed approach in enabling NRT remote healthcare monitoring. For this, we leverage
both of our previously designed WBAN test-bed and CR test-bed.

Lastly, we consider backhaul CRNs with adequate resources at the CBS. In this case,
significant gains in energy-efficiency of the NRT SUs (like WBAN BNCs) can be attained
through sensing, prediction and scheduling at the CBS. To this end, we develop a Central-
ized Scheduling, Sensing and Prediction (CSSP) framework at the CBS. In the proposed
framework, we incorporate Hidden Markov Model (HMM) based prediction within the
traditional CR sensing transmission cycle. To minimize the prediction time, we design a
Hardware based HMM engine (H2M2) to be used by the CBS. The H2M2 engine minimizes
the prediction time by 76.8% and thus improves the energy efficiency of the CR cycle. H2M2
also minimizes energy consumption by reducing the collisions between SU and PU. However,
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in doing so it also decreases the throughput of transmission. Therefore, to address this we
develop an Inter Sensing-Prediction Time Optimization (ISPTO) algorithm, that identifies
the predictable PU activity channels and maximizes the throughput within a PU interfer-
ence threshold. The ISPTO alorithm that employs Ridder’s method to obtain the optimal
inter-sensing duration with quadratic rate of convergence. ISPTO algorithm also identifies
the predictable PU channels by taking into consideration the effect of sensing uncertainties.
ISPTO algorithm determines that the channels having the minimum PU SNR of -20dB are
predictable when their PU activities are greater than 68%. This predictable PU activity range
improves to 62% for PU SNR greater than equal to -18dB. Furthermore, to minimize the total
battery consumption of all the SUs within CRN, a Battery Consumption Minimizing Sched-
uler (BCMS) is designed at the CBS that efficiently allocates the predictable PU channels to
the NRT SUs. The BCMS employs Hungarian algorithm to solve the assignment problem
in polynomial time and allocating the predictable channels to NRT SUs in the CRN. The
proposed CSSP framework provides atleast 6% and 48% improvement in energy efficiency in
comparison to Base Station Based Sensing and Collaborative Spectrum Sensing respectively
at 10 times stricter PU interference constraint. We remark that, the CSSP framework allows
NRT SUs to energy-efficiently send their data over high PU activity channels, whereas the
RT users can continue using low PU activity channels through traditional sensing techniques.
Therefore, by effectively allowing the utilization of both low and high PU activity channels,
the CSSP framework also improves the CRN spectrum capacity. Finally, through a proof of
concept we validate the ability of CSSP framework in enabling NRT communication.

In a nutshell the work in this thesis satisfactorily fulfills all the stated objectives through
innovative research domains: i) facilitating energy-efficient WBAN communication through
detailed analysis of MAC protocols, ii) enabling cost-efficient NRT backhaul data trans-
mission with high energy efficiency , and iii) design and test-bed implementation. This is
suitably demonstrated in Figure 8.1.

8.2 Future Scope

This thesis presented the research work to implement energy-efficient standalone WBAN
with CR enabled features followed by its integration over backhaul CRN for cost-efficient,
spectral efficient and energy-efficient remote health monitoring. In addition, formulating
WBAN transmission power adaptation, and appropriate WBAN MAC protocols is essential to
ensure optimal energy efficiency of sensor nodes when operating in unlicensed environment
in the presence of other co-located systems. Similarly, considering our proposed CSSP
framework, there is scope of further enhancement by multiplexing multiple users in a white
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Fig. 8.1 Fulfillment of all the research objectives in the thesis

space detected by the CBS. In this regard, the research accomplishments in this thesis require
further investigation in the following areas as listed below.

1. Design of efficient power adaptation strategies for WBAN sensor nodes for maximizing
their energy-efficiency by taking into account several factors like frame delay, non-
ideal channel conditions, reliability of data transfer, power budget etc.

2. Design and analysis of WBAN MAC protocols that will enable a WBAN to adapt trans-
mission power and also co-exist with other co-located heterogeneous wireless systems
in the same channel.

3. Suitable modification of the CSSP framework to enable transmission of multiple NRT
users within a detected white-space.

These issues are briefly discussed as follows.

1. Design of efficient power adaptation strategies for WBAN sensor nodes for maximizing
their energy-efficiency by taking into account several factors like frame delay, non-
ideal channel conditions, reliability of data transfer, power budget etc.
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Because of their structure and applications, coverage area of WBANs are quite likely to
overlap each other, and due to limited available frequency bands, they will interfere with each
other. This inter-network interference will cause serious problems in WBANs. It will decline
the Signal-to-Interference Noise Ratio (SINR) and thereby cause throughput degradation and
packet loss. Packet loss also leads to energy waste, which is the scarcest resource in WBANs.
Furthermore, from the reliability point of view, interference may cause life critical packet loss
and hence it is a serious threat to patients’ lives. Although IEEE 802.15.6 supports channel
hopping, superframe interleaving etc, transmission power control still plays an important
role in the interference mitigation and resource management problem in wireless networks.
Since multiple WBANs operate in a distributed manner, game theoretic approaches are being
considered to address this issue. Therefore an efficiently designed power control game can
help maximize the total system energy-efficiency by reducing cross-interference between
links in different WBANs while consuming as little power as possible to achieve it.

2. Analysis of WBAN MAC protocols by incorporating co-existence and/or interference
mitigation techniques

A BNC/hub of a WBAN may need to employ mechanisms for enabling coexistence
and/or interference mitigation between its WBAN and neighbor WBANs. To this end, IEEE
802.15.6 specifies Beacon Shifting, Channel Hopping, and Active Superframe Interleaving
techniques. Furthermore, power adaptation is also another popular way of minimizing the
effect of interference between different co-existing systems. This thesis has considered
IEEE 802.15.6 SAM protocol for a single WBAN while assuming that coexistence issues
do not affect steady state behavior. In this regard, it is necessary to conduct further analysis
to investigate any effect of interference mitigation techniques on the performance analysis
presented in this thesis.

3. Suitable modification of the CSSP framework to enable transmission of multiple NRT
users within a detected white-space.

Since an NRT SU transmission takes a very small duration, it is possible to mutiplex
a number of NRT SUs within the inter-sensing duration. The assigned SUs can follow a
TDMA based approach for uplink data transfer to CBS. However, this also increases the
complexity of the scheduling mechanism of CBS. The assignment problem proposed for
BCMS in this thesis considers assignment of single SU to the white-space of a PU channel.
This needs to be modified to allow the CBS to optimally assign multiple SUs to a single PU
channel.
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Appendix A

A.1 OPNET based Simulation Results of IEEE 802.15.6
SAM

The OPNET based simulation results of IEEE 802.15.6 based 1-periodic uplink SAM under
ideal and non-ideal channel conditions are provided in Figures A.1, A.2 and their primary
observations are summarized below.

Ideal Channel Results

The variations of average frame waiting delay, the energy consumed by the sensor node
and the average throughput for TL-3 having payload size (Psize) of 150 bytes with respect
to different Allocation Intervals (AIs) under ideal channel conditions are shown in Figure
A.1. It is noted that with increase in AI the waiting delay decreases. We also observe that
the energy consumption initially decreases and then gradually increases with increase in AI.
Whereas, the throughput remains unchanged for changes in AI, the value being equal to the
incoming data rate.

Non-Ideal Channel Results

Figure A.2 shows the variation of the same metrics with respect to payload sizes for TL-3
under non-ideal channel conditions, while keeping the AI fixed at 11slots. We note that as
payload size increases, the delay initially decreases and then increases. It is also observed
that, the energy consumption continues to decrease with increase in payload size, whereas
the average throughput shows the reverse trend.
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(a) Average frame delay

(b) Energy consumption

(c) Average throughput

Fig. A.1 Variation of performance with respect to allocation intervals under ideal channel
condition for TL-3 with Psize= 150 bytes.
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(a) Average frame delay

(b) Energy consumption

(c) Average throughput

Fig. A.2 Variation of performance metrics with respect to payload sizes (Psize) under non-ideal
channel (SNR=18dB) for TL-3 with AI of 11 slots.





Appendix B

B.1 Proof of concavity of energy-efficiency of BodyCog-BNC
for transmission over single PU channel

The energy-efficiency (η) of BodyCog-BNC for transmission over a single PU channel given
by (6.5) is a strictly concave function of inter-sensing duration (TD) since its second-order
derivative

d2
η

dTD
2 =

1

(D+ETD)
4

[
(D+ETD)

3
{

Aλ
2e−λTD −Bµ

2e−µTD
}

+2E
{

A(Dλ +E +EλTD)e−λTD −B(Dµ +E +EµTD)e−µTD +K
}]

< 0
(B.1)

where,

A =
P(H1)(1−Pd)

λ
(B.2)

B =
P(H0)(1−Pf )

µ
(B.3)

C = B µ (B.4)

D =
Ir TS

Ptrans
(B.5)

E = It (B.6)

K = (1−C)D+E(A−B) (B.7)

Equation B.1 can be validated for different values of TD under varied operating conditions
highlighted in Section 6.8.1.





Appendix C

C.1 Derivation of Average Collision Duration, TC

The probability that a collision due to miss-detection will occur is the same as the probability
of PU being present but SU not being able to observe the PU and also predicting that the PU
will be absent in the next sensing slot. It can be obtained as,

P
(

H1,O(0),O0p

)
= P

(
O0p/O(0),H1

)
P
(

O(0)/H1

)
P(H1) = (1−Pma)(1−Pd)P(H1) (C.1)

where, Pma is the probability of avoiding a miss-detection and is obtained as in (7.37).
The probability of correctly detecting PU absence can be obtained as,

P
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)
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(
O(0),O0p

)
−P
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H1,O(0),O0p

)
= Ptrans −P
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)
(C.2)

However, even after accurate detection of a white space, collision can occur due to sudden
appearance of PU. Therefore, using (C.1) and (C.2) the average collision duration can be
derived as,

TC = Tbc P
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)
+Tic P
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= (Tbc −Tic)(1−Pma)(1−Pd)P(H1)+Tic Ptrans

(C.3)





Appendix D

D.1 Video Demonstration: IEEE 802.15.6 Scheduled Ac-
cess MAC

This video demonstration shows the continuous simultaneous monitoring of ECG and tem-
perature by the WBAN test-bed setup developed in Chapter 3.

LINK: https://www.dropbox.com/s/tb6guwr0ha0bsc2/SAM_Demo.mp4?dl=0

D.2 Video Demonstration: BodyCog-BNC for NRT Remote
Health Monitoring

This video demonstration shows the ability of BodyCog-BNC developed in Chapter 6 in
facilitating NRT transfer of WBAN captured data over backhaul CRN/licensed WAN under
varied operating scenarios.

LINK: https://www.dropbox.com/s/eqa0rimo03uja4c/BodyCog_Demo.mp4?dl=0

https://www.dropbox.com/s/tb6guwr0ha0bsc2/SAM_Demo.mp4?dl=0
https://www.dropbox.com/s/eqa0rimo03uja4c/BodyCog_Demo.mp4?dl=0
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